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DYULES LI QUESUORS e Cummptiiyory.

(b)Marks are indicated against each question in square brackets.

(c) The candidate is allowed to make Suitable rumeric assumptions wh
solving problems @

Q1. Show that x'y = y'x for any two vectors of x, y of dimensionalit

1. [CO1] [02 Marks]

Q2. (a) What will happen if value of lambda 1s increased i case of ﬁnear regression with L1

regularizer? N [CO1] [1.5 Marks)
(b) Describe bias-variance tradeoft. ’ ICO1] [1.5 Marks]

egression using closed form solution that
trif)- [CO1] [02 Marks]

Q3. Derive the coefficient matrix of a multipl

minimizes the training Mean Squared Error (MS

d 1000 rows. Describe the steps involved in adjusting
regression model using Stochastic Gradient Descent
{CO1] [02 Marks]

Q4. There is a dataset of four columgs‘?'
weights and bias of a multiple fin
algorithm, g

Q5. (a) Design a MuIti-Laxcr Pefé'eptron (MLP) neural network for solving XoR function of
three inputs X1, X2.4nd 2;(3whéwing one hidden layer of two perceptrons and one output layer.
Properly show  weights, bias, perceptrons’ activation functions, etc.
g [CO2] [1.5 Marks]
(b) Can threemputs XoR be realized with a single perceptron? Discuss the problem, if any,
through 4 geomettic explanation. How does the two perceptron artificial neural network solve it?
_ [CO2] [1.5 Marks]
b (a) Draw a feedforward neural network of two hidden layers for predicting the output
depéﬁgléﬁi: on four features (Write all the weights, bias, intermediate outputs, and final output
notations).The first and second hidden layers have three and two perceptrons respectively. All
 the. perceptrons use sigmoid activation function. Write all the steps in deriving the predicted

output. [CO2| [02 Marks]

(b) How many weights and bias parameters are present in each layer? (CO2] |01 Mark}
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