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Note: All questions are compulsory. Carrying of mobile phone during examinations will be treat das_

case of unfair means. Marks are indicated against each question in square brackets.

QL. Fruvide o shewin of iypicai (squaied) blas, vdildloe, idiliing viroi, icet ciigr, gid Duyes (ui
irreducible) error curves, in a single plot, as we go from less flexible statistical 1 ming miéthods towards

more flexible approaches. The x-axis should represent the amount of ﬂex'blh

he method, and the y-
axis should represent the values for each curves. There should be ﬁv Make sure to label each
one. CO1[3]
Q2. For a certain plat come from three different cities A, B anii v

and 45% are from C. Out of those 2% from A, 1% fromn

¢ 30% are from A, 25% are from B
3% from C are found COVID positive.
tested COVID positive and also find the
probability that if a worker is tested COVID posltwe what is the probability that he is coming from A or
Bor C? I S CO1[3]

Find the probability that a worker chosen at random -wdﬁld

Q3. Describe the following terms i }éeta along with appropriate figures: CO1 [3x2=6]
(a) Bias-Variance Trad
(b) Naive-Bayes The

Q4. For a set of data of 100 observatlons containing a single predictor and a quantitative response, a linear

regression and cybie regression model is fitted. Suppose that the true relationship between X and Y is

'néar but'wddont know how far it is from linear. Consider the training RSS for the linear

regresswn and also the trammg RSS for the cubic regression. Would we expect one to be lower than the
other, would we expect them to be the same, or is there not enough information to tell? Justify your

answer. CO1 (3]



