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Abstract

The nature of international business is changing as a result of big data and

AI/ML. Today, data is the most important asset for businesses across all

sectors. Businesses are utilizing data-driven insights to gain a competitive

edge. As a result, machine learning-based data analytics are quickly

gaining traction in a variety of industries, creating autonomous systems

that assist in human decision-making.

In the aviation industry, machine learning algorithms can handle massive

amounts of diverse data, eliminating extraneous data points to produce a

precise image of each individual aircraft component. Multiple

condition-based monitoring and predictive maintenance processes are

made more efficient by this feature. Data from several sources, including

flight data recorders and logbooks, are used by machine learning for

predictive maintenance in the aviation industry.

The visual inspection of airplanes can be labor-intensive, time-consuming,

and error-prone when done manually. Because maintenance engineers must

reach areas of an aircraft that are in hostile environments, it can also be a

very dangerous task. However, one of the key benefits of machine

learning-based solutions is their capacity to significantly increase the

efficiency of human-oriented activities. Two extremely crucial capabilities

are made possible by machine learning's deep learning capability: rapid

diagnostics and component failure prediction.

In this research, we investigate the use of machine learning in component

failure prediction. Regression and classification methods for supervised

machine learning were used to analyze patterns in an existing dataset,

resulting in predictive analytics for use in forecasting the performance of

aircraft equipment/sensors. To be more precise, we have created machine

learning-based analytics to forecast the time to failure (TTF) or the

equipment's remaining usable life (RUL).
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Chapter 1: INTRODUCTION

Over the several years in which the aviation industry has been in service, it

has grown to become a significantly reliable and rapid mode of

transportation for freight as well as for passengers despite the pressure

being placed on the industry for maintaining operational affordability. As a

trustworthy mode of transportation, air travel has developed over time. As

of 2022, it carried more than 68.4 million metric tonnes of cargo and 3,781

million passengers, accounting for almost 35% of world trade [1] in

quantitative terms.

The airline sector has been under pressure to cut costs due to predictions

that by 2042, air freight will grow by 4.2% and passenger traffic will

increase by 4.5%, respectively [2]. Additionally, the industry has seen fuel

prices account for almost 40% of operational costs on average [3],

surpassing labor expenses in a labor-dependent industry [4] in the current

setting, which has necessitated the need for extremely strategic

decision-making.

Herb Kelleher, the former CEO of Southwest Airlines once jokingly said,

"If the Wright Brothers were living today, Wilbur would have to terminate

Orville to save costs." This claim demonstrates how strenuous and

irritating it can be to continually reduce the operating costs in the aviation

industry. However, it is a behavior that cannot be overlooked. Failures of

airlines are frequently attributable to one crucial factor, namely the "Cost

of Operations."

Due to the essence of the varying and fixed expenditures, the expense of

operating an airline is back-breaking. May it be for aircraft maintenance,

renting out airport space, or IT systems, the fixed costs are very high.

Amortizing this over a sizable base is the best way to handle this, but not

all airlines have this as part of their strategic plan. Regarding variable costs,
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they are always risky for the airline due to their nature. When traveling

between two points, the cost of the crew is constant, there are minimum

fuel needs, the cost of parking and landing is based on the Maximum

Take-Off Weights (MTOWs), and the airline is responsible for any

disruption expenses. Thus, for airlines, there is a rush to attack each cost

item no matter how minuscule it may be.

Without predictive maintenance, unplanned maintenance occurrences and

component failure rates in the aviation sector would probably rise. Flight

delays, greater aircraft downtime, and increased maintenance expenses could

result from this. Since predictive maintenance has long been a common

practise in the aviation industry, it is challenging to give a precise estimate in

terms of statistics. To estimate the probable impact, we can look at historical

data.

For instance, the US commercial aviation industry experienced an average of

9.4 engine failures per 100,000 flight hours between 2001 and 2010,

according to a report by the Federal Aviation Administration (FAA).

According to the FAA, unscheduled maintenance events can have costs that

are up to four times higher than those associated with planned maintenance.

Without predictive maintenance, we could anticipate an increase in these

expenses, which would probably have a substantial effect on airline

profitability and the price of air travel for customers.

The ability of machinery to function cannot be guaranteed; occasionally, it

will fail due to outdated operation. Sensor-equipped machinery systems can

only monitor a machine's condition; they cannot determine if it is in excellent

or bad shape. A maintenance strategy must be applied to scheduled

machinery systems in order to prevent the worst event (failure) and obtain

information about a machine's status. Corrective (CM), Preventive (PM), and

Predictive Maintenance (PdM) are the three best practices for a maintenance

plan.

A sort of maintenance called "corrective maintenance" is carried out after a
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piece of equipment has already broken down or stopped working properly. In

order to lessen the impact of the breakdown on the operations, the major

objective of CM is to return the equipment to its normal operational

condition as soon as feasible. Initiated only after the equipment has already

failed, CM is frequently unplanned and reactive. As a result, there may be

unanticipated downtime and productivity losses, as well as potential safety

issues if the faulty equipment is essential to the operation's security. In

conclusion, corrective maintenance is a type of maintenance that is carried

out in response to equipment failure. The general consensus is that PM and

PdM, which are more proactive and can help to prevent equipment failures

before they happen, are more desirable than other types of maintenance, even

though it can be beneficial in treating current issues.

In order to avoid equipment failure or malfunction, PM is a sort of

maintenance that is carried out on equipment at regular intervals. PM is to

maintain equipment in good operating order, lessen the likelihood of

malfunctions, and increase the equipment's usable life. Preventive

maintenance is typically scheduled in accordance with a predetermined

maintenance schedule that considers the manufacturer's recommendations,

best practices in the industry, and the particular working circumstances of the

equipment. PM can involve a variety of maintenance procedures, including

as inspection, cleaning, lubrication, part replacement, and instrument

calibration. In general, PM is seen as a proactive method to maintenance

because it is carried out on a regular basis whether or not the equipment is

displaying failure symptoms. The chance of unanticipated downtime and lost

productivity is decreased as a result of this method's ability to identify

possible difficulties before they develop into serious concerns. Many

industries, including manufacturing, transportation, healthcare, and utilities,

use preventive maintenance frequently to keep equipment running smoothly

and lower maintenance costs over time. In conclusion, preventative

maintenance is a proactive approach to maintenance that is carried out on

equipment on a regular basis to keep it in excellent operating order, avoid

breakdowns, and prolong its usable life.



4

In order to forecast when equipment breakdown is likely to occur, PdM is a

sort of maintenance plan that makes use of data, analytics, and machine

learning algorithms. To minimise downtime, lower maintenance costs, and

increase overall equipment reliability, predictive maintenance aims to carry

out maintenance tasks proactively, before equipment failure occurs. Sensors

and other monitoring tools are used in predictive maintenance to gather

information on the equipment's operational parameters, such as temperature,

pressure, vibration, and others. Then, machine learning algorithms are used

to analyse this data in order to find patterns and anomalies that might point to

potential equipment failure.

The most effective maintenance plan depends on the particular needs and

requirements of the organisation. Each style of maintenance has benefits and

drawbacks of its own. Because it is reactive and deals with equipment

failures after they happen, CM is the least effective type of maintenance. Due

to emergency repairs, this sort of maintenance may cause unanticipated

downtime, lost production, and higher repair expenses. Because it is

proactive and carried out on a regular basis, PM is a more effective type of

maintenance than CM. This kind of maintenance lessens the possibility of

unplanned downtime and lost productivity and helps to prevent equipment

failures. PM, however, could lead to unneeded maintenance actions that raise

maintenance expenses. Because it uses data and analysis to determine when

equipment failure is likely to happen, PdM is typically regarded as the most

efficient type of maintenance because it enables proactive scheduling of

maintenance activities. This strategy lowers the likelihood of unplanned

downtime, lowers repair expenses, and increases the equipment's usable life.

However, the implementation of advanced data analytics and machine

learning capabilities, which are necessary for PdM, can be costly. In

conclusion, the form of maintenance that is most effective will rely on the

particular needs and demands of the organisation. Although most

organisations believe that PdM is the most effective strategy, it might not

always be practical or cost-effective. While preventive maintenance is a good

middle ground between corrective and predictive maintenance, it may also
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result in a disproportionate amount of maintenance activities.

For example, annual maintenance of the machine, and post-maintenance, if

the machine has spares, can be applied, otherwise, the whole operation will

stop, which is a disadvantage [5]. Predictive maintenance is based on

preventive maintenance, but it also involves constant monitoring of the

machine's condition and doing maintenance only as necessary or in the best

way possible. Based on historical data, integrity considerations, and

statistical inference methodologies, PdM suggested what state the machine

was in and when maintenance should be conducted [6]. The use of

statistical methods and engineering techniques in the maintenance strategy

is necessary for the prediction process, but as technology advances, ML has

the potential to use PdM in any situation.

1.1 Performance Optimisation and Predictive Maintenance

Note that proper maintenance of an aircraft has a proportional impact on its

performance, as explained below:

To maintain sustainability for airliners both in the short and long term,

performance optimization in the aviation industry directly targets

operational constraints resulting from fuel efficiency, labor costs, pollution,

resource utilization, and aircraft expenses [1]. The demand on the aviation

sector to increase sustainability and lessen environmental effect is growing.

Reducing energy use, greenhouse gas emissions, and the use of natural

resources like water and energy are all part of this. In order to be

competitive in the market, airlines must also control their costs. Airlines put

a strong emphasis on performance optimisation to achieve sustainability.

By identifying and addressing operational restrictions that have an impact

on fuel efficiency, labour costs, pollution, resource utilisation, and aircraft

costs, performance optimisation seeks to increase the effectiveness of

aircraft operations. Airlines can operate more sustainably and efficiently by

resolving these limitations. The main goal of performance optimisation is

fuel efficiency. Airlines optimise flight patterns, use more fuel-efficient
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aircraft, and enhance operating procedures in an effort to reduce fuel

consumption. This lowers the cost of fuel for airlines while simultaneously

reducing the environmental effect of air travel. Another area of focus for

performance optimisation is labor costs. Airlines can lower labor costs

while preserving safety and efficiency by streamlining procedures and

decreasing the strain of ground staff and aircraft crew. Performance

optimisation must also prioritise reducing pollution. To lessen the impact of

air travel on the environment, airlines are putting money into new

technology and alternative fuels. In order to cut emissions, this includes

using biofuels, electric and hybrid aircraft, and optimising ground

operations. Another crucial factor in performance optimisation is resource

use. By using more effective procedures and technologies, airlines want to

use less energy and water. This lowers the costs for the airlines and lessens

their impact on the environment. Last but not least, performance

optimisation strives to lower aircraft costs by enhancing maintenance

processes, decreasing downtime, and lengthening the lifespan of aircraft.

By attaining these objectives, airlines can become more sustainable over

the short and long terms, lowering expenses and having a less impact on the

environment while still competing in the market.

Aerospace performance optimization can be used to solve current or future

issues that limit the operating effectiveness of an aircraft's equipment and

systems, with a focus on the higher cost centers like the engines and

auxiliary power units.

Fundamentally, there is a strong correlation between how well the

component performs concerning these constraints and its "health," which

shows that proper maintenance is needed. Health monitoring and anomaly

tolerance levels would boost effectiveness.

Predictive maintenance is a technology that grasps the status of equipment

in operation, predicts maintenance procedures before failures occur, and

prevents failures by performing maintenance [7]. These techniques ideally

reduce maintenance frequency and prevent unplanned reactive
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maintenance. As a result, this strategy eliminates the obligation to pay for

frequent preventative maintenance.

1.2 Implication of Data-Centric Sciences in Aviation

The use of data-centric techniques for predictive maintenance and

performance optimization currently available in the aviation industry is

clearly visible compared to current approaches [8] such as:

● Decision-making is improved by recognizing trends in consumption

and maintenance duties [9]. By isolating risks and flaws in components,

inefficient situations can be identified early for maintenance purposes,

allowing for process simplification and lowering the danger of cascading

failures. An essential component of decision-making in maintenance

management is identifying patterns in consumption and maintenance

requirements. Proactive maintenance can be planned to minimise cascading

failures and enhance safety by analysing data and spotting hazards and

defects in components early. This strategy may also result in streamlined

procedures and increased effectiveness in maintenance management.

● Manual diagnosis procedures may result in prolonged aircraft

downtime and a reduction in the ability to handle passengers in real time.

To reduce unscheduled maintenance, data science on aviation data could

improve and aid in making quicker, educated judgments. It is possible to

find patterns and trends that can be suggestive of prospective problems or

maintenance needs by gathering and analysing data from multiple sources,

including sensors, maintenance records, and flight data. Predictive models

can be developed using this data to assist find possible problems before

they arise. Early detection of these problems enables proactive maintenance

scheduling, reducing aircraft downtime and increasing overall performance.

Data science can decrease unscheduled maintenance while simultaneously

increasing the precision of diagnosis processes. It is feasible to spot

prospective difficulties and hone in on probable root causes of a problem by

analysing data from a variety of sources.

● 5–10% less support staff is needed for maintenance since automated
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problem isolation and detection are supported by data analytics.

1.3 Problem Statement

Many industries, including the airline sector, place a strong emphasis on

failure prediction through predictive maintenance in order to improve

operations and cut down on flight delays. By anticipating the engine's RUL

or TTF, monitoring the health and condition of engines using sensors and

telemetry data can facilitate this type of maintenance.

A maintenance schedule can be developed based on which engines are most

likely to fail in the current period or cycle window by precisely projecting an

engine's remaining usable life, which can assist forecast engine failures by

period. By doing this, airlines are able to undertake maintenance procedures

in a proactive manner, lowering the possibility of unplanned, expensive

equipment breakdowns and raising the overall dependability of their

operations.

By offering a proactive and preventative approach to maintenance, predictive

maintenance can help businesses cut expenses, increase equipment reliability,

and improve overall performance. Businesses can cut down on overall

equipment downtime and maintenance expenses by using predictive

maintenance. Businesses may monitor the state of their equipment in

real-time, spot possible issues before they arise, and schedule maintenance

tasks appropriately by putting into practice a predictive maintenance

approach.

Predictive maintenance is particularly important in the aviation industry

because any equipment breakdown can result in lengthy delays and

cancellations, displeasing passengers and costing businesses money.

Therefore, being able to anticipate equipment breakdowns and schedule

maintenance in advance can help airlines make sure that their business

operations are effective and efficient.
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In conclusion, predictive maintenance is an essential tactic for companies

trying to streamline their processes, cut expenses, and raise the dependability

of their equipment. Businesses can utilise information about the health and

condition of their equipment to predict and avoid equipment breakdowns by

utilising data from sensors and telemetry systems. Predictive maintenance is

turning into a more crucial tool to assure organisations' continuous success as

they continue to rely on technology and equipment to power their operations.

1.4 Objectives

The target of this project is -

● To improve maintenance operations by utilizing data handling

methodologies and ML algorithms to forecast maintenance requirements

more accurately.

● To support time-based preventive maintenance planning

1.5 Methodology

ML algorithms can understand the association between sensor readings and

changes in sensor readings from previous faults, and predict future faults by

examining aircraft engine sensor readings over time.

● A regression model algorithm was used to forecast the number of

remaining cycles before an engine fails.

● A binary classification algorithm was used to predict whether the

engine will malfunction within a certain cycle window.

● A multi-class classification algorithm was employed to predict the

cycle window for engine failure.
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1.6 Organization

The rest of the report is organized as follows. Chapter 02 reviews the

related work in aviation. Chapter 03 critically discusses data acquisition,

and system development including data cleaning and exploratory data

analysis while chapter 04 carefully examines the implication of utilizing

data science methodologies and machine learning algorithms in the aviation

industry followed by the limitations of the project and the conclusion in

chapter 05.
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Chapter 2: LITERATURE SURVEY

Since the 1980s, there has been a growing body of research on using

machine learning, big data, and data analytics approach to the aviation

industry. In particular, the technology was adopted for the goal of

customer-focused marketing at the same time as the early adopters in

related industries. Engine, auto, and mobile equipment manufacturers on a

large scale have used big data technologies to improve production

operations and reliability [10], [11], and [12], and have also proposed the

terms "Industrial Internet" and Industrial IoT. In fact, particularly in the

context of real-time analysis, these form the basis of aviation big data.

A real-time monitoring and problem diagnosis tool called the AIRMAN

helps to detect anomalies early and improve effective solutions in a prompt

way to minimize aircraft downtime. The tool shows signs of effectively

managing huge amounts of real-time data, but the predictability of failures

is not covered. However, the predictive prognostic model “Predictivity”,

introduced in 2013, builds on the latest concepts in prognosis and health

management (PHM) to establish a prognostic model of behavior using

real-time data [10]. It made it possible to operate with less fuel

consumption. The biggest winner was AirAsia, as it was able to save itself

$10 million in gas expenditure. But the details of "predictability" are still a

mystery.

To analyze aviation data from about 35,000 airplane engines and provide

anomaly warning and fuel prediction models to customers, General

Electrics inaugurated its first cloud platform called the "Predix"[10], [11].

In order to forecast engine maintenance, IBM and P&W tracked the

performance of about 4,000 plane engines that were in use and employed

big data analytics to analyze the results [11]. P&W measured 1000

parameters from a running engine in a modern environment and determined

a 50% reduction in on-air shutdowns [10], believed to give a prediction

accuracy of approximately 90%.
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The general overview of such IVHM is indicated in Fig. 1.

Fig. 1. IVHM framework for aircraft [13].

To enhance energy consumption levels and improve engine operational

efficiency, Rolls Royce chose the Microsoft Azure cloud platform for the

collection, integration, and analysis of vast amounts of airline data gathered

by flight instruments [22], [13]. The system provided extensive

opportunities for “predictive” optimization of aircraft performance. This

includes service factors such as improved fuel burn and spare parts with

consequent higher conversion efficiencies. However, these techniques used

above had a significant impact on improving the performance of existing

airlines due to the impossibility of acquiring and replacing fleets of aircraft

frequently, thus IVHM I have isolated the area of PdM to the performance

of engine only. In contrast to the 'integrated' aspects of airplane

performance, which are the main focus of most of the studies discussed

below, there are more issues. ISIR Labs' research [22] on fault-tolerant

systems based on wireless transmission of real-time data from anti- icing
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systems deserves credit for establishing the

feasibility of using real-time parametric data analysis for flight and

ground-based decisions.

Numerous research have looked into the use of machine learning and data

analytics in PdM for aircraft.. One such study, conducted by Hsu et al. in

[16], presented a statistical process control and machine learning-based

approach for diagnosing faults in wind turbines and predicting maintenance

needs.

Amruthnath and Gupta (2018) investigated the use of unsupervised machine

learning algorithms for early issue detection in PdM in [17]. The authors

applied different clustering algorithms on sensor data to detect anomalies and

predict potential faults in the system.

Bruneo and Vita (2019) explored the use of Long Short-Term Memory

(LSTM) networks for PdM in smart industries in [18]. The authors

developed an LSTM-based model that can predict the RUL of equipment by

analyzing the sensor data.

A hybrid machine learning strategy was put forth by Cho et al. (2019) for

PdM in smart factories in [19]. The authors used a combination of support

vector machines (SVM), artificial neural networks (ANN), and random

forests to forecast equipment failures and maintenance needs.

Machine learning was used by Gohel et al. (2020) to create a PdM

architecture for nuclear infrastructure in [21]. The authors used a

combination of anomaly detection and classification algorithms to predict

equipment failures and maintenance needs.

In [22], Spiru Haret and A. Mihai discussed the applications of business

intelligence systems in the airline industry. The authors discussed the various

ways in which the airline sector can benefit from the use of data analytics to
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enhance operations and maintenance.

Similarly, in [23], Campbell discussed the evolution of flight data analysis

and the various techniques used to analyze aircraft data. The author

discussed the benefits of using data analysis to improve aircraft maintenance

and safety.

The research done in [26] reviews the trends and challenges of PdM for

aircraft engines using machine learning techniques. The study highlights the

potential benefits of predictive maintenance in reducing maintenance costs,

minimizing downtime, and enhancing safety. The paper also discusses the

challenges of data acquisition, data quality, and model accuracy in

implementing predictive maintenance for aircraft engines. Our research

explores the application of machine learning techniques, specifically

regression and classification methods, for predicting component failure. The

study utilized an existing dataset to identify patterns and develop predictive

analytics for forecasting the performance of aircraft equipment/sensors. The

focus was on creating machine learning-based models that could forecast the

TTF or RUL of the equipment.

The research done in [27] explores the application of data analytics

techniques in the PdM and performance optimization of aircraft. The study

suggests that data-driven predictive maintenance can help in identifying

potential faults and optimizing aircraft performance by analyzing various

data sources such as aircraft telemetry data, maintenance records, and

environmental data.

In addition to the papers mentioned earlier, several studies have investigated

the implementation of data analytics and machine learning techniques in

PdM for aircraft.

Overall, these studies demonstrate the potential of data analytics and

machine learning techniques in predictive maintenance for various industries,

including aircraft, wind turbines, and nuclear infrastructure. By utilizing
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real-time data, these techniques can help identify potential faults and predict

maintenance needs, leading to reduced costs, minimized downtime, and

enhanced safety.

2.1 Recent Trends of Predictive Maintenance

Any system can benefit from applying predictive maintenance, and using

ML methods that include deep learning is the best approach to do it. Table

1 displays the summary articles that matched the set criteria. The average

number of articles published each year from 2016 to 2021 was only 3.7.

therefore, the year of publication in Figure 1 suggests that the ML applied

to PdM is a relatively recent development in work. Additionally, it was

covered in papers released by Indonesian universities in 2020 and 2021.

Fig. 2: No. of articles published on the predictive maintenance of aircraft

from 2016 to 2021 [26]
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Table 1. Recent trends in PdM
References Year Methods Description of Applied

Predictive Maintenance

Hsu, et al [16] 2020 K-means fold;
Random Forests;
Decision Trees

With an accuracy of
more than 90%, statistical
processes to identify faults
and machine learning
forecast maintenance
requirements for wind
turbines can identify
failure states.

Amruthnath and
Gupta [17]

2018 PCA; C-means;
K- means;
Analysis of
Clusters;
Gaussian

Mixture
Modeling

Observing the exhaust
fan with a vibrator sensor,
dividing the results into
three categories—healthy
warning, fault condition,
and condition prediction
using machine learning
(ML), followed by the
high accuracy T2 method.

Bampoula, et al.
[15]

2021 LSTM;
Autoencoder

The rolling milling
machine uses
LSTM-autoencoder to
estimate RUL with great
accuracy, however, it is
limited in its ability to use
different neural networks
to determine RUL.

Bruneo and Vita
[18]

2019 LSTM
and
Tunning
of
Hyper-parameters

We use this to tune
hyperparameters for
predictive maintenance of
jet engines with larger
RMSE than other ML
techniques.

Cho et al. [19] 2018 Hybrid of
semi-supervised

and unsupervised
algorithms

Using hybrid ML to
calculate predictive
maintenance, problems with
a smart factory's multiple
machine operations without
sufficient maintenance data
were resolved.
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Demidova [20] 2020 GRU; LSTM; RNN
Hybrid

Used LSTM and GRU
neurons with an accuracy of
over 90% to compute RUL
for preventative
maintenance on aircraft
engines utilizing one and
two layers of RNN.

Gohel, et al [21] 2020 Logistic
Regression and
SVM

Because employing SVM
and LR has the
comprehensive capability
for nuclear powerplant
infrastructure, ML is
applied to make Predictive
maintenance on nuclear
infrastructure, which is a
crucial site.
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Chapter 3: SYSTEM DEVELOPMENT

3.1 Data Acquisition

Several data sources are fundamentally taken into consideration to attain

real-time data analytical capabilities of signified dependability and

precision.

1) Quick Access Recorder

Flight parameters are recorded by numerous sensors in the avionics and

other parts of the aircraft (such as the engine). The ACMS collects and

pre-processes the recorded data and makes it accessible to the aircraft and

it is done with the help of a Quick Access Recorder (QAR) [10]. The

usage of the IoT as an upcoming technology is primarily driven by recent

advances in QAR that have developed to transmit via GPRS and wireless

transmission over the Internet [23], [24], [25]. As shown in Figure 3, this

approach provides direct access to the data warehouse for data storage.

Fig. 3. Data transfer process of WQAR [10].
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2) ACARS

As shown in Figure 4 [10], [11], the ACARS is a dual air-to-ground data

link that relays real- time diagnostic and error messages to operators over

specialized networks. In contrast, data is organized in ACARS and the

same privacy considerations apply. However, real-time performance data

can be full of meaningless data due to the high capacity and speed of

analysis, as well as the sensitivity of the sensors, which can be affected by

physical and non- physical interference, transmission issues, etc.

Fig. 4. ACARS [10].

3) Repair and Maintenance Records

Because beneficial insights are obtained by comparing operational data

with maintenance records, this data could be regarded as key data sources

concerning predictive maintenance. Even though repair data are only
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produced in certain circumstances, they can be viewed as static for a long

time [10], meaning that their validity may deteriorate over time

3.2 The Dataset

Text files provide operating settings, 21 sensor measurements provided by

Microsoft, and simulated aircraft engine run-to-failure events. It is

considered that the engine's sensor measurements represent the pattern of

engine degradation as it progresses.

● Run-to-failure statistics for aviation engines are contained in

training data files. records of 20,000+ cycles for 100 engines.

● Engine operating data from test aircraft are documented in test data

files without failure events. A separate Ground truth data file is provided

with the remaining cycles.

Features contained in the dataset are –

ID: Engine ID in the range of 1 to 100.

Cycle: per engine sequence, starting from 1 to the cycle number where the

error occurred.

Setting1 to Setting3: Engine operation settings s1 to s21: sensor readings
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3.3 Approach

Fig 5: Flowchart of the approach used

3.3.1 Data Wrangling

Large amounts of data need to be stored and organized for analysis

because the amount of data and data sources available today are

expanding quickly. Data cleaning often referred to as data wrangling or

data munging, is the act of organizing, manipulating, and cleaning raw

data into the required format that analysts can utilize to make quick

decisions.

For data science and data analysis, data wrangling is a vital subject.

Python's Pandas Framework, an open-source library created primarily for

data analysis and data science is used for data wrangling.

The following functionalities are dealt with via data wrangling in Python:

1. Data exploration: It involves displaying data representations in
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order to study, analyze, and comprehend the data.

2. Dealing with missing values: The majority of datasets with a large

quantity of data have missing values of NaN; they need to be dealt with by

replacing them with the mean, mode, or the column's most frequent value, or

simply by removing the row containing the NaN value.

3. Data reshaping: It is the process of manipulating data to meet specific

needs. New data can be added or current data can be changed.

4. Data filtering: Datasets occasionally contain undesired rows or

columns that need to be eliminated or filtered.

5. Other: By combining the aforementioned features with the raw

dataset, we can produce an effective dataset that meets our needs. This

dataset can then be utilized for the necessary tasks, such as data analysis,

machine learning, data visualization, model training, etc.

The primary significance of using data-cleaning tools is explained below:

1. Making raw data functional. Data that has been correctly wrangled

ensures that high- quality data is used in the subsequent analysis.

2. Putting all information from many sources in one place so that it can

be utilized.

3. Assembling raw data in the required format and comprehending the

data's business context

4. Data visualization becomes easier. Starting with a clean dataset

enables you to concentrate on developing an effective visualization rather

than trying to identify and address problems as you go.

6 Steps to Perform Data Wrangling-

1) Data Discovery: Data discovery is the first stage of the Data

Wrangling process. This is a general phrase for comprehending or

becoming acquainted with your data. In order to make your data easier to
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use and analyse, you must look at it and consider how you would like it to

be arranged. As a result, you start with an unruly crowd of data that has

been gathered from many sources and is in a variety of formats. The

objective at this point is to gather the many, siloed data sources and set each

one up such that it is possible to understand them and look for patterns and

trends in the data.

We start with loading our training data into an IPYNB file and storing the

imported data in a pandas’ data frame. Since our data had no column

names, we provide it manually. Moreover, our data frame contained some

extra columns and they had to be removed. Next, we move on to exploring

the data. Using the. describe() method we try to get some statistical

information about our data.

From the training data, we can conclude that there are 100 engines and the

average is 108 cycles per engine. The failure of the engine is represented by

its last cycle.

Similarly, import test data and repeat the above process. Like the training

data, we have 100 engines and each engine has an average of 76 cycles.

However, in the test data file, no error data was provided. They were

provided in a separate truth file. To get purposeful test data, we need to
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combine the last cycle and truth data (TTF) of each engine in the test data.

This gives us a test set of 100 engines with TTF data. We accomplish this

later when we create regression and classification labels for our data.

2) Data Structuring: When raw data is gathered, it comes in a variety of

sizes and forms. It lacks a clear structure, which indicates that it lacks a

model and is wholly disorganized. Giving it a framework enables better

analysis and allows it to be reformed to fit in with the analytical model used

by your company. Unstructured data frequently has a lot of text and

contains elements like dates, numbers, ID codes, etc. The dataset has to be

parsed at this point in the Data Wrangling procedure. This will produce a

spreadsheet with more valuable data and more user-friendly columns,

classes, headings, etc.

3) Data Cleaning: Raw data typically contains a number of inaccuracies

that must be corrected before moving on to the next step. Data cleaning

includes addressing outliers, making corrections, fully erasing bad data, etc.

This is accomplished by sanitising and cleaning up the dataset using

algorithms. The following happens when data is cleaned:

● It eliminates outliers from your dataset that can cause your data

analysis results to be skewed.

● To enhance the accuracy and consistency of the data, it modifies any

null values and harmonises the data format.

● It locates duplicate values, standardises measurement techniques,

corrects grammatical and typographical errors, and validates the data to

make it more manageable.
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Using the above two methods we found out that all of the data we were

working with was numeric and hence, we could say that the provided dataset

was a clean dataset.

4) Data Enriching: You can increase the precision of your analysis by

combining your raw data with extra data from sources such as internal

systems, third-party providers, etc. with your raw data. Alternatively, you

could just want to fill in any informational gaps.

5) Data Publishing: All the steps have been finished by this point, and

the data is prepared for analysis. The freshly wrangled data has to be

published somewhere where you and other stakeholders can readily access

it and use it. Once the data has been cleaned and is ready for the analyses

and modeling phase, we’ll save the data to a CSV file. Both training and

test data are stored in a CSV file for later stages.

Feature Extraction: The massive datasets, that we work with, consist of a

wide variety of features. Processing these features requires a lot of

computational power. To effectively decrease the amount of data, FE helps

in extracting the heavily weighted features from these huge amounts of data

by selecting variables and combining them into features.

Ultimately, data reduction speeds up the learning and generalization phases

of the machine learning process, allowing models to be built with less

machine effort. Rolling and Moving Averages: A rolling average, often

known as a moving average, is a measure that uses a set of data to

determine patterns over brief periods of time. In particular, it makes it

easier to calculate trends when it could otherwise be challenging to do so.

For instance, you could be unable to determine whether your data

collection exhibits upward or downward trends over time if it contains

numerous occasions where the values sharply increase or decrease. Long-

term patterns can be found using rolling averages when they are otherwise

hidden by sporadic changes.
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Rolling average = sum of data over time/time period

Moving Standard Deviation: A statistical concept known as standard

deviation gives a decent measure of volatility. It quantifies how far values

(like closing prices) deviate from the mean. Dispersion is the discrepancy

between the closing price's actual value and its average value (mean closing

price).

Adding Regression and classification labels to the training data and the test

data:

● Regression: TTF for each cycle/engine TTF (cycles to failure) is the

number of cycles between the last cycle of the same engine and that

particular cycle.
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● Binary classification: If the remaining cycles are less than a certain

number of cycles (eg Duration = 15), the motor will fail in this duration.

Else the motor is fine.

● Multi-class classification: By dividing the TTF into cycle ranges (eg,

duration: 0-15, 16- 30, 30+), we were able to identify periods during which

the engine would fail.

We prepare the training and test data by adding features and labels. Once

we’re done with that, we save our data frames for both the test data and

training data for further processing.

3.3.2 Exploratory Data Analysis

EDA is an important way to first look at data to find patterns, discover

anomalies, test hypotheses, and validate assumptions using summary

statistics and graphs.

Benefits of conducting exploratory data analysis

● Organising a dataset

● Understanding variables

● Identifying relationships between variables

● Choosing the right model

● Finding patterns in a dataset

We start by comparing the standard deviation of selected input features. We

also plot a graph for comparing the log standard deviation of selected input

features.
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Graph 1: standard deviation of input features

Graph 2: Log standard deviation of input features
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The statistical relationship between two different variables is measured via

correlation analysis. The outcome will demonstrate the effects of changing

one parameter on the other parameter. A crucial idea that is well-known in

the field of predictive analytics is correlation analysis. Additionally, the

correlations study must be finished before developing the model and

drawing any conclusions regarding the links between the variables. While

correlation analysis aids in our knowledge of the relationship between two

variables in a dataset, it is unable to identify or quantify the underlying

cause.

Using the graphs - Graph 1 and Graph 2, we can find out the top variance

features. Once we’re done with that, we can get the ordered list of features

and their correlation with regression label TTF. The features having low or

no correlation with regression label ttf and very low or no variance will be

target for removal in feature selection.

We also find out the features having a high correlation with regression label

TTF.
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["s7", "s20", "s21", "s15", "s6", "s9", "s4", "s8", "s12", "s3", "s17", "s2",

"s14", "s13", "s11"]

Considering that their correlation with TTF is larger than that of other

features, they might be a focus for feature selection during modeling. We'll

show this correlation using a heatmap.

Graph 3: Features Correlation heatmap

The correlation between some features is very high (> 0.8). Some of these

feature pairs are: (s4, s11), (s9, s14), (s7, s11), (s12, s4), (s12, s11), (s8,

s13), (s12, s7). This can affect the performance of some ML algorithms. So,

some of the features mentioned above are removed from the feature

selection. Next, we plot a scatter matrix to display relationships and

distribution among features and regression labels. A matrix of scatterplots
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is called a scatterplot matrix and is used to plot bivariate correlations

between sets of variables. Scatterplots in the matrix show each association

between pairs of variables, allowing you to examine many associations in

one graph.

Graph 4: Scatter matrix to display relationships and distribution

among features and regression labels.

Since most features have a gaussian distribution, ML algorithms benefit

from this. Utilizing polynomial models may produce better results because

maximum features have non-linear relationships with the label TTF. We

also observe different input features and explore the time series plot each

sensor selecting random sample engines. The regression label has

non-linear relationships with maximum features, hence adding their
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polynomial transforms may enhance the performance of the model. At the

end of EDA phase, we try to get some stats for the classification labels.

We should not rely on classification Accuracy as a model performance

indicator because this dataset is obviously skewed. Instead, we can

employ AUC ROC.

Feature Importance: Variable significance decides the contribution of each

variable to the prediction capability of the model. Essentially, it determines

how useful a specific variable is for a particular model and prediction.

Scores are typically used to quantify feature importance. The larger the

score, the higher the importance of the trait. Variable importance scores

have many benefits. For example, you can determine the relationship

between a feature variable (characteristic) and a target variable (goal).

By examining the significance values of the variables, irrelevant features

can be identified and eliminated. Reducing the number of irrelevant

variables can make your model run faster or even perform better. From the

results, we can infer why the ML model predicts certain things and how

changing its features can change that prediction.

There are many ways of calculating feature importance, but generally, we

can divide them into two groups:

● Model agnostic

● Model dependent
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3.3.3 Regression Analysis

The technique for determining the relationship between target and

independent variables in a dataset is regression analysis. It is commonly

used when the target variable has a continuous range of values and the

target and independent variables are in a linear or nonlinear relationship.

Regression analysis techniques are used to predict, model, and display

causal associations among the variables across time series. Regression

analysis is used to predict either the value of the target variable or the effect

of an independent variable on the target variable when knowledge of the

independent variables is available.

Various regression analysis prediction techniques are available. Other

elements that affect the choice of the technique include the number of

independent variables, the pattern of the regression line, and the type of

target variable.

Linear Regression: This modeling technique assumes that an independent

variable (V) and a dependent variable (Y) have a linear relationship (X). It

generates a best-fit line. Y = c+m*X + e, where m denotes the slope, e

denotes the error factor, and c denotes the intercept, is the equation for the

linear regression.

The amount of dependent and independent variables vary between the

simple and sophisticated versions of the linear regression model.
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Polynomial Regression: Analysis using polynomial regression is performed

to show the non- linear relationship between the dependent and

independent variables. In this type of multiple linear regression model, the

line of best fit is not straight but curved.

Ridge Regression: This technique is employed when the independent

variables are highly correlated and the data we are working with exhibits

multicollinearity. Even if the least- squares estimates are fair to

multicollinearity, their variances are considerable enough to cause

differences between the observed and true values. By adjusting the

estimates of regression, ridge regression lowers the standard error. The

issue of multicollinearity in the ridge regression equation is solved by the

lambda variable.
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Lasso Regression: The Lasso method penalizes the absolute size of the

regression coefficients, similar to Ridge regression. The LASSO regression

method also uses variable selection to drive the coefficient values to zero.

DT Regression: By looking into the element characteristics, DT regression

trains a model in tree form to predict future dates and generate valuable

ongoing results. The lack of discontinuous output, or being represented by a

unique set of known numbers or values, is called continuous output.

We try to optimize our decision tree regressor by using RFE. It is a feature

selection technique that eliminates the least required feature (or features)

from a model until the desired number of features is reached. RFE aims to
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eliminate any dependencies and collinearity that exist in the model by

repeatedly deleting a limited number of features every cycle according to

the model's coef_ or feature importances_ characteristics.

Random Forest Regressor: Random forests, which use multiple decision

trees and a method called bootstrapping and aggregation (also called

bagging), are ensemble techniques that can handle both regression and

classification tasks. The basic principle of this method is to integrate

multiple DTs to get the final result instead of relying on only one DT. Some

DTs act as basic learning models for random forests.
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3.3.4 Classification Analysis

Machine learning programs utilize various algorithms to classify datasets to

be used at later time into categories using pre-categorized training datasets.

Classification is the process of recognizing, interpreting, and grouping data

into predetermined groups. The two types of classification algorithms are:

● Binary classification algorithms.

● Multi-class classification algorithms.

Binary classification classifies the data into two groups. Mostly, these two

groups consist of '0' and '1'. In multiclass classification, on the other hand,

there are more than two classes.

Logistic Regression: It is used to predict binary outcomes. It analyzes the

independent variables to determine the binary outcome, the outcome he

falls into is one of two categories. Independent variables can be categorical

or numeric, but dependent variables are always categorical..
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Naive Bayes: Naive Bayes predicts the probability of a data point to fall

into a specific category or not.

K-nearest Neighbours: A pattern identification approach called K-nearest

neighbors uses the training dataset to identify the k nearest neighbors in

new cases. When using a k-NN for classification, find where to place the

data relative to its nearest neighbors.
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Decision trees are an ideal supervised learning technique for classification

problems because they can classify classes accurately. Like a flowchart, it

splits the data points into two similar categories simultaneously.

Beginning with 'trunk', going through 'branches' and 'leaves', the

categories become more closely related. The result is a category within a

category, allowing organic taxonomy with the least manual oversight.
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Random Forest: This model is a development of a decision tree, where

you first create a huge amount of DTs with training data, then fit your

fresh data within one of the DTs as a "random forest." To connect your

data to the nearest tree on the data scale, it simply averages your data.

This model is useful because it addresses the DT’s issue of excessively

"pushing" data points into a category.

SVM : A Support Vector Machine exceeds A/B prediction by using

techniques to train and classify data according to degrees of variation. A

hyperplane that optimally splits up the tags is chosen by the SVM. It is

only a line in two dimensions. Class 1 items fall on one side of the line,

and class 2 items fall on the other. For example, this would be good and

negative in sentiment analysis. The optimal hyperplane has the greatest

distance between each tag in order to maximize machine learning.

However, it might not be viable to classify the data with a single line as

data sets grow more complicated. Using this algorithm, the more complex

the data, the more precise the predictor will become. Since Support Vector

Machine is multidimensional, it allows for more precise machine

learning.



41

Multiclass classification: A machine learning classification problem called

"multiclass classification" has more than two classes or outputs. Multiclass

classification is perhaps the most frequent machine learning job, excluding

regression. In classification, we design a machine learning model to

determine which of the K different classes some previously unobserved

data belongs to after being presented with a large number of training

samples (ie. the animal types from the previous example). By analysing the

training dataset, the model discovers patterns unique to each class, which it

then employs to forecast the membership of upcoming data. In order to

subset the original data frames into original features and original +

extracted features, we first create the feature sets needed. Additionally, we

build a series of training and test data labels and convert them to binary

format so that the multiclass classification algorithms may use them. We

design a helper function that will adjust a classifier's Grid Search

hyperparameters in a manner similar to binary classification. We also

Calculate main multiclass classification metrics, plot AUC ROC and

Precision-Recall curves. For multiclass classification, we employ different

classification algorithms - SVC, Decision tree classifier, Naive Bayes,

KNN, as well as Neural Net MLP. We apply these algorithms on two

different datasets - one in which we have the original features and the other

in which we have only the extracted features.
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Chapter 4: PERFORMANCE ANALYSIS

4.1 Regression Analysis

1. Root mean square error is the standard deviation of the prediction

errors. We use residuals to compute the distance between the data points

and the regression line and the variability of these residuals is calculated by

RMSE. In other words, it describes the density of data around the best fit

line. The equation is:

Where: f = prediction (unknown outcomes) and o = known outcome.

2. Absolute error is the amount of error in a measurement. The

difference between the computed value and the actual value. The equation

for absolute error (Δx): (Δx) = xi - x, where: xi is the measured value and x

is the true value.

Mean Absolute Error is the mean of all absolute errors. The equation is:
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Where n = the number of errors, Σ = summation symbol (which means “add

them all up”),

|xi – x| = the absolute errors.

3. The "standardised version of MSE" is R-Squared. Instead of MSE to

get the error, R- Squared shows the percentage of variance of the actual

value of the response obtained by the regression model. For assessing the

effectiveness of regression models, R-Squared or rather adjusted R-Squared

is advised. This is mostly due to the fact that R-Squared captures the

percentage of variation of real values captured by the regression model and

has a tendency to provide a more accurate representation of the regression

model's accuracy. Whether or not the response variable's values are scaled

also affects the MSE values. The RMSE, which accounts for the issue of

whether the values of the response variable are scaled or not, is a superior

metric than the mean squared error (MSE).

4. The difference between a model's predictions and the actual data is

quantified using explained variance. It can be said that it is the portion of

the model's total variation that can be accounted for by genuine

components rather than error variance. A stronger strength of correlation is

indicated by higher explained variance percentages. It also implies that

your predictions are more accurate.

Table 2: Regression metrics value for different regression
algorithms

Regressi
on
Algorithm

Root
Mean
Squared
Error

Mea
n
Absol
ute
Error

R2

(training)
R2 (test) Explaine

d Variance

Linear
Regressio
n

32.041095 25.59178
0

0.580 0.405495 0.665297

https://www.statisticshowto.com/what-is-sigma-summation-notation/
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Lasso
Regressio
n

31.966099 25.55180
8

0.579 0.408 0.668206

Ridge
Regressio
n

31.965740 25.54462
0

0.580 0.408289 0.667607

Polynomi
al
Regression

29.677417 22.37734
4

0.626 0.489974 0.645374

Decision
Tree
Regression

32.095349 24.31906
8

0.625 0.403480 0.632767

Decision
Tree with
selected
features

34.212392 25.86611
7

0.580 0.322191 0.593892

Random
Forest
Regression

28.634253 23.16713
0

0.594 0.525198 0.767320
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Graph 5 and 6: Coefficients and Residuals for linear regression
model

Graph 7 and 8: Coefficients and Residuals for lasso regression
model
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Graph 9 and 10: Coefficients and Residuals for ridge regression
model
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Graph 11 and 12: Coefficients and Residuals for decision tree
regression model

Graph 13: Polynomial Regression residuals Polynomial

Regression has scored better than linear models
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Graph 14 and 15: Coefficients and Residuals for random forest
regressor

It was observed that the regression residuals were not randomly distributed

around the mean of the residuals. We could have improved this by fixing

the data (e.g. fixing or removing outliers, resampling) or tuning the model

parameters. Our study during the data exploration phase showed that linear

models, such as Linear, Ridge and Lasso regression were outperformed by

non-linear regression models, such as Random Forest and Polynomial

Regression. The model predicts TTF within an average error range of 28.63

cycles, clearly outperforming other models with root mean squared error of

RF regressor being 28.63 cycles.
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The manual hyper-parameter adjustment for the RF Regressor, Ridge and

lasso models might have been processed more effectively with Grid Search

or Random Search with Cross Validation.

4.2 Classification Analysis

In model names: B stands for applying the model on the original set of

features, before feature extraction and A stands for applying the model on

the original + extracted features set, After feature extraction

Classification Metrics

The percentage of precisely identified data points out of all the instances is

called accuracy.

If the dataset is unbalanced, accuracy might not be an acceptable metric

(both negative and positive classes have different number of data

instances).

Precision is formulated as :

The definition of TPR, also called sensitivity or recall, is:

The ideal TPR and precision of a competent classifier are 1, which
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indicates that FN and FP are nil. Therefore, we must use statistics that

consider both precision and recall. Definition of the F1 score, a statistic that

considers both precision and recall:

The harmonic mean of precision and sensitivity is referred to as the F1

score and is a better measure than precision. F1 scores are high only when

the values for both precision and TPR are high.

AUC-ROC curves are used to evaluate the performance of multiclass

classification problems. It is an essential criterion for evaluating the potency

of classification models.

The area under the Curve stands for the degree of separability and the

Receiver Operating Characteristic is the probability curve. This shows how

carefully our model can distinguish classes. The higher the AUC, the more

accurately the model classifies. Similarly, the higher the area under the

curve, the better the model differentiation.

Table 3: Classification metrics value for different algorithms

Classifi
cation
Model

Accurac
y

Precision Recall F1 Score AUC-R
OC

Logisti
c
Regressi
on B

0.88000
0

0.933333 0.560000 0.700000 0.98026
7

Logisti
c
Regressi
on A

0.92000
0

1.000000 0.680000 0.809521 0.98186
7
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Decision
Tree B

0.88000
0

0.933333 0.560000 0.700000 0.94506
7

Decision
Tree A

0.92000
0

0.947368 0.720000 0.818182 0.96293
3

Random
Forest B

0.91000
0

0.944444 0.680000 0.790698 0.98026
7

Random
Forest A

0.91000
0

0.944444 0.680000 0.790698 0.98240
0

SVC B 0.91000
0

0.944444 0.680000 0.790698 0.89173
3

SVC A 0.92000
0

0.947368 0.720000 0.818182 0.93013
3

SVC Linear
B

0.85000
0

1.000000 0.400000 0.571429 0.97173
3

SVC Linear
A

0.67000
0

0.431034 1.000000 0.602410 0.97973
3

KNN B 0.91000
0

0.944444 0.680000 0.790698 0.93520
0

KNN A 0.92000
0

0.947368 0.720000 0.818182 0.96346
7

Gaussian NB
B

0.94000
0

0.827586 0.960000 0.888889 0.98773
3

Gaussian NB
A

0.94000
0

0.827586 0.960000 0.888889 0.98053
3

Random Forests and Naive Bayes scored the highest AUC ROC. We

also found that feature extraction improved performance metrics for

most models.
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Graph 16: AUC-ROC and Precision-Recall curve for different classification

algorithms

Binary classification summary:

● With the addition of new features, it was observed that most binary

classifiers showed better performance metrics.

● Random Forest and Naive Bayes performed similar pre-feature

engineering and post- feature engineering.

● Naive Bayes and Linear SVC performed better on Recall

(Sensitivity) than other classifiers, while the other algorithms performed

better on Precision.

● Linear SVC has completely distinct evaluation indexes pre-FE and

post-FE, and switches between Recall and Precision.

● SVC (RBF) has the least AUROC, but the highest precision

sensitivity curve operating at a threshold of 0.17, giving nil precision and

recall for the engine.

● Associate TPR, FPR, and Engine charts with (True positive,

False positive, True negative, and False negative) cost matrices to

compute the anticipated value at various operational thresholds to

optimize strategic decision-making need to do it.
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Fig 6: Metric comparison of different classification algorithms

The Random Forests classifier came in second, with the Neural Net

Multi-layer Perceptron classifier easily outperforming rival models across all

measures.

Graph 16: Micro AUROC curves & micro precision-sensitivity
curves

Neural Network MLP is the top model in both the AUROC and

Precision-sensitivity curves, according to the graph.
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Chapter 5: CONCLUSION AND LIMITATIONS

Three key questions in predictive maintenance were addressed by the

project: When will an engine fail? Which engines will malfunction during

this time? How could maintenance be planned more effectively?

The project was able to offer some solutions to the issue by applying

machine learning regression, binary classification, and multiclass

classification algorithms to historical data of engine sensors. Our study

during the data exploration phase showed that linear models, such as

Linear, Ridge and Lasso regression were outperformed by non-linear

regression models, such as Random Forest and Polynomial Regression. The

model predicts TTF within an average error range of 28.63 cycles, clearly

outperforming other models with root mean squared error of RF regressor

being 28.63 cycles. In classification analysis, the Random Forests classifier

came in second, with the Neural Net Multi-layer Perceptron classifier easily

outperforming rival models across all measures.

Regression performance needs to be improved because it is essential to all

types of modelling used in this project. This may be done by adjusting

model parameters, attempting different models, or fixing data (outliers,

resampling, etc.). To improve model efficiency and speed, features

selection and dimensionality reduction approaches should also be used.

Significant computation and time were required for neural nets and SVMs

with RBF kernels.
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