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Note: (a)All questions are compulsory.
(b)Marks are indicated against each question in square brackets.

(¢c) The candidate is allowed to make Suitable numeric assumptions whezfeVer régwred for

solving problems

Q1. Consider the following probabilities and enc
COl with the help of the most suitable approa hi
sequence that the encoder will transmi '
P(a1)=0.8; P(a;)=0.02; P(a;)=0.18.

the sequence 1321 7
d out the encoding

Q2. A source emits letters fro -ai;et A = {ay, &, a3, a4, a5} with 6
COIl probabilities:

P (al) —'0 15 P (3,2 P (33) = 026, P (34) =0.05P (as) =

¢) Find the# average length of the code in (b) and its redundancy

Q4 Encodé the fgﬂlowmg sequence with LZ78 and show the 6
CO2 dictionars.representation of all the entries: index Entry
‘fjltatatatbabratbatbabra, 3 Z
3 t
-Discuss the followings: 3%2

+a) Generation of a Binary code for arithmetic coding for the given
probabilities: P(a;)=0.5; P(a;)=0.25; P(a;)= P(a3)==0.125.

b) Differentiate the static and dynamic dictionary techniques with
examples.
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