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COURSE CODE / (CREDITS): 19B1WCI738 / (3) MAX. MARKS: 25
COURSE NAME: Introduction to Deep Learning '
COURSE INSTRUCTORS: HRI, KLK, VKS MAX. TIME: 1 Hour 30 Minutes

Note: (@)All questions are compulsory.

(b)Marks are indicated against each question in square brackets.
(¢c) The candidate is allowed to make Suitable numeric assumptions wherever requzred fé afvmg
problems

Q1. Describe the following about a ReL.U function.

Q2. Derive expression for the wexght update rule for bmary classification via ngls 1CTegres51on implanted
through perceptron. Given n pairs of (X;, y;), where X; is a d- d1mensmnal featufe veétor and y; is binary target
variable with values -+1 and -1. . P (CO1) [03 Marks]

Q3. Show with a mathematical explanation as how the actwatlo
slow convergence,

ich are not mean centric have
(CO2) [03 Marks]

Q4. Describe with a mathematical explanation the Adadelt{: Gradi (CO2) [03 Marks]

size 224 x 224 and convolved with a kernel of size
re map of dimension 222 x 222. Find out the values of
(CO3) {03 Marks]

Q5(a). An input image has been converted into a
FxF with a stride of S and padding of P to produc
filter size, stride rate and padding?

Wg),lume of size 32 x 32 x 3, ten 5x5 kernels/filters with a stride of 1
rameters in this layer? (CO3) |03 Marks]

Q5(b). Suppose in a layer you have afi
and padding of 2. Find out the number

Q6 (a) Is CNN better thg.;lfANN f.terms of weight sharing and sparsity. The sparsity means each output in a
layer comes from a sma}i I of 1nputs'7 (CO3) [03 Marks]

Q6(b). A convol /,con ,pe;a’tlon is performed over an input gray scale image of size 3 x 3 (represented as matrix

X) with a ﬁ/], T of sizg 2%2 representing its weight matrix w1 and bias bl that results in the next layer feature
map z;. Th ﬁer the Rel.U, Maxpooling and flatten the 1-Dimensional flatten vector is fed to a single
percep st'the sigmoid activation function is applied to make a binary classification and the loss (L) is

computed'ag the binary cross entropy.
Assume thgt durmg the back propagation the derivative of loss with respect to 2, is known or already computed
and is as follows.

gL oL
oL |9z, 0z
dz; | 9L 4L
221 072
Write a mini-batch back propagation gradient descent solution to update the wl and b trainable parameters in
the above CNN architecture, (CO3) [04 Marks]
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