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Note: (@)All questions are compulsory.
(b)Marks are indicated against each question in square brackets.
(c) The candidate is allowed to make Suitable numeric assumptions wheréve

solving problems

Q1. In the following linear regression model CO1) [2x2 = 04 Marks]

y=p+p

(a) Compute the standard error associated wi
(b) Compute 95% confidence intervals for'f

Q2. Attempt any one from the followin"g (CO1) [03 Marks]

How do the t-test and p-value help

 describing the significance of a coefficient associated with
a predictor?

OR

Among R2 statistic ai :
accuracy evaluation.metric and why?

Q3. The fgllOWngz th::models were developed for spam email detection- Model-1 and Model-2.
lel is better and why? (CO2) [04 Marks]

Actual Spam Email | Actual Spam Email { Total
, (Yes) (No)
Predicted Spam Email | 200 300 500
(Yes) .
Predicted Spam Email | 200 300 500
(No)
Total 400 600 1000
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Actual Spam Email | Actual Spam Email | Total
(Yes) (No)
Predicted Spam Email | 250 200 450
(Yes)
Predicted Spam Email | 150 400 550
(No)
Total 400 600 1000

AR

w

Q4. How does bootstrap approach allow us to emulate the process of obtaining ne&{gsamgL@ sets?
Describe the formula to compute the standard error of these bootstrap estimates: %

(o2 e4 Marjs]
Q5. Write the best subset selection algorithm that involves identifying. @ bset of the P
predictors that is believed to be related to the response. % £ (COZ) [04 Marks}
Q6. Describe Ridge Regression with the mathematical explan rg‘Draw b1as variance and

MSE-test w.r.t. the hyperparameter A used in the shrinkaggE " d“Rldge Regression with
appropriate explanation. :

(CO2) [04 Marks]
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