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Note: (a) All questions are compulsory.
(b)Marks are indicated against each question in square brackets. %

(c)The candidate is allowed to make suitable numeric assumptions wherever. reg}yf{%dfor solving
problems : L
Ql. (a) How a utility-based agent differs from a goal-based agent? [2+3]
(b) Define Tic-Tac-Toe problem and its state represent Tt [CO1]
Q2. Consider the following dataset of species having 4s color, legs, height and [10]
smelly. & [CO2]
S.No. | Color | Legs | Height | Smelly | Species
1 White 3 Short Yes M
2 Green 2 Tall No M
3 Green 3 Short Yes M
4 White 3 Short Yes M
5 Green 2 Short No H
6 White 2 Tall No H
7 | White | 2 Tall No H
8 White 2 Short Yes H

. Usg: Naive Bayes algorithm and show all the precomputations to identify the
$pecies with the following attributes.
X={Color=Green, Legs=2, Height=Tall, Smelly=No}

Q3. (a) What are the different attribute selection measures for constructing a decision [4+4]
tree? [CO3)
(b) Suppose you are using the Decision Tree Learning algorithm to learn a 2-class
classification variable, C, and you must decide which attribute to assign to a
node in the tree. At this node there are 100 examples; 30 are positive and 70 are
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Q4.

Q5.

negative. If attribute A is selected, its first child will get 18 positive and 22
negative examples, and its second child will get 12 positive and 48 negative
examples.

Use log 0.1 = -3.32, log 0.2 = -2.32,l0g 0.3 = -1.74, log 0.33 = -1.59, log 0.4 = -1.32, log
0.45 = -1.15, log 0.5 = -1.0,log 0.55 = -0.86, log0.6 = -0.74, log 0.67 = -0.58, log 0.7 = -
0.51, and log 0.8 = -0.32,log 0.9 = -0.15, and log 1 = 0, where all logs are to base 2.

(i) What is the entropy of C, i.e., H(C), at the node?
(i1) What is the conditional entropy of choosing atiribute A at the node?
compute H(C | A).

What is Overfitting? What are the techniques used to avoid overfitting?

(a) Consider the following scenario:
In a Covid test of 1000 patients, there were 45 positive tests, of which 30
patients had covid and 15 were falsely tested positive, Ofthe 955 negative tests
there were 5 that were incorrect, these patiepfs covid but were tested
negatively.
Draw the confusion matrix and calculate
score from the matrix.
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