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Note: (a)All questions are compulsory. ' P, % ?”"

(b)Marks are indicated against each question in square brackets.

solving problems

Q1. Encode and decode the following given sequencg w1th‘* | Index | Entry
CO3 LZW and show the dictionary representation for%‘-iz. the | 1 $ 7
following entries: 4 12 A
wabbad wabbad wabbad wabbad wooci)woocbw 0 3 B
4 0
5 W
Q2. How we can generate binary tags: abovementioned probab111ty 7

CO3  Encode and decode of the follg

What are the Prefix ceglg a ,' “assign code words to the followmg alphabet
Q3. using Huffman %gghng ‘4nd compare its performance with entropy. Also 7
CO3 - show that the mlnjmum variance Huffman codes are better than other
codes. A /{ai a2; a3 a4, a5);

0.2; P(a2)=04; P(ad)=P(as)=01;

’ .th% siéniﬁcance of quantization in the lossy compression and how
1stort10n is computed through mean squared error. Also spec1fy the 7

Q4. .
CO4

Q5. " “Suppose vector quantization error is high then how to minimize the error of
cos the tollowing data through the LBG algorithm step by step.

|

Height | 44159 162 |65 |72 |72
Weight |41 | 119|114 | 120 | 180 | 175
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