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Note: (@)A1l questions are compulsory.

(b)Marks are indicated against each question in Square brackets,

(¢) The candidate is allowed to make Suitable numeric assumptions wheret@'

|
solving problems | {M@i"%f %’%
Q1. Prove that a multi-layer network that uses only the identity activation ﬁiﬁg;:i _' n in all its layers reduces

to a single-layer network performing linear regression, %%? ¢ [CO2[03 Marks]
f%%% B

Q2. Write advantages of momentum based gradient descent E@ ain’ %%thematically as how is
momentum based gradient descent better than the normal+ _dif?h% cent? [CO2][04 Marks]
y B

Q3. Describe the convolution operation, In an inpu@;%%&g%ize Lq x Bq, if the convolution is applied
with a filter of size F. q x Fq then what is the spggﬁi;xd&g’ 10n of the obtained image for the following,

(2) half-padding, g B,

(b) valid-padding, e

() full-padding. ’

e
%

& ¢ [CO3][04 Marks]
Q4. Describe the different variatioff”ﬁiébf ;}current networks with missing inputs and outputs and the
applications where these a:e{—fﬁ&;g? e [CO4][03 Marks)
# 7% ,
Q5. (a) Describe thezgmf%ﬁitgcét{’lré%gf LSTM with a neat and clean diagram. [CO4]j02 Marks]
(b ) Discuss the s}énfﬁéﬁm?bf all the gates used along with mathematica] equations. [CO4][02 Marks]
(¢) Does theﬁ'%‘ﬁf s0]vé the issue of poor long-term memory in RNNs? [CO4)02 Marks)

q”u .3:2‘

[CO5][04 Marks]

Q8. How do the contarctive autoencoders apply regularisation and bring generalization?
[CO5][03 Marks]

true data distribution, ' [CO5][05 Marks]
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