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ABSTRACT 

 

In order to address the demands of contemporary technologies like the Internet of Things 

(IoT), Artificial Intelligence (AI), 5G, and more similar elements, Fog computing is working 

as an extended platform of cloud computing. The advancement of numerous application 

scenarios, including healthcare, smart cities, transportation, entertainment, and agriculture, 

which have a substantial impact on people's daily lives, is being facilitated by the IoT 

paradigm. These apps must have the processing and storage power to handle the massive 

volume of data prepared by IoT devices. IoT devices cannot effectively process and store 

significant amounts of data due to their inherent resource limitations. Therefore, IoT devices 

need substitute resources to ensure the efficient execution of their diverse applications, some 

of which may be computation-intensive or latency-sensitive. One of the potential resource 

suppliers for IoT devices is the cloud. Although it impacts the amount of time IoT devices are 

actively using energy. Subsequently, the usage of smart apps that respond instantly has 

increased significantly along with the use of IoT-enabled devices. Numerous problems are 

imposed by this increasing demand, including scheduling, pricing, server overload, etc. Fog 

servers, in contrast to Cloud servers, have resource restrictions that restrict them from 

running all IoT application types, notably those that require a lot of computing.  

Fog servers, in contrast to Cloud servers, have resource restrictions that restrict them from 

running all IoT application types, notably those that require a lot of computing. Therefore, by 

storing the data on local Fog Nodes (FN), rather than adding to the load on the cloud, Fog 

Computing expands its services to include cloud computing. The two most pressing problems 

that Fog Computing has are Resource Allocation and Resource Management. The Fog 

computing paradigm as a result is very dynamic, distributed, and heterogeneous. Thus, it is 

challenging to fully realize the potential of this computing paradigm for various IoT-driven 

application scenarios without efficient scheduling approaches for the administration of IoT 

applications. As a result, it can minimize network congestion and speed up the delivery of 

application services. The major processing is done by Fog nodes which are heterogeneous 

and dispersed in nature. Whereas, some significant nodes have resource and spatial sharing 

limitations. Therefore, for various smart apps use cases it might be complicated to leverage 

its benefits without effective administration. The administration of computing resources 

includes the management of applications. By locating appropriate placement alternatives for 

the applications within the computer infrastructure, it may be made sure. The problems with 
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resource management are caused by resource heterogeneity and resource depletion. These 

problems have been thought to be significant concerns in the Fog environment. It appears that 

creating such resource management strategies in the Fog is quite challenging. In this kind of 

issue, multi-criteria decision-making (MCDM) strategies are very beneficial. Additionally, 

problems with resource management fall under MCDM challenges. One of the well-known 

MCDM methods that has been taken into account for selection and ranking is the Analytical 

Hierarchical Process (AHP). Selected Quality of Experience (QoE) criteria have been used to 

evaluate this resource management strategy. The suggested method helps in monitoring the 

Fog resources about their value and ranking.  

Moreover, the matter of efficient resource allocation in the Fog layer is imposed by an 

increasing number of smart apps that are aware of the delay. For resource allocation and 

ranking, we have implemented an efficient MCDM-based solution in this study. The 

suggested algorithms incorporate the TOPSIS and AHP technique improved versions. This 

framework takes into account QoE parameters, such as network bandwidth, no. of cores, and 

average latency. The advised framework surpassedthe performance of the other existing 

methods when compared with different performance metrics. For the distribution of smart 

applications, a cost-effective scheduling strategy has been developed to address these issues. 

The purpose of this study is to maximize user benefits fromFog the environment while 

lowering thecost of smartapplications. The suggested framework was assessed using a test 

bed which consists of three analysis phases, and it is compared using five metrics: average 

allocation time, average Fog Environment profit, averagecost of5smart apps,resource 

utilization, andnumber ofapplications running within a certain3latency. Performance analysis 

shows that the used technique is performing better in all the criteria. 
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