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Note: (@)All questions are compulisory, (b) Marks are indicated against each g
bmckets (c)The candzdate is allowed to make Smtable numeric as.sumptlons

Q1. (a) Consider the following ANN mode! with back propagation algorit
&

QE ‘one iteration? Use Error

0.9. Weight and bias are given in the table. Find the updated weights %&@ms

function (Err = O(1-O)(T-O), where O is the output of the neurn [iis the target output) and an

activation function is sigmoid. % ' [7] (CO5)

ght/ values Weight/ | Values
bias
1 Wiy -0.5
1 Wiy -0.3
0.2 Wsg 0.2
-0.3 a1 -0.4
0.4 0 0.2
0.1 a3 0.1
rawbacks of K-Means clustering algorithm? 2] (CO5)

Q2. (a)s dentﬂ:y thg class of mstance (20, 35) using K-NN algorithm, where K = 5, using tollowing datasei

insts n‘f/éthod should be applied to improve the accuracy of KNN? [4+1] (CO4)

A B Class Label

40 20 Red

50 50 Blug

60 90 Blue

10 25 Red

70 70 Blue

60 10 Red

25 80 Blue




(b) Compare the cross-fold validation with boot-strapping? [31(COL)

Q3. (a) Consider the problem of predicting whether the university will be closed on a particular day, using
following dataset. What would be the effect on the selecting the weekend attribute for the decision tree?

(Use Information gain ratio method) {6(CO2)

Snowstorm Weckend Official University
Holiday closed

yes No No Yes
Yes Yes No Yes
No Yes No Yes
No No Yes Yes

No No No No
Yes No Yes Yes .
No Yes Yes Yes &
yes yes Yes Yes ¥

o

(b) Justify the requirement of logistic regression, if there is already a binag 1 ication technique? [2]C0O3

&gﬁi; .

-
Q4. (a) Write the equation for the quadratic contained optimiz %él }%%blem related to SVM classifier.
(Clearly state the each variable of the equations) %ﬁ% B, ;_\\ [2-+2](CO4)
1) Hard-Margin SYM \%}
2) Soft-Margin SVM et

(b) Refemng the Genetlc algonthms Co _‘s1der"‘¥he initial populatlon contammg four hypothesm CR=

‘ﬂ% f)alrs CRy— CR,, CRy; CR, using single point crossover with mask

3) Perform crfge@er ﬁ?‘

11100. i

4) Perform the mi i@tlog Bn new population generated in the step3 above.
'
&




