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ABSTRACT 

WSNs are extensively used for monitoring healthcare, environment, and other objectives. 

Autonomous sensor nodes in a WSN-based medical system employ wireless communication to 

communicate. These nodes gather physical data from the area of interest, such as motion, 

temperature, and pressure, among other available input parameters. Medical data is considered 

sensitive and secret since it contains personal information about the patient. As a result, data 

security and privacy are critical challenges for medical applications. Privacy protection is a 

significant concern when using IoT-enabled event-driven wireless sensor networks for 

monitoring applications. In our thesis, we have presented a methodology for preserving privacy 

in IoT-enabled WSNs-based medical applications. The proposed study establishes a foundation 

for a privacy-protection strategy. Device authentication for physicians and patients remains a 

key concern in medical IoT networks. We designed an authenticating session key mechanism 

for smart IoT healthcare networks to improve security. Our proposed scheme uses multi-factor 

authentication that protects the doctors’ and patients’ data and provides an authentication 

mechanism. 

Privacy is a major problem in IoT-enabled incident wireless sensor networks for monitoring 

applications. The thesis investigates a practical framework for protecting source private 

information in incident wireless sensing networks. The thesis suggests a grid-based deployment 

security research that provides three event detection strategies: Source Location Privacy for 

Event Detection (SLP ED), Chessboard Alteration Pattern (SLP ED CBA), and Grid-based 

Source Location Privacy (GB SLP). The suggested approach for preserving source location 

privacy in incident wireless sensor networks is discussed in the thesis. In environmental 

monitoring, a source node detects two categories of events. These occurrences might be crucial 

or insignificant. When an event is detected, the collected data is transferred towards the sink 

node. For nominal occurrences, the algorithm chooses a low-energy consumption strategy. For 

key events, the algorithm selects high-energy consumption pathways. The proposed work 

creates a technique for protecting privacy when monitoring applications in WSN. 

Medical cyber-physical systems involve the healthcare critical integration of a network of 

medical devices. Machine Learning (ML) based applications can provide valuable information 

to all stakeholders in the healthcare system. The data can facilitate patient care and diagnose 

diseases at an initial stage. The early detection of the disease leads to better medication. For 
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example, it would be helpful if a doctor knows a patient's risk for a particular disease based on 

lab test results and family history. The machine learning algorithms for healthcare applications 

are privacy-sensitive and require large quantities of training data. The challenges for data 

privacy in healthcare applications are associated with machine learning algorithms. The thesis 

presents various Machine Learning Classification Techniques for a healthcare dataset. We 

compare six machine learning classification algorithms and observe that Support Vector 

Machine (SVM) performs better than other available techniques. Further, we give privacy 

preservation techniques for the healthcare dataset. The original dataset is preserved by applying 

privacy-preservation techniques to the data. We observe that employing a single privacy-

preserving technique could not provide optimal results.  

The thesis's proposed work provides a privacy preservation framework for healthcare 

applications and privacy preservation techniques for monitoring applications. In addition, 

the thesis proposes privacy preservation in machine-learning healthcare applications, which 

may be exploited in other application areas. 

Keywords: Wireless Sensor Networks (WSNs), Internet of Things (IoT), Machine 

Learning, Security, Privacy, Environmental Monitoring, Healthcare. 
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CHAPTER 1 

 
INTRODUCTION 

 
 
1.1 WSN-BASED HEALTHCARE SYSTEM  
WSNs are commonly used for healthcare monitoring, environmental monitoring, and other 

purposes. Autonomous sensor nodes use wireless communication in a WSN-based healthcare 

system to communicate with one another. These nodes collect physical data from the region of 

interest, including motion, temperature, pressure, etc. The medical system helps keep track of 

each patient's condition and monitors their disease. The healthcare monitoring system, as a 

result, offers home assistance and support for patients who are elderly or have special needs 

[1]. Information about the patient should never be made public since it might be used 

inappropriately, or privacy concerns might prevent people from fully utilizing technology. A 

new discipline called wireless body area networks has emerged to deal with the expanding use 

of sensor technology [2], as shown in Figure 1.1. The information gathered from a person's 

body can be processed over a communication network and delivered to a medical facility using 

a wireless body area network so that personnel in the medical division can remotely monitor 

the patients.  

 

 
Figure 1.1: WSN environment  
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Figure 1.2: Design issues of WSN 

 

Military purposes, monitoring of geographical areas, environmental monitoring, earth sensing, 

industrial monitoring, monitoring of health care, etc., are some of the uses for wireless sensor 

networks. Today, several applications, including those for monitoring blood pressure and heart 

rate, are widely used across the globe by different patients, doctors and caregivers [2]. The 

input gathered from these sensors is subsequently processed in the processing unit, where the 

system analyses the parameters [3]. The base station receives the processed data across the 

internet from the system's many stakeholders. Specialists from the health department remotely 

monitor the patient using information acquired from the base station. At the time of data sharing 

or data transmission, an attacker may use a strong receiver to intercept the data gathered by the 

medical sensors.  There might be consequences if the collected data is published on additional 

social networking websites.  To preserve these, the authors look into a privacy-preservation 

method that protects patient data from insider attacks [4, 5]. Wireless communication allows 

easy eavesdropping; hackers can quickly introduce and send harmful messages into networks. 

Figure 1.2 presents the design issue of the sensor network.  Privacy is the capacity to keep 

oneself or information about oneself private, allowing one to express oneself only in certain 

circumstances [6]. 

 

Wireless Sensor 
Network  

Data 
Aggregation 

Tracking 

Topology 

Routing  
Protocols 

Coverage 
and 

Connectivity  
Security  Privacy  



 
 

3 

Figure 1.3: Basic framework BSN  
 

Figure 1.3 illustrates the basic framework of the Body Sensor Network (BSN) and its 

environment. Heartbeats, blood pressure, temperate, and brain impulses are just a few examples 

of the features of a person or patient that are regularly seen in a sensing area. The base station 

with the connected network receives the data that was collected. The data is subsequently 

processed in the processing unit, where the system analyses the parameters [3]. The system 

offers many stakeholders the ability to access the processed information with the help of the 

base station. Based on the data from the base station, the health department's personnel 

remotely monitor the patient [7]. This, in turn, requires high-end computing and storage 

facilities with low latency and better Quality of service for healthcare applications [4]. Medical 

data is confidential because it contains patient personal information. Therefore, data protection 

is an important issue for medical applications. The healthcare component (WBAN) of the 

Internet of Things is focused on improving people’s quality of life [5]. Several authentication 
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protocols have been developed for the Medical Internet of Things to ensure user privacy. These 

protocols do not protect against verification theft or table leak attacks nor provide secure 

mutual authentication, anonymity, or untraceability [8]. Wireless sensor networks (WSNs) are 

an important technological backbone of the Internet of Things, providing data sources for 

Internet of Things applications [9]. The WSN architecture has three participants: users, 

gateway, and sensor nodes. Authorised users can access the data, and the combination and 

analysis of this data help managers make the right decisions [10].  

 

1.1.1 NEED OF PRIVACY 

• Patient privacy protection in the healthcare industry [36]. 

• Respect for privacy is likewise required by ethical, moral, and scientific principles [21]. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1.4: Privacy in WSN 
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Figure 1.5: Security and Privacy Entities 

 
• A lot of organizations collaborate and exchange data. Data exchange between 

companies necessitates the protection of individual privacy [9]. 

• Location data should be protected as an individual right [6]. 

• Let's assume a hospital wishes to disclose certain patient information that is distinct to 

each individual.  

• Information continues to be valuable in real life. 

• An individual's identity cannot be established. 

• Whereas security is concerned with safeguarding data, privacy is concerned with 

preserving user identity [1]. 

Machine learning has become quite popular in extracting valuable data for commercial and 

scientific research applications in the healthcare industry. Since it contains the patient's 

personal information, healthcare data is sensitive. Privacy is, therefore, a major concern for 
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healthcare apps, as shown in Figures 1.4 and 1.5. Machine learning enables medical 

professionals to identify disease at its earliest stage and provide the appropriate therapy. The 

three primary subfields of machine learning are supervised, unsupervised, and reinforcement 

learning [11]. "Predictive learning" is a term used to describe supervised learning. Using data 

from comparable objects that correspond to the class of the unknown item, a machine may 

predict the class of the item. Descriptive learning is another name for unsupervised learning. 

By combining related things, a system may identify patterns in unlabeled objects [110]. In 

reinforcement learning, a computer learns to behave autonomously to accomplish objectives. 

Concerns around privacy in healthcare and other applications have grown over the last few 

years. On the other hand, the current e-healthcare systems lack user trust and privacy [12]. The 

privacy of patient data would be seriously threatened by sharing personal information related 

to the person. Additionally, the violations of patients’ privacy cause ethical, legal, economic, 

psychological and social issues [115].  

 

1.2 PRIVACY PRESERVATION IN MONITORING APPLICATION                                  
Privacy protection is a major challenge with IoT-enabled event-driven wireless sensor 

networks for monitoring applications. Content privacy and context privacy are the two main 

categories of privacy [12], as shown in Figure 1.4. Content privacy safeguards the data 

transferred between sensor nodes. Privacy covers message creation times, source and 

destination locations, and other context-sensitive data [12][13]. The monitoring involves IoT-

enabled event-driven wireless sensor networks for monitoring applications. These networks are 

tasked with safeguarding data transferred between sensor nodes, ensuring content privacy and 

protecting sensitive context-related information such as message creation times and 

source/destination locations. Monitoring is crucial for enhancing security and detecting 

unauthorised access attempts or breaches in real time, thereby improving the security of 

sensitive data and systems. The early detection of anomalies and continuous monitoring 

enables the early detection of irregularities in data transmission, which can reduce potential 

security threats and system malfunctions. For instance, in habitat monitoring applications, the 

nodes collect details of the endangered species and report them to the central controller, i.e., 

the base station. Preserving the privacy of these assets from attackers is imperative [16]. The 

privacy of the object(s), event(s), or asset(s) being monitored may be jeopardized due to the 

wireless nature of information communications to the Base Station (BS), also known as a sink 

[136]. An example of such an event is when an adversary (also called an attacker or hunter) 
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equipped with sophisticated technology can detect the message flows, trace back to the source 

originating the messages in the reverse path, and locate the events or objects being monitored. 

Habitat or asset monitoring is not just essential; it is urgent. It plays a pivotal role in preventing 

species' extinction and understanding their movement patterns, which can provide valuable 

insights into their behaviour and survival strategies.  

 

 
 

Figure 1.6:  Privacy Preservation using Routing 
 

Context-based privacy refers to sink or source node privacy in environmental monitoring 

applications. Safeguarding temporal and locational private information is the main goal of 

context-based privacy [121][147]. Without interpreting the message's information, the 

adversary might violate private information. The authors suggest phantom routing, which 

offers more secrecy from the source location than straightforward routing techniques [14][15], 

as shown in Figure 1.6. Figure 1.2 uses different paths for transferring gathered data to the base 

station. Figure 1.3 shows the deployment of WSN nodes in a two-dimensional plane utilising 

a checkerboard pattern of switching between the active and sleep regions, as shown in Figure 

1.7. 



 
 

8 

 
 

Figure 1.7: Chessboard deployment plane (400×400) 
 

1.3 PRIVACY PRESERVATION IN MACHINE LEARNING  

Machine learning has recently been widely used to extract useful information for healthcare 

applications for scientific research and business purposes. Healthcare data is sensitive as it 

contains the patient's personal information. Thus, privacy is a significant issue for healthcare 

applications [16]. Machine learning helps doctors notice disease at the initial stage of the 

disease, leading to necessary medication. Supervised, unsupervised, and reinforcement 

learning are the three main subfields of machine learning. Predictive learning is a term that 

refers to supervised learning [161]. Using data from similar items that correspond to the class 

of the unknown item, a machine can predict the class of the item. Descriptive learning is another 

name for unsupervised learning. By combining related objects, a system can identify patterns 

in unidentified objects. In reinforcement learning, a computer learns to act independently to 

accomplish objectives. 

People have recently become increasingly concerned about privacy issues in healthcare and 

other applications. Current e-healthcare systems, on the other hand, lack privacy and user trust 

[178]. Sharing a patient's information would bring a severe threat to data privacy. Further, 

breach of privacy leads to moral, legal, and social problems. Summarization, data separation, 
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and data obfuscation are popular privacy-preserving techniques. Data anonymization and 

encryption are imperative approaches to privacy preservation [17]. Suppression and 

generalization are two k-anonymity strategies. The provided data may become less helpful to 

receivers of excessive anonymization [16]. Secure multiparty computation is a mechanism to 

calculate a function without disclosing its private inputs [19], [20]. Health systems share the 

data horizontally or vertically partitioned [21]. 

 

1.4 PRIVACY PRESERVATION IN KNOWLEDGE GRAPH 
 

A knowledge graph (KG) is similar to a traditional graph regarding nodes and edges. However, 

KG includes semantics in addition to entities from the real world and relationships among 

nodes [24]. Some representational frameworks used in knowledge graphs are property graphs 

and Resource Description Frameworks (RDF). Neo4j uses a labelled property graph to 

represent a knowledge graph. An entity with zero or more characteristics is called a node in the 

knowledge graph [25]. A relationship between two nodes could have zero, one, or more 

characteristics. The RDF framework stores the triples as subject-predicate-object triples. For 

instance, the triple (abc, patient's name) is used. For healthcare applications, RDF supports both 

relational and hierarchical data models. To aid in making difficult healthcare decisions, a 

healthcare knowledge graph is a connected graph with an entity and relationships that have 

been semantically improved [159]. Doctors and nurses can also benefit from the knowledge 

graph-based Decision Support System (DSS) [26]. Healthcare is experiencing a significant 

workforce shortage compared to the population-to-worker ratio, especially in India. Medical 

or healthcare knowledge graphs are advantageous to the healthcare system.  

The medical knowledge graph's design involves techniques for protecting privacy. The authors 

discuss creating big data-based information systems for diabetes management [27]. The system 

gathers data from many sources, preprocesses it, and then saves it in a database. A knowledge 

graph can be added to the system to benefit all parties involved in the medical industry. 

 

1.5 PROBLEM STATEMENT 

1.5.1 PRIVACY PRESERVATION IN BSN  
 

Understanding an e-healthcare system's architecture is fundamental for comprehending the 

intricacies of its privacy features and functionalities.  



 
 

10 

E-healthcare systems, being IoT-enabled, need secure authentication and robust security 

measures to function effectively and protect patient data. This urgent need must be addressed, 

underlining the issue's importance. 

It encompasses a range of components and processes, each playing a crucial role in ensuring 

the security and confidentiality of sensitive medical data. Critical security issues such as access 

control, authentication, non-repudiation, and accountability demand meticulous attention to 

mitigate potential threats and address privacy concerns effectively [7]. Achieving end-to-end 

data protection necessitates the implementation of robust measures across the system. 

The Internet of Things (IoT) has transformed the healthcare landscape, enabling valuable data 

collection for medical research, patient care, and commercial purposes. However, this 

integration also brings significant challenges, particularly in safeguarding patients' confidential 

information. To address this, we propose the establishment of a robust mutual authentication 

and key agreement (MAKA) system tailored to the Internet of Medical Things (IoMT) [9]. This 

system, which works by [specific functionality of the MAKA system], is crucial for ensuring 

the integrity of user health information and enabling the seamless delivery of healthcare 

services while upholding stringent privacy standards. 

The privacy preservation comprehending the architecture of an e-healthcare system is pivotal 

for navigating the intricate interplay between privacy and functionality. By addressing security 

concerns and implementing robust authentication mechanisms, stakeholders play a crucial role 

in upholding the confidentiality of patient data and fostering trust in the digital healthcare 

ecosystem, empowering them with a sense of responsibility. 

 

1.5.2 PRIVACY PRESERVATION IN ENVIRONMENTAL 

MONITORING 
WSN sensor nodes are positioned in an open space for environmental monitoring. Active and 

passive adversaries may attack these. Active and passive enemies are the two different 

categories of adversaries. An engaged adversary can physically capture and hack the sensor 

nodes [22]. A passive attacker cannot harm sensor nodes by destroying them, infiltrating 

specific nodes, or just hearing the message [23]. The study contrasts relevant privacy protection 

research with passive adversary research. The authors investigate various methods for 

protecting the privacy of the source node. Methods like random walks, multipath routing, ring 

routing, and phantom routing have all been used in the literature. The authors offer 

recommendations for models in WSNs that pertain to privacy [22]. In their 2014 paper, [22] 
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describe how random behaviour in packet forwarding to the sink can preserve location privacy. 

Several researchers do not consider preserving event privacy near the BS [23]. 

 

1.5.3 PRIVACY PRESERVATION IN MACHINE LEARNING  
 

Recently, it has become more important to mine data sets dispersed across several parties 

without releasing further private information [1]. The authors cover the large data life cycle [2]. 

Data anonymization and encryption are essential techniques for protecting big data users' 

privacy [3], [4], [5]. Generalization and suppression are two k-anonymity techniques. By over-

anonymizing the data, recipients may find it less useful [2]. To compute a function without 

revealing its private inputs, use secure multiparty computation [5], [6], [7], [8]. 

Health systems may divide the data vertically or horizontally [9]. The author suggests a training 

scenario where learners get horizontally split records. The authors provide a training dataset 

that is vertically partitioned and distributes characteristics to learners [1], [9]. Powerful 

analytical tools are being used more often, and as a result, more data is being produced faster, 

raising concerns about data privacy. As a result, several privacy-preserving machine learning 

algorithms are created for use in healthcare applications. 

 

1.6 WSN-BASED HEALTHCARE SYSTEM  
Body sensor network systems can assist people by providing medical services, including 

clinical observation, memory enhancement, clinical information access, and communication 

with the medical services provider in an emergency by SMS or GPRS. Continuous health 

monitoring using wearable or clothing-installed transducers and implanted body sensor groups 

will increase recognition of emergencies in at-risk individuals. They will benefit the sufferer 

and their relatives [7]. Also, these frameworks offer helpful methods for remotely obtaining 

and monitoring physiological signals without interfering with the patient's daily activities, 

thereby improving life quality. 

It is crucial to continuously monitor the patient's physiological boundaries in an emergency 

clinic medical services observation framework. For instance, a pregnant woman's parameters, 

such as her blood pressure (BP), pulse, and foetal growth, are important for managing her 

medical condition [8]. 

A facilitator hub connected to an understanding body collects all of the signals from the remote 

sensors and transmits them to the base station, which is the suggested framework. The attached 
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sensors on the person's body structure are part of a remote body sensor network (WBSN) and 

can measure the pulse, circulatory strain, and other bodily functions. This system can recognize 

unusual situations, warn the patient, and email or text the doctor [20]. 

The proposed architecture also includes several distant transfer hubs responsible for sending 

and transferring the data supplied by the facilitator hub to the base station. This framework's 

main advantage over previous frameworks is that it uses less energy to prolong an organization's 

lifespan and accelerates and broadens correspondence inclusion to increase opportunities for 

improving patient happiness [19]. This framework was developed for emergency clinic medical 

services in multi-patient engineering. 

In recent years, we have seen the growth of remote sensor organization in medical services, 

driven by innovation advancements in clinical sensors and low-power organized frameworks. 

These WSNs represent a commitment to unquestionably enhancing and broadening the scope 

of care across a wide range of contexts and for distinct segments of the population [20]. 

For instance, early framework models have demonstrated the capacity of WSNs to enable early 

identification of clinical disintegration through continuous patient observation in emergency 

clinics, improve the capacity of specialists on call to provide crisis care in enormous disasters 

through programmed electronic emergencies, further develop the existing nature of the older 

through brilliant conditions and enable enormous scope field investigations of clinical 

disintegration [21]. 

Recent years have witnessed the expansion of wireless sensor networks (WSNs) in the medical 

field, fueled by technological advances in clinical sensors and low-power organized 

frameworks. These WSNs are dedicated to undeniably strengthening and widening the breadth 

of care across various situations and for certain demographic groups [22]. 

Early framework models, for instance, have shown that WSNs have the potential to enable 

early identification of clinical disintegration through continuous patient observation in 

emergency clinics, improve the ability of specialists on call to provide crisis care in enormous 

disasters through a programmed electronic emergency, further develop the existence nature of 

the elderly through brilliant conditions, and enable enormous-scope field investigation. 

 

1.6.1 PRIVACY PRESERVATION IN ENVIRONMENTAL 

MONITORING APPLICATION 
There is growing interest in ecological observation for various applications, with remarkable 

effects on regular asset executives and safeguarding the economy and people's lives and 
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wellness. Common uses include, for example, Earth perception, meteorology, routine asset 

watching, horticulture and monitoring of timberlands, contamination management, perception 

and anticipation of catastrophic events, and fundamental foundation observing [20]. While 

these structures serve a vital function in our society, their acceptance can also give rise to 

several security and protection problems, which could hinder the development of future 

ecological applications. In this section, we set out the essential security and protection 

concerns about ecological data and the underlying frameworks for natural observation [23]. 

Frameworks for ecological observation allow for the examination of real anomalies and the 

design of tools for anticipation and reaction to dangerous situations [116][111]. A particular 

number of sensors designed to measure various real amounts, at least one handling hub, and a 

correspondence organisation make up an observation framework in general. The analogue 

signals that the sensors produce are modified and transferred into the computerized 

environment. The digital signals are sent to the registration devices at that moment, combining 

the information they collected to determine the intentional oddity [25]. 

These frameworks are becoming increasingly important for tracking the state of the climate in 

our cutting-edge civilization. 

They have a crucial, indispensable role in identifying fresh ecological difficulties and providing 

assurances that can aid in concentrating on the ecological arrangements. These frameworks are 

also useful for understanding the relationships between the environment, conservative 

activities, daily life, and human health. For instance, climate change affects human wellness. 

It degrades the quality of water, land, developments, and forestry, while weather conditions 

influence agriculture's success and the forest industry's profitability [128]. So, there is much 

interest in monitoring the climate to relate prospective effects to observed idiosyncrasies and 

foresee fundamental but potentially dangerous events. For instance, we now understand a direct 

link between vascular diseases and a person's susceptibility to PM10 and PM2,5 [26]. 

 

1.6.2 PRIVACY PRESERVATION IN MACHINE LEARNING 
A method of preventing information leakage in AI computations is gradually increasing AI 

protection. PPML makes several protection-improving approaches possible, allowing various 

information sources to agreeably create ML models without disclosing their private 

information [15]. 

The benefits of AI applications come with a risk to information security. For instance, suppose 

we consider apps for medical services or interruption identification. Information leaks and 
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cyberattacks are becoming increasingly frequent and expensive to contain. Large collections 

of data stored for planning purposes are attractive to cybercriminals because they may extract 

information that can be used by different persons or other valuable data that can be sold [16]. 

In healthcare applications, protecting personally identifiable information (PII), or information 

that could be used to identify a person specifically, is paramount. Digital attacks put the end 

clients to whom the information refers, as well as the businesses collecting the information, at 

risk of legal, financial, and reputational repercussions [131][132]. Because additional semi-

identifiers may be used to identify a specific individual in the collection, it wouldn't be 

sufficient to merely remove PII from a dataset, such as names and addresses. In a study 

conducted by Latanya Sweeney, William Weld, the legislative leader of Massachusetts, was 

re-distinguished using anonymised health information data revealing just his date of arrival to 

the world, orientation, and postal division [3]. ML attempts to overcome these challenges by 

enhancing them with various information protection protecting approaches. 

The protection protecting ML strategy was developed in response to the current cloud-based 

AI scenario, various association resources, and information security. There won't be a single 

solution to handle this PPML technique for all application types [17]. Different applications 

demand various types of considerations for protection. Furthermore, we need to find a way to 

reconcile situational concerns with the need to promote strong, independent-stage ideologies. 

Although recent research on protection-safeguarding AI has exploded, there is still a gap 

between theories and their applicability to verifiable circumstances [112 - 115]. 

 

1.6.3 PRIVACY PRESERVATION IN KNOWLEDGE GRAPH 
Applications for the medical industry often use information diagrams to the benefit of all parties 

involved. For a specific case or to provide advice across many emergency clinics, the specialists 

potentially challenge the patients' historical context information diagram. Also, patients can 

query the information diagram using a Chabot framework or a clear-cut interface for the 

location of the closest expert with a high evaluation. The doctors might question the information 

diagram for a traditional drug family or the distinguishing salt of a particular prescription [20]. 

In medical services, the study suggests engineering for an information diagram. Protection is 

also a crucial requirement for a healthcare area. The report suggests ideas for protecting 

information diagrams used in applications for medical services [141-146]. 

Like a conventional chart, hubs and edges are addressed by an Information Diagram (KG). Yet, 

it differs from a traditional diagram in that it organises relationships, semantics, and elements 



 
 

15 

from the real world into a coherent whole [117-120]. The asset depiction structure (RDF) and 

the property diagram are examples of the portrayal plans in information diagrams. Diagram of 

Neo4j address information using a marked property diagram. A material with zero or more 

qualities is called a hub [21]. Similarly, a relationship between two hubs might have at least 

zero attributes. The number of triples stored in the RDF structure's subject-predicate-object 

structure has greatly increased. 

For instance, the triple (abc, name of, patient) is used. For applications in medical care, RDF 

supports a variety of tiered information models and social information models. A connected 

chart with content and connections improved with semantics to the point where mind-boggling 

medical service decisions are made persuasively is known as a medical services information 

diagram [122-127]. Also, the Choice Emotionally Supportive Network (DSS), which is based 

on information diagrams, supports workers in the medical field, including specialists and 

physicians. Around the world, including in India, the need for DSS was felt during the 

coronavirus in 2019 to 2021 [22]. In India, notably, there is a severe labour shortage in the 

medical services sector due to a disparity between the population and the number of medical 

services specialists. Clinical information diagrams or information charts for medical services 

support the framework for such services in this way. Clinical information diagrams or 

information charts for medical services support the framework for such services in this way. 

The categorization on the information diagram. An information diagram represents the 

categorization [129-130]. 

 

1.7 MOTIVATION AND CONTRIBUTION 

Nowadays, people are paying greater attention to the privacy issue in WSNs. In the healthcare 

industry, security and privacy problems are also significant. Privacy concerns regarding data 

gathered, sent, and analysed by WSNs, such as health and environmental monitoring. The topic 

of privacy in e-health is more complicated [15]. Health insurance and research, for example, 

frequently share the obtained data, privacy versus utilities [133-137]. Depending on the user's 

gender, nationality, and cultural background, different people have different perspectives, 

interests, and privacy needs. The research community has given the WSN much consideration 

for issues ranging from theoretical analysis to implementation. Additionally, as widespread 

(ubiquitous) computing spreads and gains acceptance, individual privacy is gradually eroding. 

Privacy concerns were raised in the early days of WSN as a secondary worry, but today, they 

are of more importance [138-140]. 
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The Internet is crucial in today's technological world. Internet users are multiplying quickly 

[163]. General activities over the Internet include selling and purchasing products, online 

shopping, playing online games, social networks, hotel reservations, and train and flight tickets. 

In the modern era, people pay more attention to privacy issues in IoT. All of the above 

motivated us to work in this field [23]. 

Many application domains make use of data collection and data mining techniques. The 

management and frequent publication of sensitive personal data in some fields (such as medical 

records in the healthcare industry) causes privacy concerns. Healthcare data is sensitive as it 

contains the patient's personal information. Privacy is, therefore, a major concern for healthcare 

apps [20, 21]. For better outcomes, the knowledge graph for healthcare can be constructed 

using unstructured, semi-structured, and structured datasets. Due to privacy concerns, Multiple 

parties' medical knowledge graphs are not shared with other organisations. The notion of 

privacy preservation knowledge graphs is helpful when using medical knowledge graphs from 

several sources [26]. 

 

The contribution of our work can be summarized as follows: 

For WSN-based healthcare applications, privacy preservation is accomplished by secret 

sharing and multipath routing. There are n components in the message. These components were 

then transmitted to servers via multipath routing [158] [160][162]. The maximum number of 

discontinuous routes between the source and destination nodes is computed to allow multipath 

routing. Also, each component's hash functions are calculated and provided to the server. The 

n servers are queried for the n components required to recreate the medical data [152] [157] 

[164].  

A privacy preservation plan is considered for important and nominal occurrences with different 

privacy requirements and energy consumption levels. The source location privacy for event 

detection (SLP ED) is established using the grid-based source location privacy (GB SLP) and 

a chessboard alteration pattern (SLP ED CBA) technique. A security study has been completed 

in the work [148-151]. 

 

For the healthcare dataset, we provide privacy preservation approaches. Support Vector 

Machine (SVM) outperforms other methods, according to our comparison of six machine 

learning classification algorithms. We offer privacy protection for learning multiple classifiers 

based on PCA and horizontal data [153-156]. 
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1.8 RESEARCH GAPS AND OBJECTIVES 

The Research Gaps identified are as follows:  

a) Privacy preservation framework for healthcare applications [2][8][31][43]. 

b) Current source location privacy preservation schemes require the same privacy level for all 

events. Schemes for handling heterogeneous monitoring environments (nominal event, critical 

event) [35][46][47] need to be developed. 

c) Privacy enhancing techniques during data sharing for machine learning applications 

[59][60][61]. 

 

The following objectives have been articulated, based on the above problem statement and 

accomplished in this research work. The first objective is to develop a privacy preservation 

framework for IoT-enabled WSNs-based healthcare applications. The thesis' second goal is to 

create source location privacy preservation in event-driven WSNs that are IoT-enabled. The 

third objective is to develop privacy preservation machine learning in healthcare applications. 

 

 

1.9  ORGANIZATION OF THE THESIS 

For organizational purposes, the thesis is divided into six segments. Chapter 1 introduces the 

topic. The issue statement, the reason for doing the job, and its goal are as follows. Chapter 1 

summarises the complete study project and its motivation and goal. Chapter 1 also includes 

the contribution to the work completed for the thesis. 

 

Chapter 2 presents the literature review on security and privacy protection and covers privacy 

protection in health care and monitoring in more detail. 

 

Chapter 3 suggests an architecture for healthcare apps that protects privacy. Secret splitting 

and multipath routing schemes ensure privacy. In addition, user authentication is proposed for 

healthcare applications. 

 

For IoT-enabled Event-Driven WSNs, source location privacy preservation is discussed in 

Chapter 4. For applications involving environmental monitoring, three strategies are suggested. 
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Chapter 5 presents privacy-preserving methods for medical datasets. Machine learning 

techniques are used for healthcare data sets, and privacy-preserving schemes are proposed. 

 

With a brief consideration of the potential continuation of our work in the future, Chapter 6 

wraps up the thesis. 
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CHAPTER 2 

 

LITERATURE SURVEY 

 
This chapter presents the related literature on privacy preservation, emphasising privacy 

preservation algorithms. The related work is divided into three categories for healthcare 

applications: existing secure and privacy frameworks, protection of source location privacy in 

IoT-enabled event-driven WSNs, and data privacy preservation schemes.   

 

2.1  SECURE AND PRIVACY FRAMEWORKS FOR HEALTHCARE 

APPLICATIONS 
The ideal aim of the medical/health care framework is to combine data with information and 

communication technology (ICT) to enhance the limitations of existing schemes. It considers 

distant patient evaluation and makes it feasible for patients to monitor their clinical records 

from remote locations [32]. Various surveys have been published in [28], [29], [30], [31], [32], 

[33], [34] and table 2.1 which highlighted the privacy issues for healthcare applications. E-

medical service is a new idea in medical care and clinical sciences of the 21st century. In a 

perfect world, e-medical services, while utilizing ICT, consider total patient confidentiality 

because patients have the power to permit/deny anybody having access to their records. E-

Medical services dream of a medical care enterprise that considers modern advances in 

innovation and social restrictions. However, because current studies exclusively concentrate 

on their specific fields, there is a huge void in e-Medical research. This brings in proposed 

arrangements that, while sufficient to address specific issues, ignored work by and large as a 

piece of the broader enterprise.  Recent advancements in communication technology have made 

e-Medical care an impending reality. Various issues still need to be handled [33], [34]. The 

preconditions of data security should be met in these frameworks, as they contain data of an 

incredibly confidential nature for patients. Security and monitoring measures should be 

installed in healthcare services to acquire patient trust. Using WSN for patient checking by 

making a body area network (BAN) is a moderately new phenomenon [33]. 
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Table 2.1: Comparison of existing privacy preservation schemes for healthcare applications 
 

 
 

Existing examinations have highlighted privacy-preserving prerequisites while exploring and 

investigating current research. However, there seems to be a gap, as sufficient studies assess 

research based on the security needs of e-Medical services. An architectural understanding of 

e-Medical services frameworks is fundamental to more readily figuring out the e-Medical 

services space and the security contemplations therein. There exist various functional e-

Medical care ventures. However, there is no single arrangement of principles or structural plan 

for e-Medical care frameworks. Significant contrasts exist in taking care of patient electronic 

health records (EHR) [35]. EHR shows restraint control in a few functional undertakings, while 

other enterprises have dedicated medical care screens to managing EHR [35]. E-Medical 

services frameworks should be safeguarded from threats at each point. BAN and its 

correspondence communication link to smart devices have alarming message climate and 

safety efforts that are novel to that specific segment of the e-medical care venture. Cell phones 

are liable for gathering sensor information, pre-handling it, and sending it to an e-Medical 
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services centre organization [36].  

These weaknesses are made worse because a patient uses a mobile device for personal usage 

and health data monitoring, making it a shared resource [37]. According to research, the 

number of smartphones and specialized applications is increasing and will soon play a crucial 

role in e-healthcare systems [38]. Prominent social media programs have also been introduced 

and used for e-healthcare social networking [39]. Communication links join all remote users to 

the core network and send all data from a mobile device to it. These weaknesses are intensified 

by a mobile device being a shared resource, and the patient is involved in their day-to-day 

activities in expansion to observe the monitoring data [40]. This is alongside the presentation 

and utilization of social media applications for e-medical care long-range informal 

communication [41]. These communication interfaces aggregate all the data from a cell phone 

to the server and interfaces generally remote clients to it. 

Recent studies on healthcare have disregarded various crucial security factors in favour of 

access control data. Recent research also exhibited the requirement for smart devices and PDA 

interfaces for patients predicting the planning and development phase [42]. Ongoing 

investigations have shown that the lack of standardized security strategies has caused 

disruptions in e-medical services ventures. A detailed and extended focus on hypothetical 

prerequisites and executions has caused unintentional loss of data availability, workflow 

interruptions, and operational feasibility [43].  

In [44], authors have examined various access control schemes to control and monitor users' 

access. In checking their advantages and disadvantages, no single method is sufficient for our 

ideal degree of access control. They have carried out a role identity-based access scheme. 

However, there are still some disadvantages that need to be addressed. 

The unpublished multipath aggregation approach is provided for wireless sensor networks [45]. 

The authors note that in wireless sensor networks, secret-sharing multipath aggregation offers 

great secrecy [45], [46]. Data manipulation and packet insertion could cause the information in 

the packet to change. The attacker may also introduce false messages. Moreover, the intruder 

may modify such signals and merge data from sensor nodes into an aggregate message. [47] 

investigates the use of Body Sensor Networks (BSN) to collect vital body metrics (blood 

pressure, electroencephalography, electromyography, and so on). With the aid of a linked 

network, the obtained data is transmitted to the server. The BSN server and BSN nodes are 

connected via a local processing unit that also serves as a router as part of the design. Also, the 

BSN server care's Local Processing Unit (LPU) identifies and records alterations in the body. 

The situation of wearable clinical sensor nodes is given [48]. 
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The authors [49] describe a new solution for message security in WSN that uses genetic-based 

biometric cryptography. The authors in [50] utilize the Share-mind system to do calculations 

on input data while maintaining the privacy of that data, providing a workable method to avoid 

an inside attack. The lightweight scheme protects patient data privacy and supports medical 

research. The authors suggest two private-preserving data aggregation strategies—CPDA and 

SMART—concentrating on additive data aggregation functions [51]. 

Some threats target transmitting physiological data online, including eavesdropping and data 

falsification [50, 54]. The authors have proposed two components to ensure data security and 

privacy. The proposed scheme generates a distraction matrix before the server session, 

followed by a procedure for transmitting encrypted data. This approach ensures that even if 

attackers can access the encrypted or scrambled data, they cannot decipher it into plaintext. 

In reference [48], the authors present an algorithm that guarantees data correctness and discuss 

two privacy protection strategies. The first method employs homomorphic encryption theory, 

while the second uses a Data Encryption Standard-based encryption algorithm (DES). Both 

techniques ensure data privacy and are difficult for attackers to detect. Based on current 

parameters, homomorphic encryption is utilized to compute patient-related parameters. These 

algorithms have the advantage of small-scale code, lightweight computation, and minimal 

computational requirements [61]. 

Protecting privacy assets from an attacker is vital because the attacker may be able to monitor 

the course of the message and possibly take complete control of or seize the method of the 

asset. Several routing strategies provide depressingly random paths between sink and origin 

sites [54]. Their method enables the system to achieve more anonymity for the source region 

without impacting the network's longevity. 

The developers of the alleged security [52] flaws have shown that they are not immune to 

assaults, including impersonation, sensor node theft, and leaked verification table information. 

They also demonstrate that it does not guarantee untraceability, safe mutual authentication, or 

anonymity. They suggest LAKS-NVT for the medical Internet of Things to address these 

security flaws, which does not call for a server verification table. In addition to invisibility, 

safe authentication mechanism, and unlikability, LAKS-NVT protects stolen sensor nodes, 

impersonation, and replay [53]. Moreover, LAKS-NVT is safe even if the server verification 

table is compromised since it does not save sensitive information and the user's authentication 

settings in the server's database [54]. The researchers conducted a rigorous security analysis of 

LAKS-NVT using a mathematical model called Real-or-random (ROR) to prove it can provide 

secure session key protection. They also used a widely accepted method called ‘Burrows-
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Abadi-Needham’ logic to accept LAKS-NVT, which can ensure secure message authentication 

[55][56]. They also conducted a thorough security evaluation of the planned system, LAKS-

NVT, using the popular generally-approved “Automated Validation of Internet Security 

Protocols and Applications (AVISPA)” software tool to demonstrate it is safe [99]. The 

researchers evaluated the effectiveness of their scheme by comparing it to other current state-

of-the-art schemes and analyzed its performance. They then used an NS2 simulator to conduct 

simulation tests and further evaluate their scheme [53]. 

Servers are typically viewed as reliable nodes. However, an attacker can access all the 

parameters in the server's database except for Kser, the server's master key. Additionally, an 

attacker can intercept, erase, substitute, inject, or replay information transmitted over public 

channels [55]. The researchers use a threat model known as the ‘Dolev-Yao (DY) Threat 

Model’, which assumes that the sensor node is untrustworthy. If an attacker gains control of 

the SN, they can use a power analysis attack to retrieve and access information stored in the 

server node. The attacker can then potentially use this information to launch other attacks [51]. 

The approach proposed by Xu et al. is divided into three stages: (a) Initialization Phase: During 

this phase, the system administrator configures the system by producing the server master key, 

Kser, and then saving it in the server memory [57]. The Sensor Node and Server Node verify 

each other and produce the current session key to obtain valuable medical services [58]. The 

proposed scheme's formal security is verified (LAKS-NVT). Using the "Automated Validation 

of Internet Security Protocols and Apps (AVISPA)" tool [59]. 

 

2.2  PRIVACY OF SOURCE LOCATION IN EVENT-DRIVEN WSNS 
The authors investigate the phantom routing method for maintaining source location anonymity 

[62]. The strategy is divided into two stages. The first step is a random walk of h hops from the 

source node to an intermediate node. In the second step, the intermediary node floods the packet 

to the target node [62]. 

The researchers developed phantom routing, a unique technique that protects the position of 

the source node in sensor networks without significantly increasing energy usage. The 

approach entails picking 2 phantom nodes and employing a methodology to identify neighbors.  

For every source node, two randomly picked nodes act as phantom nodes. These nodes and the 

sink are not located in a straight line, resulting in distinct paths for two data packets. This 

protocol can confuse an attacker attempting to locate the source node in sensor networks [62].  

Researchers investigate reference coordinates-based routing, which makes decisions and 
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forwards the packet to a sink. A node stores two unique groups of reference coordinates in its 

caches. To transmit a packet, the node selects one element from the candidate node set 

randomly and then chooses a coordinate from the pool at random. The node transmits a packet 

to its closest neighbor node. Path diversity is used in this strategy. Path diversity makes 

discovering an event-detecting node difficult for the attacker [27]. The authors advocate 

employing Phantom Routing based on the Annular Zone technique. The technique provides 

balanced energy usage and reasonable safety [62]. The entire network is separated into various 

levels with this technology depending on the distance of the nodes from the base station (NEAR 

and FAR layers). 

There are two situations in which the choice of phantom nodes can occur. The first situation 

occurs when the SINK node is far from the event-detecting node. A phantom node is chosen 

randomly from FAR levels. In this scenario, FAR layers are employed to find the phantom 

node. Upon selecting the phantom node, the message is routed via the network from the source 

node to the phantom node. The authors propose a routing strategy [63] that employs a phantom 

source and the idea of angle anonymity in a routing algorithm to safeguard the efficient source's 

location privacy. The authors recommended using random paths to preserve the position of a 

node that detects an event [64]. Additionally, the comparison of existing schemes based on 

source location privacy preservation is explained in Table 2.2. 

 

The suggested solution is divided into three sections. During the initial phase, each node 

divides its neighbors into three groups according to their distance from the access point: nearer 

set, equivalent set, and distant set. The node chooses a neighbor from the further or equivalent 

set at random and passes the packet to it for h1 hops, wherein h1 is a positive integer smaller 

than the network width. This resulted in a random stroll far from the base station. As in the 
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Table 2.2: Comparison of existing schemes based on Source Location Privacy Preservation 
 

 
 

second phase, the packet is routed to the equivalent set for a certain quantity of hops and then 

to the nearer set till it reaches the base station. The authors propose a method based on 

inclination angles to select intermediary nodes while preserving source-location privacy. The 

phantom single-path routing strategy is compared to the ‘angle-based routing scheme’ [64][65]. 

According to the simulation findings, the ADRS system improves packet latency and network 

safety. The author achieves this by increasing the variety and unpredictability of route 

placements of phantom source nodes throughout the network [66]. 

The candidate node's remaining energy is considered while choosing the next hop node [67]. 

The authors examine privacy-aware protocols regarding routing protocols, parameters and 

trade-offs in WSNs under practical scenarios [68]. 

The authors study source location privacy preservation approaches based on clustering 

algorithms [69]. [70] published new research on privacy preservation techniques and solutions 
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for diverse data. The authors claim that employing a dynamic ring maintains the source 

location's secrecy [71]. The approach is divided into three stages. The intermediate node is 

selected in the first stage. The decision depends on where the destination and event-detecting 

nodes are deployed. The source node sends the information gathered to the intervening node. 

The second step transfers the packet from the intermediate node to the mixing ring. The packet 

in the active mixing ring is subsequently forwarded to the sink node. The authors [71] extend 

the source location privacy preservation schemes to multiple sinks. To improve source location 

privacy, packets in this system are separated and routed through numerous sink nodes using 

dynamic routing paths. 

The authors divide the networks into cluster areas. As a result, the network's energy 

consumption is reduced [72]. The sensor nodes within the network rotate between alert and rest 

states in every zone. As a result, the network's energy consumption is reduced [72]. The 

technique takes the shortest route between the event-detecting and destination nodes. 

Nevertheless, if the attacker adopts the tactic of not visiting previously visited nodes and 

instead waits until a new node is discovered, the scheme is reduced to merely the shortest-

way scheme [72]. The authors suggested that the packets from SN be sent to placed mediate 

and diversion nodes carefully. Due to the extra-long pathways used in this technology, packet 

delivery latency and energy usage are increased [116]. 

In [73], the authors have shown a solution to safeguarding the source's position in this study by 

appropriately altering the sensor routing protocols, preventing a threat from tracking the sensor 

signal back to its source. Giving special attention to flooding protocols, they consider location 

privacy and sensor network energy consumption while creating and testing our privacy-aware 

routing techniques. In response to these discoveries, they offered phantom routing, a versatile 

routing strategy that masks the location of the source. Phantom routing is a two-stage method 

that begins with a guided walk along a random path and ends with routing from the phantom 

origin to the sink. According to their findings, phantom routing effectively safeguards the 

source's position during sensor broadcasts. 

The authors have offered a technique for safeguarding the anonymity of the place of origin 

based on random routing algorithms [74]. Packets are arbitrarily routed from the origin to the 

sink node via strategically placed media or diversions nodes to guarantee maximum privacy. 

Mediate, or diversion nodes are picked at random based on their location. Depending on the 

location of the originating node, packets are directed through several network zones. The 

suggested method ensures that the following packets are routed across a wide range of routing 

patterns, making it challenging for attackers to track them back to the location of the originating 
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node. The simulation findings demonstrate that the suggested technique outperforms earlier 

routing-based source location privacy solutions by effectively confusing the opponent while 

enhancing source location privacy [74]. To improve SLP in WSNs, the authors suggested in 

[75] a trace cost-based source location privacy protection system (TCSLP)' in WSNs for smart 

cities. They start by creating a phantom region where phantom source nodes are placed far 

away from the real source node. Secondly, they send packets using a combination of random 

and shortest path routing to boost the location secrecy of the actual node. The next design is a 

specialized trace cost zone, consisting of numerous sensor nodes with varied weights spread 

throughout mountains, plains, and woods to impede the adversary's trace speed. Eventually, a 

ring of packets forms around the sink node. The ring is made up of a large number of nodes 

drawn from neighboring grids. In contrast to the restricted flooding-based SLP and the 

improved SLP protocol based on SLP (SLP-E), which enable packets to be delivered in either 

direction but neglect overloaded nodes, our suggested technique may avoid node overuse and 

decrease route overlaps. According to simulation results, the proposed TCSLP system can 

increase safety time and improve SLP in wireless sensor networks (WSNs) for smart cities. 

The authors in [76] evaluated the trajectory privacy research that has already been done about 

wireless sensor networks, location-based services, and geosocial networks. They categorized 

and defined the key tactics in each situation according to their preferences. They also looked 

at future trajectory privacy issues and approaches. They underline the importance of in-network 

computing, which is present in all three situations. When operations and algorithms are carried 

out on data streams as they are being delivered between network nodes, this is referred to as 

in-network computing. They concentrate on TPP methods and protocols and the safeguards 

they provide against privacy infractions that occur before data is transmitted to an offline 

database. 

A strategy that provides source-area protection and material categorization through a two-stage 

directed interaction is suggested [77]. The message source randomly selects middle-of-the-road 

hubs during the first directing stage in the sensor space. Then, it sends the information packet 

to the haphazardly selected middle-of-the-road hub before being pointed to a ring hub. The 

local source area is protected at this level. The informational bundle will be combined with 

other bundles during the second acting stage using an organizational blending ring (NMR). 

This step provides global source-area security at the network level. Our reproduction findings 

further show that the suggested scheme is incredibly productive and can be applied to practical 

applications, even though it has the option to provide source-area protection to WSNs [77]. 

The research [78] suggests using Annular Zone (AZR)--based Phantom Routing as a routing 
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approach to guarantee acceptable source-location privacy while preserving balanced energy 

usage. This method separates the network into many levels depending on how close every node 

is to the SINK node. Whenever the node is remote from the SINK node, it chooses a phantom 

source randomly from the same layer. Otherwise, the FAR layers pick a phantom source at 

random. The message will then be sent along the annular routing channel from the source node 

to the phantom source. Our simulation results demonstrate that the suggested solution 

outperforms existing systems in terms of performance while ensuring source-location 

anonymity. 

The work [79] gives a conventional design for the source-area protection problem and 

investigates the safeguard properties of several sensor direction conventions to handle source-

area protection for sensor organizations. This paper suggests that security period and catch 

probability are two metrics for assessing source-area protection in sensor companies. Their 

analysis of popular directing techniques used in current sensor organizations also considered 

crucial framework difficulties, including energy use. They discovered that most conventions 

can't provide effective source-area protection. They suggest new practices that strengthen these 

guiding norms to enhance source-area protection. This protection enhancement should not have 

any substantial drawbacks related to a considerable increase in asset use. With minimal energy 

expansion above, we have created a technique known as "phantom routing," which has shown 

to be adaptable and ready to prevent the opponent from chasing the source location. 

In contrast to traditional guiding plans, this study's directing strategy offers more grounded 

source area protection [80]. By providing incredibly arbitrary directing routes between the 

source and sink hubs, the study responds to some limits of four current schemes. To make the 

enemy's courses more overpowering, the strategy arbitrarily distributes bundles to the sink hub 

through intermediary hubs that are carefully placed in key locations. The suggested method 

employs a randomizing component that creates an irregular path for each advancing parcel to 

provide excellent protection. Reproductive findings show that the suggested scheme provides 

a larger window of well-being and a more robust defence against other schemes. Moreover, the 

strategy offers a stronger defence against patient and thoughtful adversary models [79, 80]. 

The Phantom Routing with Location Angle (PRLA) is a novel source-safeguarded WSN 

protocol proposed in [81]. In the PRLA, propensity points are known and used with direct 

arbitrary strolls, which attempts to avoid choosing routes harmful to preserving the source 

region. Reproduction findings reveal that PRLA reduces the wellness period by up to half with 

a slight increase in energy overhead, compared to the Apparition Single-Way Directing 

convention suggested in the text. This study proposes two phantom routing-based strategies for 
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providing source location privacy in the multisource/asset scenario, which has gotten little 

attention in the literature. Phantom routing's goal confuses the attacker by randomly relaying 

packets to remote nodes [81]. The first method is a ‘phantom routing-based backward random 

walk’ (PRBRW). PRBRW routes packets to the base station (BS) by incorporating greedy 

forwarding and a backward random walk (RW) strategy. The first method reduces network 

lifetime and has a low entropy measure despite having higher performance increases in the 

capture percentage and the safety period. To fix this, an upgraded phantom routing system is 

being created. PRLPRW (‘phantom routing-based L-path RW’) is recommended. The second 

approach is broken down into three steps: 1) the L-walk, 2) the greedy walk, and 3) the pure 

RW [79, 80 and 81]. This method performs better than competing methods in terms of capture 

ratio, safety duration, and entropy. There is a 477-fold rise in entropy and a tenfold rise in 

network longevity compared to PRBRW. The effectiveness of the developed analytical models 

is evaluated and contrasted with the standard shortest path routing protection-less technique 

(SPR). Compared to SPR, PRBRW and PRLPRW provide gains in capture ratio of 60 and 73 

times, respectively. At the same time, previous pure RW and forward RW approaches relying 

on phantom routing only achieve gains in capture ratio of 54 and 34 times, respectively [81]. 

 

2.3  DATA PRIVACY PRESERVATION SCHEMES 
The emerging healthcare Industrial Internet of Things (Health-IIoT) must address many basic 

security and privacy challenges, including secure fine-grained data transfer, privacy-preserving 

keyword-based cypher text retrieval, and malicious key delegation. We've divided it into two 

sections: Privacy preservation in Machine Learning and Knowledge Graphs. 

 

2.3.1 PROTECTION OF PRIVACY IN MACHINE LEARNING 

 

The information set is available online from UCI's machine learning repository in the .csv 

format [82]. Preliminary data analysis and preparation have retained only those features 

containing adequate information [82]. The dataset taken contains 101767 rows and 50 columns. 

The parameters selected for investigation include age, number of diagnoses, emergency visits, 

number of inpatients, number of lab tests, number of medications, number of outpatient visits, 

number of procedures, and length of stay in the hospital. We now present the visualization of 

the selected dataset. Data visualization is how data is in pictorial or graphic format. Data 

visualization helps people understand the importance of information in a simple, easy-to-
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understand format by summarizing and presenting large quantities of data to communicate the 

information clearly and effectively. A heat map is a method to view the data showing the 

magnitude of a two-dimensional colour phenomenon. 

The colour difference can alter with hue or intensity, providing unique visual clues as to how 

the phenomenon is dispersed or changed throughout space. The smaller dark grey needs to 

extend the authentication. 

Designing effective methods for privacy-preserving deep learning requires a lot of work. In 

their assessment of several approaches, Zhang et al. [83] focused on collaborative learning and 

considered the two crucial stages of deep learning: training and inference. During the training 

and inference phases, Chang and Li [84] concentrated on privacy concerns, including assaults 

on learned models and their accompanying dangers and solutions. Tanuwidjaja et al. recently 

explored several privacy-preserving techniques [85] based on homomorphic encryption, 

multiparty computation, and differential privacy. The paper also included a comparison of the 

solutions that were looked at for each concept. Similarly, Riazi et al. [86] explored privacy-

preserving deep learning methods focusing on cryptographic techniques. Together with 

descriptions of the solutions and performance comparisons, the paper also included key attacks 

on deep neural networks (DNNs). In addition, Boulemtafes et al. [87] emphasized open 

research and made recommendations after presenting a current study of the standardized 

confidentiality-preserving “deep learning” solutions and their evaluation outcomes. The 

aforementioned articles, however, only addressed the privacy issue in a generic framework and 

did not consider particular target environment restrictions.  

When focusing on the IoT environment, Zheng et al. [88] presented a taxonomy of various 

privacy-preserving machine learning algorithms for the training and inference phases before 

discussing their drawbacks on IoT end devices. The authors also presented an obfuscation-

based inference technique that protects privacy. The authors describe the framework to address 

the privacy issue in a diverse network of several clinical institutions while retaining the data's 

usefulness and the patient's privacy. The suggested framework's authentication and 

authorization elements must be expanded [119]. 

In [89], the authors expanded on their solution. Unfortunately, the assessment briefly 

summarizes the shortcomings of several privacy-preserving methods rather than providing a 

comprehensive overview of the existing alternatives. Furthermore, the restrictions are not 

assessed using a predetermined set of standards. Moreover, no distinction is made in the 

evaluation between training local and remote models. Table 2.3 describes the comparison of 

existing schemes based on machine learning applications. 
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Table 2.3: Comparison of existing schemes based on Machine Learning applications  

 
 

 
 

 Sun et al. [90] suggested a “Privacy-aware and Traceable Fine-grained System” that permits 

safe granular data transmission, retrieving information while protecting privacy, and effective 

encryption and decryption operations. Role-based encryption keys are the essential building 

block for the storage of sensitive data in cloud settings, and Sathya and Raja [91] introduced a 

Euclidean L3P-based Multi-objective Successive Approximation (MOSA) method, a strong 

privacy safeguard in the smart healthcare setting.  

 

2.3.2 PRIVACY PRESERVATION IN KNOWLEDGE GRAPH 

The ability to locate hospitals and healthcare facilities is crucial, particularly in cases where a 

patient requires a specialist with good reviews or government approval. In emergencies, it's 

important to be able to quickly locate a medical facility or trauma center with the necessary 

specialization. [92]. Clinicians can leverage knowledge graphs to identify diseases and connect 
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their symptoms to these diseases. This is accomplished through visualization and querying of 

the knowledge graph, which can improve doctors' decision-making process [93]. In the 

healthcare industry, knowledge graphs identify the most commonly prescribed medication, 

generic salt, or manufacturer for a specific drug. Today, medical practitioners give therapy by 

taking notes, evaluating a patient's medical history, or comparing it to previous case studies. 

Integrating Electronic Health Records (EHR) and knowledge graphs can assist in speeding up 

this process. Knowledge graphs can be used as a recommendation system in the healthcare 

area. The display and querying of knowledge graphs can also help clinicians make better 

decisions [94]. A knowledge graph model of the patient journey incorporates all contacts with 

healthcare stakeholders. The occurrences involve hospital visits, treatment, and many days in 

the hospital, among other things. This gives insight into the human body and may be utilised 

to frame medical operations by researchers, clinicians, and government authorities.KG aids in 

discovering medications with multiple uses, as well as communities and diseases associated 

with them. To help clinicians comprehend a patient's history or illness better, healthcare data 

from different facilities must be communicated. Information like ailment name, among other 

things, age, postal code, phone number, pin code, and religion, is included in the large-scale 

healthcare information. In big data analytics, several confidentiality-preserving strategies are 

implemented to preserve the data. Individual data privacy is at risk since it is shared throughout 

hospitals, insurance providers, etc. The graph is changed during the anonymization process to 

protect privacy. Data distribution strategies are frequently used to protect privacy, including 

dividing information into horizontal and vertical spaces available from diverse origins. As 

opposed to vertical distribution, which distributes the attributes or columns across several 

locations, partitioning horizontally keeps the columns constant in different locations [95]. 

Moreover, Ogundoyin et al. [96] and other research teams suggested the PAASH method, 

lightweight, fine-grained access control and privacy-preserving authentication system, for 

smart health [60]. The issues of smart healthcare in smart cities in terms of security, 

effectiveness, and privacy are discussed in this paper. Moreover, Vineela et al. [97] proposed 

an authentication technique that uses mutual authentication, and encryption is done between 

the user and the cloud environment to protect the confidentiality of data in the environment. 

Zhou et al. [98] created a human-in-the-loop-aided (HitL-aided) strategy to safeguard privacy 

in smart healthcare. They used a block design technique to obscure numerous health statistics 

gathered from hospitals and smart gadgets. To enable private access to health records from the 

smart healthcare platform, they also incorporated a human-in-the-loop (HitL). Also, a novel 

strategy for protecting privacy within the context of predictive modelling was put forth in a 
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paper by Krall et al. [98]. This approach reduces the risk of model inversion while satisfying 

the need for differentiated privacy. Hussain Seh et al. [100] defined an effective framework 

that uses machine learning techniques to preventatively preserve the security and 

confidentiality of clinical data to detect erroneous user access against Electronic Health records 

and to safeguard privacy in healthcare data. On the other hand, he et al. [101] proposed a 

password strength metre that considers the user's data. Users can choose passwords with a 

higher level of security with its assistance. Moreover, Ibaida et al. [102] proposed a unique 

privacy-preserving method that creates a lightweight neural network to lighten the load on the 

network while maintaining the privacy of the electrocardiogram signals (ECG). El Zouka et 

alrecent.'s study [103] defined a safe healthcare surveillance system that uses fuzzy logic-based 

decision support (FBIS) systems to determine the patient's status for the same reason. The 

suggested model includes a trusted setting for gathering verified physiological data. Moreover, 

Ma et al. [104] defined the SCF-CLSPE scheme as a secure certificate-less searchable public 

key encryption (SPE) technique for SHS that can withstand chosen keyword attacks (CKA) as 

well as keyword guessing attacks (KGA). This plan has also been evaluated, and it has been 

shown to have lower communication and computation costs. Jayaram and Prabakaran 

introduced a privacy-preserving additive homomorphic encryption for edge-layer processing 

data and removing non-sensitive data [105]. Also, a cloud layer adaptive weighted probabilistic 

classifier model is suggested for onboard disease prediction and remote rehabilitation of 

patients. Also, there are a lot of healthcare-related solutions, like those in Refs. [107–109], 

employ machine learning, deep learning, or combining the two to forecast serious diseases. 

These projects directly assess and track patient health to avoid serious health issues. Even so, 

these works offer little thought to patient privacy and instead place a greater emphasis on 

patient data. In opposition to these claims, Ge et al. work [106] ensured the data deletion 

approach by the data owner to restrict access to their health data while simultaneously seeking 

to detect disease using deep learning. 

 
2.4   SUMMARY 
 
This chapter shows the current situation of the existing schemes. Moreover, it also identifies 

the research gaps in the existing literature, as shown in section 1.8. The next chapters of the 

thesis present the proposed objectives.  
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CHAPTER 3 

 
FRAMEWORK FOR HEALTHCARE APPLICATIONS 

 
 
Healthcare systems built on Wireless Sensor Networks (WSN) are becoming more prevalent 

daily in informing people about their health and living conditions. WSN-based healthcare 

applications, however, have privacy and security issues. The vulnerability of WSN-based 

healthcare applications to attacks and security concerns is intriguing and difficult. For WSN-

based healthcare applications, the chapter introduces a multipath routing, secret sharing, and 

hashing-based privacy preservation solution. The wireless sensor network's healthcare data 

collection is divided into n components. Also, each component's hash value is calculated using 

a well-known hashing method. To identify changes in the message, look for changes in the 

hash value. Multipath routing is then used to send these n components to n servers. In-depth 

simulations are provided in this paper to support the novel technique. Findings demonstrate 

that multipath routing and secret splitting preserve privacy in a WSN-based healthcare system. 

Healthcare applications are considered promising fields for wireless sensor networks, where 

patients can be monitored in hospitals and at home using Wireless Medical Sensor Networks 

(WMSNs). Mobile body networks have wireless sensor devices worn by patients that provide 

physiological sensing. While the patient data is transmitted to the physician, an adversary may 

capture the physiological data from the wireless channels and alter the physiological data. After 

the attacked data (i.e., altered data) is sent to the physician, it could endanger the patient.  

The threat of sophisticated attackers intercepting data in the current network landscape is a 

constant concern. Traditional single-path data transmission methods are susceptible to attacks 

like eavesdropping, man-in-the-middle, and tampering. Using a multipath secret sharing-based 

scheme is beneficial and essential to combat these vulnerabilities proactively.  

The multipath secret sharing-based scheme is a comprehensive strategy that involves dividing 

the secret data into multiple shares and transmitting each share over different network paths. 

This comprehensive approach significantly enhances security, as an attacker must intercept all 

the separate paths to reconstruct the original secret. For instance, if a message is split into n 

shares, each sent via a distinct route, an attacker must intercept all n shares to reconstruct the 

original document. This comprehensive nature of the multipath strategy ensures robust 

protection against potential data breaches, making it a vital mechanism for secure 

communications in hostile environments. 
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3.1  WSN-BASED HEALTHCARE SYSTEM 
 
The autonomous sensor nodes that make up a WSN-based healthcare system communicate with 

one another via wireless technology. These nodes collect physical data from the region of 

interest, including motion, temperature, pressure, etc. The medical system helps keep track of 

each patient's condition and monitors their disease. Doctors assess the patients and urge them 

to take certain safeguards for a specific time. As a result, the healthcare monitoring system 

offers in-home help for patients who are elderly or have special needs [165]. Information about 

the patient should never be made public since it might be used inappropriately, or privacy 

concerns might prevent people from fully utilising technology. E-healthcare refers to 

information and services that stakeholders can share or change using appropriate technology 

[167]. With the help of such a healthcare system, medical staff members and/or doctors can 

discuss the data and offer patients the best treatment option. Patient data for the study is 

abundant in electronic health records. The issue is that society will learn facts about patient 

privacy. M-health [172] refers to gathering patient or individual health data via a mobile device. 

The development of sensor network technologies and the usage of these technologies in 

healthcare applications are expanding quickly [168]. Today, many applications, including 

those for monitoring blood pressure and heart rate, are in use. WBANs are a new industry that 

has emerged to address the growing use of sensor technology [177].  

In a multipath secret sharing scheme, privacy is measured by the extremely low probability of 

an attacker intercepting all paths simultaneously and the minimal information leakage from 

any single intercepted share. Path independence and the redundancy of shares play a significant 

role in enhancing privacy, ensuring the secret remains protected even if some paths are 

compromised. 

Shamir’s Secret Sharing Scheme splits the message (secret) into n shares. These n shares are 

transmitted via n multi-path routes using a routing algorithm. They are then reconstructed at 

the receiver side using Shamir’s Secret Sharing Scheme. 
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Figure 3.1: WSN Architecture 
 
 
Figure 3.1 represents the primary architecture of the healthcare system, which is based on 

WSN. The sensing field regularly monitors parameters like blood pressure, brain signals, 

heartbeats, and patient temperature. The processing unit then processes the information 

collected and analyses the parameters [181]. The systems' stakeholders are provided with the 

information processed by the base station through the Internet. Health department professionals 

monitor the patient based on the information gathered from the base station. Nevertheless, 

attackers using a high-end receiver can catch hold of the data collected from the medical 

sensors and further may circulate the same on different social networking sites and the dark 

net. The authors discuss a technique for preserving privacy that protects against inside attacks 

[174]. As wireless communication allows for easy eavesdropping, hackers can quickly 

introduce harmful messages into the network. Many lightweight encryptions and a MAC 

generation technique are proposed to provide a secure connection between data servers and 

medical sensors [169]. One needs an identity-based signature or digital signature to protect the 

information. In WSNs, multipath routing is described using various methods [166]. The system 

authenticates the sender (x) and the receiver (y) via a multipath routing protocol.  
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An attacker capturing and modifying data packets in transit can gain sensitive information, 

disrupt communications, inject malware, and manipulate transactions for financial gain. The 

potential consequences of these actions are severe, including identity theft, financial fraud, 

corporate espionage, and a competitive advantage, significantly benefiting the attacker. 

 
 
3.1.1 SECURE MUTUAL AUTHENTICATION AND KEY AGREEMENT 

 

A secure mutual authentication and key agreement (MAKA) system for the Internet of Medical 

Things is an important security aspect for protecting users’ health information while providing 

efficient healthcare services [9]. Many MAKA schemes have been introduced in recent decades 

to ensure user privacy. Many of his subsequent MAKA schemes were developed to overcome 

these security flaws using the smart card and biometrics [170]. However, these schemes store 

sensitive user data in the server database. So, if the data stored on the server is disclosed to an 

attacker, the entire system will collapse.  

Several authentication protocols have been developed for the Medical Internet of Things to 

ensure user privacy. However, these protocols do not protect against verification theft or table 

leak attacks nor provide secure mutual authentication, anonymity, or untraceability [11]. 
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Figure 3.2: Medical-IoT System 
 

The Internet of Things (IoT) allows objects to connect and communicate over the Internet. 

Through various new technologies, such as radio frequency identification (RFID), sensor 

technology and embedded system technology, the IoT will bring the concept of intelligent 

identification and management to life. Wireless sensor networks (WSNs) are an important 

technological backbone of the Internet of Things, providing data sources for Internet of Things 

applications [12]. A WSN typically consists of multiple sensor nodes that communicate with 

each other over a wireless network. It is typically used to monitor environmental conditions in 
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a specific area based on information gathered from sensor nodes. The overall WSN architecture 

has three participants: users, gateway nodes, and sensor nodes [13]. To collect environmental 

parameters, deploy a sensor node in the region of interest and transmit these parameters to the 

gateway node via a wireless channel. Authorized users can access this data, and the 

combination and analysis of this data help managers make the right decisions. WSN has 

important applications in many industries, such as health monitoring, intelligent transportation, 

and environmental monitoring [14]. 

 

 
 

Figure3.3: System Model 
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− 

3.1.2 SYSTEM MODEL AND THREAT MODEL 

 
Figure 3.3 depicts the system model, which consists of three entities: the Doctor (Di), the 

Medical Authentication server, and the Patient (Pi). 

 

TABLE 3.1: NOTATIONS AND THEIR SIGNIFICANCE 
 

  
 

 

 

(i) Doctor: The doctor's device must prove its authenticity on the network before 

communicating with the medical authentication server to access the patient’s health data. 

(ii) Smart Medical Gateway (SMG): The gateway acts as an interface between the 

authentication server and the doctor. The smart medical gateway (SMG) unit involves various 

smart medical appliances. The data generated from these medical appliances are aggregated 

through the SMG over an insecure channel. Meanwhile, the medical authentication server 

verifies and authenticates every medical staff request. 
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(iii) Patients: Patients are persons who are admitted to the hospital for treatment. The 

patients are equipped with various smart IoT sensor nodes that gather and communicate the 

real-t ime health data of patients. These IoT-enabled sensor nodes are low-power devices 

with limited battery constraints. 

A. Threat Model 

The threat model's security is important when sending data over insecure wireless channels. 

The user's authentication and validation may be vulnerable to various threats. The threat model 

generally consists of active and passive attacks. The attacker can perform such attacks and 

affect the communication and processing of the medical IoT network. The attacker can alter 

use-full data generated from the smart medical IoT nodes. Moreover, they can also impersonate 

the doctor's device and forge secret information from it. 

Active attacks involve the attacker altering or disrupting communications (e.g., message 

modification, impersonation, and denial of service). Passive attacks involve eavesdropping or 

monitoring communications without changing them (e.g., traffic analysis and interception).  

The work primarily considers one type of attack model: passive attack. Rest assured, the work 

is focused on passive attacks. With the help of these [115] references, the attacker is passive, 

which means that he will not harm the network's everyday workings. The attacker will not 

destroy any network equipment but will use his powers to locate the sensor nodes. 

Improving and overcoming such issues requires a substantial technique that protects the 

network and authenticates every user’s device. In this paper, we have assumed the Dolev-Yao 

(DY) threat model [23] [19]. In the DY threat model, attackers can intercept and capture 

important secret identity exchanges between the trusted doctor/user and the smart medical 

centre. The attacker can also perform inside threats to forge the device data. 

 
 

3.2 PRELIMINARIES  
 

This section covered Security enrichment and how Shamir's secret splitting can improve it. The 

fundamentals of a secret sharing scheme are now presented. 

 

3.2.1 Secret Sharing 
A process known as secret sharing defines secret distribution. This is done by a group of 

contributors with access to the data. Only when the various components of a secret are 
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combined again can it make sense; on their own, individual shares are meaningless. An 

individual shareholder who tries to get data can never update the data. 

 

3.2.2 Working on Secret Sharing 

The Shamir secret-sharing technique has several variations. Here, we employ the Shamir 

secret-sharing system based on a threshold. Assume that r and p are both positive integers, with 

r < p and p being the number of participants required for r participants to compute the value of 

secret value S. Let us now assume that (h, j), scheme. When (h = j), all the contributors are 

required simultaneously to reconstruct the secret (S). On the other hand, when ( h <j ), only the 

(h) contributors are required simultaneously for the reconstruction of the secret (S). 

 

Equation 3.1 considers a polynomial for the Shamir secret-sharing scheme. 

 
 

ƒ(𝑦)=𝑎0+𝑎1𝑦+𝑎2𝑦2+⋯+𝑎𝑘−1𝑦𝑘−1	 	 	 	 	 (3.1)	

 
 

Let's use an illustration to describe Shamir's secret to make the concepts easier to understand. 

Let S, the medical information gathered from the node of the wireless medical sensor networks, 

be a secret. Let S have a value of 1121. In Equation (3.1), the polynomial is displayed. For 

producing frequent integers with j = 6 and h = 3, where h is the number of participants required 

to reconstruct the secret S. The values of the coefficients a1anda2 are 150 and 60, respectively. 

Equation 3.1 can now be written as shown in Equation (3.2). 
 

ƒ(𝑦)=1121+150𝑦+60𝑦2     (3.2) 

 
The points of secret-sharing for all six participants are as follows: (1, 1331), (2, 1661), (3, 2111), 

(4, 2681), (5, 3371), (6, 4181). Each participant's share is a tuple. The shares are distributed 

among six participants. Only three (h<j) participants must reconstruct the secret, as shown in 

the next paragraph.  

 

The tuple values (𝑥!,𝑦!) = (2, 1661), (𝑥",𝑦") = (4, 2681), (𝑥#,𝑦#) = (5, 3371) can now 

reconstruct the secret S. The process of generating the secret S can be explained by considering 

the Lagrange Polynomials.  
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As shown in Equation 3.4, the reconstructed function is the same as the original function. 

 
									ƒ(𝑦)=1121+150𝑦+60𝑦2	 	 	 	 	 	 	 			(3.4)		

 

 
3.2.3 Multipath Routing 
A source can use several routing algorithms to find different paths for the secure transmission 

of messages from the source to the sink node [3, 18]. 
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Figure 3.4 (a): Multipath Routing 

 
 
 
 
 
 
 

 
 

Figure 3.4 (b): Different routing paths 
 

Figures 3.4(a) and 3.4(b) depict multipath routing with node A as a source node and node J as 

a sink node. Numerous other methods exist for transporting data from source node A to sink 

node J. The total discontinuous pathways between the source and destination are depicted in 

Figure 3.4 (a), using node A as a source and node J as a sink node. For multipath routing, 

computing several routes from a source node to a destination node is required [19]. For the 

network to be more reliable, some paths must be disconnected. Now, consider a healthcare 
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system based on a WSN as a collection of connected nodes and represent it as a graph G = (V, 

E) as shown in Figure 3.5 (a), Figure 3.5 (b), and Figure 3.5 (c). The two nodes, x and y, are 

separate vertices in a graph G where G = (V, E), so they are not next to each other, according 

to the well-known Menger's theorem. 

 
 

 
Figure3.5 (a): Example of Menger's Theorem                Figure 3.5 (b): Deletion of   V4 
 
 

 
 
 
 

Figure 3.5 (c): Deletion of V10 

 
The maximum number of pairwise vertex disjoint pathways from the x toy is λ (x,y), while the 

minimum vertex cut size is K(x, y) ( K(x,y) =λ (x,y) ). A separating set is a group of vertices 

in a graph G for any two vertices, U and V, leaving the graph with U and V in separate 

components when removed. A U-V separating set with minimum cordinality is a minimum U-

V separating set. Let U and V be the non-adjacent vertices in graph G; this indicates no direct 

route between U and V. This is by Menger's theorem. The number of disconnected U-V 
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pathways in graph G equals the size of the minimal U-V separating set. Figure 3.5(a) shows 

how to locate the internally disjoint pathways from V1 to V5 in the graph using Menger's 

theorem. However, there are various feasible routes from node V1 to V5. The Menger Theorem 

states that all we need to consider is the smallest distance between sets V1 and V5. In this 

example, we can delete V4, and if we want to separate V5 from the rest of the graph, we can 

delete V10; the size of the minimum V1 - V5 separating set is 2. The remainder of the graph is 

now connected to V1, and V5 is a component. V4 and V10 have been deleted, as shown in 

Figures 3.5 (b) and 3.5 (c). 

 

3.2.4 Hashing and Message Digest 

 

The idea of a hash table is the foundation of the searching method known as hashing. A hash 

table is a data structure that links keys and values. Hashing speeds up searches and expedites 

insertion and removal, slowing down processing. A block diagram of hashing is shown in 

Figure 3.6 (a). The first text is the key and serves as the hash function's input. In essence, a 

hash function creates a function that accepts a hash table as an array. The indices will be 0 to 

L-1 if the hash table is L in size. The result is derived from the hash function and is either the 

address of the key or an index of an array of hash tables containing the key. We need a function 

H(k), where k represents the key and is a one-to-one mapping to integers in the range (0, L-1),  

where L is the size of the hash table, H is the hash function, and H(k) is the key's hash. Figures 

3.6(a) and 3.6(b) depict the hash function's fundamental operation. A message multiple of a 

fixed length is often padded onto an integer, and the padding contains the value of the original 

message length, expressed in bits. Length fields offer security measures that make it more 

difficult for an outside attacker to create another message with the same hash value. The output 

of a hash function is expressed as h = H(M), where M is the size of the input data. The message 

digest is the term used to describe the hash function output when applied [14]. 
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Figure 3.6 (a): Block Diagram of Hashing   Figure 3.6 (b):  Hash Function 
 

The network sends the message digest prepared at the sender's end. If the message digest 

obtained from the sender side matches the one obtained from the receiver side, the message is 

considered secure. Otherwise, it is deemed insecure. 

 
3.2.5 Properties of Hashing 
A mathematical operation known as hashing reduces a message's fluctuating size to a fixed, 

manageable size. Four distinct features of a hash function H include: 

1. A message of any length entered into the hash function (H) generates an output known as 

a message digest. 

2. H(x) = Y can be easily calculated, but it cannot be done in reverse, i.e., h(x) = Y cannot be 

calculated. 

3. As finding y is not equal to x in this circumstance results in limited collision resistance, 

hashing both x and y h(y = x) is computationally inefficient. 
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4. In this case, the phrase "high collision resistance" appears, and it is possible to find a pair 

from (x, y) such that the hashing function of x equals the function of y h (x = y). 

 

3.3     PROPOSED WORK 
This section discusses the proposed architecture in sub-sections 3.3.1 and authentication 

protocols in sub-sections 3.3.2 and 3.3.3, respectively. 

 

3.3.1 Proposed Architecture 
Figure 3.7 depicts the architecture of multipath splitting and reconstruction, with hashing used 

for integrity protection. M represents the initial message size transported from sender to 

receiver. Hashing is used to protect communication streams from outside attackers. This makes 

it clear that the multipath splitting and reconstruction are done using the multipath secret 

sharing scheme, and hashing is specifically used to ensure the messages' integrity, not for 

routing, as previously stated. 

For this purpose, the original message M is split into three parts labelled M1, M2, and M3. 

These message streams and their hash values are sent to the D1, D3, and D4 servers in the 

receiver's direction, where the original message is finally combined or rebuilt. First, message 

M was separated into pieces M1, M2, and M3. These splitting boxes send the message streams 

and their associated hash values to the servers. The message M1 is then sent to the D1 server 

along with its hash value. From the sender node to the server D1, H(M1) is sent. From the 

source node to the destination server D1, the message stream (M1) is transferred. The source 

nodes send messages M2 and M3 and hash H(M2) and H(M3) to servers D3 and D4, 

respectively. On the server side, the incoming stream of messages is processed by these servers, 

D1, D3, and D4, and the hashed input message is converted. The M1, HR(M1), M2, HR(M2), 

and M3, HR(M3) outputs from servers D1, D3, and D4 are then sent to the receiver for 

reconstruction. The servers forward data for message reconstruction at the message 

reconstruction point. 
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Figure 3.7: Privacy Preservation Framework 
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Figure 3.8: Flow Chart of Proposed Scheme 
 

 
Figure 3.8 shows the proposed model's flowchart. Shares of the initial message separated. 

Multipath routing was used for these shares' subsequent transfer. The hash function is also 

constructed using multipath routing at the receiver end. A receiver receives the share and hash 

function applied to shares during the reconstruction step. Next, determine whether the received 

shares were the same with or without hashing. If so, the message is accepted; otherwise, it is 

rejected. 
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3.3.2 Proposed user authentication protocol 
Authentication is important for users in Wireless Body Sensor Networks due to the nature of 

sensitive information. The authentication approach is presented for the user node in the 

network. 

 

Proposed Protocol for User Authentication: 

  

Step 1: Registration phase of the user node 

The user node first registers at the server and says Si. The user node is termed the patient node 

or doctor node. The user node obtains its identification (Uj), and the hash value H(uj) is 

generated from user biometric details, a random number (Ru), and a pairwise session key (Ksiuj 

) from Sivia offline distribution in a secure manner. 

 

Step 2: Authentication Phase 

1) The user node (Uj) starts the authentication process with the Si server. The user node (Uj) 

sends the msg to Si. The msg includes the following details: Uj|| Si  || tu || MACu. The details 

include the identification of the user node (Uj), identification of the server ( Si), timestamp 

(tu) of the user node Uj, and the message authentication code of the msg  (MACu). The 

MACu includes the following details:  MACu = ( Ksiuj , Uj || Si || tu || H(Ru) ). 

Uj→  Si:  Uj|| Si  || tu || MACu 

 

2) The server checks the time stamp for the message's validity. If tuis valid else exit. If the 

message is valid then the server computes MACu*, where MACu*   = ( Ksiuj, Uj || Si || tu || H(Ru) 

).  

If MACu* =MACuthen proceed to 3 else exits. 

 

3) The Server node (Si) send the msg to Uj. The msg includes the following details: Si  || Uj|| tsi 

|| MACsi. The details include the identification of the server ( Si), identification of the user node 

(Uj), timestamp (tsi) of the server node Si, and the message authentication code of the msg  

(MACsi). The MACsi includes the following details:  MACsi = ( Ksiuj ,Si || Uj || tsi|| H(uj)). 

Si→  Uj:  Si  || Uj|| tsi || MACsi 

 

4) Upon receiving the message from the server, the user node checks MACsi*, where MACsi*   
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= ( Ksiuj, Si  || Uj|| tsi || H(uj)).  

If  MACsi*  = MACsithen authentication is successful, exit. 

 

3.3.3 Proposed Mutual Authentication Scheme 
 

Authenticating doctors' and patients' devices is still critical in medical IoT networks. We have 

proposed a mutual authentication session key protocol for smart IoT medical networks to 

enhance security. Our scheme uses multi-factor authentication to protect doctor and patient 

data and provide an authentication mechanism. 

 

PROPOSED SCHEME 
This work proposed a secure scheme for a smart IoT-based healthcare system to eradicate 

security issues. This scheme provides a secure key agreement and maintains privacy. The 

proposed scheme consists of multiple phases are follow as: 

1) Registration phase 

2) Login and Authentication Phase 

3) Password Update Phase 

 

1) Registration Phase (RP): 

• R1: The Doctor chooses the identity (Did) and password PWDi. Then it chooses 

the bio-metric id’s Bioi, with the timestamp value Ti into the smart devices as a bio-

metric format shown in Table 3.2. 

• R2: Doctor’s smart device computes these identities as RP1 = h(Did||PWDi||Bioi), 

RP2 = h(R1||r||Ti), and RP3=h(Ti||ri||RP2), then send this secret identity to the medical 

server via a secure channel. 

• R3: The medical authentication server receives the request sent by the Doctor’s end. The 

medical authentication server first verifies the timestamp value (T2T1) <   T, if true, it continues, 

otherwise, it discards the request. After timestamp verification, the medical server calculates 

RP4=h(BIOiPWDiN  Ti) and RP5 = RP4(A1PWDiTi) and stores this identity in 

its key table. 

• R4: After verifying these identities, the medical authentication server grants a unique 

Token identity (TOKENid), RP6=h(PWDid||Ti||N||Tokenid), and sends this identity to the 

Doctor using the secure channel. 
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TABLE 3.2: SUMMARY OF ACCESS CONTROL PROCEDURE BETWEEN DOCTOR AND MEDICAL 

AUTHENTICATION SERVER 

 

 

Doctor end Medical Authentication Server 

 
STEP1: 
ComputeRP1=h(Did||PWDi||Bioi),RP2= 
h(R1||r||Ti),andRP3=h(Ti||ri||RP2), 
 
 
 
 
STEP 3: Medical authentication server 
granted an unique Token Identity 
(TOKENid),RP6=h(PWDid||Ti||N||Toke
nid) and send this identity to the Doctor's 
end using the secure channel. 
 
 
STEP 4: The Doctor uses its smart 
device and enter its biometric, and PWD 
identityh(Did||r||PWDi||BIOi),computes
L1=hBIOi ||(Tid ||IDgateway), 
L2=h(L1 ||r||T||Keysecret),L3=h(To
kenid ||Ti||n||L2),then 
L4=HBIOi ||Did ||r||PWDi||L2 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
STEP 7: User access the service using 
secure channel. 

 
 
 
STEP2: 
TheMedicalServerFirstCalculates 
RP4=h(BIOi||PWDi||N||Ti)andRP5=RP4⊕(A1||PWDi||Ti)
and stores this identity in itskeytable. Where[Tid-
Tcurrent<△T] 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
STEP5: (Did,PWD,BIOi,TOKENid), 
L5=h(Ti||R||DIDgateway||Did||Keysecret) 
 
 
STEP 6: Medical authentication server computes 
received password, Token identity and other secret 
identity,L6=h(PWDiTokenidTid)andverifiesTOKENID= 
TOKENIDandPWDID=PWDIDandgrantedmessageL7=h(
PWDiGrantedTidKeysecretMASgatewayid). Access granted 
to user. 
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• R5: After receiving the values from the medical server, the Doctor verifies the timestamp 

(T2T1) <T, if true, it continues otherwise, discard the message. Then, the Doctor computes 

and stores these entities in his/her device smartcard. 

2) Login and Authentication Phase (LP): This phase provides the login and authentication 

functionality of our proposed scheme. Table 3.2 demonstrates the steps of this phase. 

• LP1: The Doctor uses its smart device and enters its bio-metric, and PWD identity 

h(Did||r||PWDi||BIOi), then computes L1=hBIOi||(Tid ||IDgateway), 

L2=h(L1||r||T||Keysecret), L3=h(T okenid ||Ti||n||L2), and then 

L4=HBIOi||Did ||r||PWDi||L2. The doctors end the E[L4||Tid to the medical server end 

for the further authentication process. 

• LP2: On receiving the message from the Doctor gateway end, the medical 

authentication server extracts and computes secret identities from the message L4 and 

timestamp value to protect the secret identities from adversaries . After verif icat ion 

o f  the timestamp, the authentication server extracts some secrets id’s from t h e  message 

(Did,PWD,BIOi,TOKENid), L5=h(Ti||R||DIDgateway||Did||Keysecret). 

• LP3: After computing and verifying the secret identities, the Smart medical 

authentication server stores them in their key table. Then, the medical authentication server 

computes the received password, Token identity and another secret identity, 

L6=h(PWDi||T okenid||Tid) andverifies TOKENID=TOKENID and 

PWDID=PWDID if true, and it continues; otherwise, it discards the request. 

• LP4: After authenticating the identities, the medical authentication sends granted 

message L7=h(PWDi||Granted||Tid||Keysecret||M to the Doctor gateway end by 

computing. 

• LP5: After getting the message, the Doctor end verifies the timestamp using (T2-T1)<△T. 

If true, it continues; otherwise, it discards the packet. Now, the Doctor is capable of accessing 

the medical authentication server. 

 

3) Password update Phase: The password update phase is initiated when the login and 

authentication phases are completed. The validation scheme can be given the element of 

updating the secret password PWDid. The password update features allow doctors and 

users to update their passwords regularly without affecting the network. 

 

1: The Doctor enters the secret identities of this smart device terminal, provides the 

h(PWDold||Did), and enters the bio-metric identity PUP=h(BIOold||Dgateway||Tid||Did), and 
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this request is sent to the medical authentication server end. 

2: After receiving the identities from the Doctorend, the authentication server extracts and 

verifies all secret identities h(BIOold||Dgateway||Tid||Did), it also verifies PUP=PIP’if true, it 

continues otherwise, discard the request. Finally, the authentication server allows users 

to change their password and biometric identity. 

 
4. RESULT AND SIMULATION 

 
This section discusses the results of the proposed shamir scheme in sub-section 3.4.1 and 

authentication protocols in sub-section 3.4.2. 

4.1 Shamir Scheme 
 

Using Matlab 2010, we have modelled the Shamir sharing scenario when the secret key is 

1121 (role of the polynomial) [6]. For various values of x, the originally transmitted signal or 

polynomial function f(x) is shown. For the same values of x, the reconstructed signal at the 

receiver is likewise displayed. The fact that the reconstructed signal crosses over with the 

initially transmitted signals attests to the success of the reconstruction technique. 

 

 

 

Figure 3.9: Splitting and Reconstruction of Shamir’s Secret Sharing Scheme 
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Realistic channels refer to network conditions, including interference, noise, and varying signal 

strengths, which can lead to packet losses. "The significance of Figure 3.9 lies in its 

demonstration of the robustness of the multipath routing scheme. This figure shows the results 

obtained after executing the routing under realistic channel conditions, where packet losses are 

common due to interference, noise, and varying signal strengths. Despite these losses, reliable 

transmission protocols ensure that all shares are successfully delivered to their destinations, 

allowing for 100% accurate data recovery. Therefore, Figure 3.9 illustrates the effectiveness 

and reliability of the proposed routing and reconstruction method."  

We have introduced privacy preservation for WSN-based healthcare applications utilizing 

secret sharing and multipath routing. The data collected from the wireless sensor network is 

split into components. These components are further transferred to servers with the help of 

multipath routing. A maximum number of disjoint paths is computed from the source node to 

the destination node to achieve multipath routing. Further, the hash functions are calculated for 

each component and sent to the server. These n components are retrieved from the n server to 

reconstruct the medical data. Results and analysis validate our approach. Figure 3.9 illustrates 

the splitting and reconstruction of the message (secret) using Shamir’s secret-sharing scheme. 

This revised explanation clarifies the importance of Figure 3.9 and connects it to the system's 

overall reliability and robustness. 
 

Table 3.3: Table of Splitting and Reconstructed 

 

  Shamir's Secret Sharing Scheme  

Sr. No. D Splitting X Reconstruction f(x)  

1 D0 1 1331  

2 D1 2 1661 D1 

3 D2 3 2111  

4 D3 4 2681 D3 

5 D4 5 3371 D4 

6 D5 6 4181  
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Table 3.4: Table of Splitting and Reconstructed with Hashing 

 

 
 
 
4.2 Performance Analysis of the Authentication Scheme 
 

This section presents a performance analysis of the proposed authentication scheme. The 

message overhead is as follows: the MAC size is 4 bytes, the timestamp is 8 bytes, a random 

number is 8 bytes, identification is 1 byte, and the key size is 16 bytes [1]. 

 
Table 3.5: Message overhead 

 
User node to the 

server 
14 bytes 

Server to user 
node 

14 bytes 

 
Table 3.5 presents the message overhead of the user node and server node. The overhead 

includes 2 bytes of identification, 8 bytes of timestamp, and 4 bytes of MAC. 
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Table 3.6: Cryptographic operations 
 

Number of encryption /decryptions by user node 2 

Number of encryption /decryptions by server 2 

Number of MAC generation by user node 2 

Number of MAC generation by server node 2 

 
 

Table 3.6 presents the number of cryptographic operations for the transmission and reception 

of messages for the authentication approach. 

 

5. CONCLUSION  
Although medical sensor networks used in healthcare applications have many advantages, they 

also present security and privacy problems for patients. The development of technology has 

made it possible to communicate electronic medical data for telemedicine through a network. 

Data may be intentionally misleading, though. Thus, it is essential to safeguard the information 

against abuse. Hashing is a fundamental technique for protecting the original message. The 

chapter describes a novel approach to improving health data securely transmitted across 

multiple channels. If a message is received, hashing can quickly determine whether it is 

authenticated. Hashing provides a high level of security for the privacy criteria. The original 

message has been divided into three parts using the proposed technique, and the split messages 

are then sent to various servers using multipath routing. The implementation of the multipath 

routing scheme improves transmission security. The findings of this technique outperform 

plain text communication in terms of privacy preservation for a WSN-based healthcare system. 
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CHAPTER 4 
 

SOURCE LOCATION PRIVACY PRESERVATION IN IOT-
ENABLED EVENT-DRIVEN WSNS 

 

WSNs that utilize the Internet of Things (IoT) have become increasingly popular in healthcare 

and monitoring applications due to their small size, scalability, and cost-effectiveness. Privacy 

preservation in healthcare, a process crucial for protecting patient location, involves 

obfuscation. The patient's original location is perturbed by a shift to a new location, aided by 

random displacement along the x and y coordinates.  A timestamp is added to prevent future 

value repetition. The weak adversary's role is limited to eavesdropping on the message (traffic) 

from the source to the healthcare provider, with the healthcare databases and the patient's 

source location remaining unknown to this weak adversary [182]. However, healthcare 

databases can be accessed by a strong adversary on the other hand. 

Location privacy protection (LPP) mechanisms should dynamically adapt the privacy level 

based on the sensitivity of the visited locations. Thus, differential privacy-preserving schemes 

can help achieve the privacy of a patient visiting a hospital by adding random noise to the user's 

location [183]. 

In a smart health system, patients' location information is periodically sent to hospitals, which 

helps hospitals provide improved healthcare services. The location information and the time 

stamp alone can reveal a patient's private information. In dummy location generation-based 

privacy protection mechanisms, a fake or dummy location is created randomly corresponding 

to each actual location, and only the dummy location information is sent to the destination 

[184].  

 

However, maintaining privacy for monitoring applications. To conserve energy, an event-

driven system must minimize traffic when no events occur but handle a large volume of data 

when an event is detected [173]. To safeguard source location privacy in WSN monitoring 

applications, this chapter suggests a framework for privacy protection. The chapter provides a 

comprehensive security study of grid-based deployment in wireless sensor networks. It 

describes three schemes aimed at protecting the location privacy of the source of events during 

event detection: Source Location Privacy for Event Detection (SLP_ED), Chessboard 
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Alteration Pattern for Source Location Privacy (SLP_ED_CBA), and Grid-based Source 

Location Privacy (GB_SLP) [76].  These schemes are designed to ensure that the location of 

the source generating the event remains confidential, thereby enhancing the network's security 

and privacy. It's important to note that these schemes are not about event detection but 

protecting the source's location and privacy during detection, which is a crucial distinction. 

Explanation 

• Event Detection Schemes: Typically focus on identifying and responding to specific 

events within the network. 

• Protecting Location Privacy: This policy ensures that the physical location of the 

source generating the event remains undisclosed to prevent attacks or unauthorized 

tracking. 

It becomes evident that the chapter's contribution is pivotal. It focuses on enhancing source 

location privacy during event detection in grid-based deployments rather than using event 

detection methods. 

The next section describes the proposed source location privacy preservation methodology in 

event-driven wireless sensor networks. A source node in environmental monitoring detects two 

types of events. These events can be critical or nominal. Upon detection of the event, gathered 

data is transmitted to the sink node. The algorithm selects a low-energy consumption path for 

nominal events [27]. For critical events, the algorithm chooses high-energy consumption paths. 

The main objective of an adversary is to reach the source node. The initial and final positions 

for an adversary are the sink and the source node, respectively. The adversary's initial position 

is at the sink node. From the sink node, the adversary backtracks to the source node. 

 

4.1  THE PROPOSED MODEL IN AN EVENT-DRIVEN WSN                       
 

This section presents the network model for event-driven WSN. The following are the network 

model's underlying assumptions: 

a) The Base Station (BS) is positioned in a rectangular area of interest. 

b) All network nodes are aware of the position of the single destination node (BS). 

c) The nodes are densely distributed and remain stationary after deployment. 

d) The placement of the source is random in the region of interest. 

e) The network’s nodes meet the coverage and connectivity threshold criteria. 

f) The adversary's monitoring radius and the sensor node's communication range are 
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equal for simplicity. 

g) A Passive attacker can only monitor the network’s traffic and not destroy the sensor 

network [171]. 

 

 

 
 

Figure 4.1: Chessboard Deployment plane for source location privacy 

 

 

 

Figure 4.1 presents the chessboard deployment plane for source location privacy. Important 
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performance indicators for maintaining source location privacy include energy consumption, 

packet latency, and safety period. The following metrics are used in the work. 

 

(i) Let the attacker reach from the designation node to the source node in time t. During 

this time t, the number of data packets the source node transfers is p packets to the BS. 

The value of p determines the safety level. 

(ii) Delay: The average time a packet takes from its source to its sink node. The packet's 

typical hop count from source to sink is utilized to determine the delay [176]. 

(iii) Energy Consumption: Energy consumption is defined as the average number of packets 

sent from the source node to the sink node for the safety period. The packet transmission 

and reception energy is used in the routing process [179]. This means that each node 

along the routing channel only sends and receives the packet once (see equations (1) 

through (3)). On the other hand, the source and destination nodes only have energy for 

transmission (Etrans) and reception (Erec), respectively. Transmission energy is 

proportional to the size of packets in (k) bits. Transmission energy is proportional to 

the transmitting and receiving node distance (d). The reception energy is proportional 

to the packet size (k). The packet size and distance are measured in bits and metres, 

respectively. The constants Eelec and εamp are taken as 50 nJ/bit and 100 pJ/bit/m2, 

respectively. Equations 4.1 to 4.2 are the energy consumed per hop in transmission and 

reception. Equation 4.3 is the total energy consumed per hop of transmission and 

reception by the sender and receiver node.  

                        E trans= ( Eelec*k  )  + (  εamp * k * d2  )                                          (4.1) 

E rec= ( Eelec*k  ) (4.2) 

E total = E trans + E rec (4.3) 

In real-life settings, the occurrences are either nominal or significant. A source node is capable 

of detecting both nominal and critical events. The suggested algorithm chooses a high-energy 

path for critical events, whereas, for nominal events, it chooses a low-energy path. Similarly, 

the proposed algorithm selects a high safety level for a critical event and a low safety level for 

the nominal path. 
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Figure 4.2: Initialization phase  

 
 

Figure 4.2 shows the initialization stage of the suggested approach. Each node broadcasts its 

identification, location, and hop count to the sink during this phase to its neighbors. Each node 

sorts its neighbors into one of three groups: farther set, equivalent set, or closer set after the 

startup phase. A node's closer set consists of neighbors closer to the base station than the node 

itself. The farther set includes all of a node's neighbors farther away from the base station than 

the node. The third group, known as counterparts, includes the node's neighbors that are at the 

same depth as itself about the base station. Each node assigns its neighbour to one of three 

categories after completing the initialization step successfully: a closed set, an equivalent set, 

or a further set. The source Location Privacy for Event Detection (SLP_ED) algorithm is used 

for nominal and critical events. 
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The SLP_ED algorithm takes the source node, destination node, priority of an event, and the 

number of hops as input. The algorithm chooses the neighbour in the farthest set from the 

current node in each iteration. The process continues for h hops. The algorithm moves into step 

II if hop_count equals h or a boundary node is encountered.  

The energy model is the standard model used in recent papers (Jan et al., 2019) and (Al-

Mistarihi et al., 2020). The two recent works are compared with the proposed approach. The 

energy comparison is only one parameter; however, the significant parameter is the safety level 

in our work for source location privacy preservation schemes. 

The privacy level or safety period is the number of packets sent successfully by the event-

detecting node before an attacker finds the node. Our work has two types of events: critical and 

normal. The safety level for a critical event is higher than that for a normal event. However, 

Proposed Algorithm (SLP_ED) 
StepI: 

//The random walk phase.  

//User-defined h hops 

if (message_priorityiscritical_event) 

{ 

for hop_count = 1: h hops 

{ 

if (currentnode is not the boundarynode) 

{ 

tempnode← (get-farthest-neighbor (currentnode)); 

send(tempnode); 

currentnode←tempnode; 

} 

} 

} 

If (message_priority isnormal_event) 

goto:StepII 

 

StepII:dynamic-shortest-path routing 

  Select dynamic-shortest-path routing from currentnode  to sink 
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normal events consume less energy.  

Two simulation environments have been created similar to custom-built simulators, and these 

have been available in recent research papers. Simulation environment I is a 250 m × 250 m 

rectangular grid, and simulation environment II is a 400 m × 400 m rectangular grid. The 

network is scalable with various deployment strategies, with different deployment areas in 

rectangular or circular deployment strategies. 

 

Two suggested nominal and critical event identification methods for source privacy 

preservation are SLP_ED and SLP_ED_CBA. If the message priority is normal_event, go to 

Step II. In Step II, select the dynamic_shortest_path routing from the current node to the sink. 

 In medical applications, the potential risks of an attacker finding the source of events are 

significant. This could lead to privacy breaches, targeted attacks, or unauthorized surveillance. 

Therefore, it's crucial to understand what constitutes critical and nominal events, as it highlights 

the importance of protecting the source location. 

Motives for Attacking Source Location: 

1. Patient Privacy: Attackers might seek to discover the location of patients who generate 

specific health data, such as those undergoing treatment for sensitive conditions, to 

exploit their personal. 

The thesis discusses the source location privacy protection for IoT-enabled WSNs for 

monitoring applications. Three algorithms are proposed in the thesis. The chapter gives a 

security study of the grid-based deployment and describes three event detection source location 

privacy protection schemes for unattended asset/event-driven monitoring in hostile 

environments. The first algorithm, the SLP_ED algorithm, takes the source node, destination 

node, priority of an event, and the number of user-defined h hops as input.  For regular events, 

privacy preservation of the source node is less, and the packet is forwarded from the source 

node to the sink node using dynamic-shortest-path routing. However, for critical events (such 

as habitat monitoring applications for endangered species), the privacy preservation of the 

source node is required, and the proposed algorithm works in two steps. The first step proposes 

a backward random walk-up to user-defined h-hops. In the second step, min-hop routing is 

used to forward the packet from the phantom node to the sink node. 

 

The first algorithm is source location privacy for event-driven ( SLP_ED). It works on the idea 

of phantom routing to relay the packet to a distant node randomly to increase the network's 

safety level. The algorithm works in two steps: in step one, the packet is forwarded to the nest 
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hops (up to h hops) using backward random routing and then to the sink node with the help of 

a minimum-hop routing scheme in the second step. 

 

The second algorithm is an energy-efficient version of the source location privacy for event-

driven ( SLP_ED) and works on a chessboard alteration pattern (SLP_CBA). The sensor 

periodically changes the state from active to sleep in a chessboard pattern. Only half of the 

nodes are active at any given time, and the rest are in sleep mode. The active node changes its 

state and is in sleep mode. Similarly, the asleep node changes its state and is in active mode, 

similar to [115]. 

 

 The third algorithm selects a subset of the sensor nodes ( using a well-known sampling 

algorithm) outside the coverage area. The nodes in the triangle coverage area are not selected 

to work as phantom nodes. However, the nodes outside the coverage are the candidate set for 

the phantom node. To compute the triangle coverage, the user-defined input specifies the sink 

node's location and the coverage angle. 

 

Privacy preservation for IoT-enabled medical applications is discussed in Chapter 5. IoT-

enabled medical devices or smartphones collect data from the sensors and send the raw data to 

the application server, which stores them. A task of the utmost importance is to develop 

methods and tools for sharing data in a more hostile environment so that the shared data remains 

practically useful while individual privacy is preserved. This undertaking is called privacy-

preserving data publishing (PPDP).  Chapter 5 discusses k-anonymity, randomness and other 

methods to preserve data privacy in medical applications.  

Chapter 5 also presents the framework for the knowledge graph for sharing the data across 

medical organizations.  

The next paragraph presents the Source Location Privacy for Event Detection with a Chess 

alteration pattern (SLP_ED_CBA). 

SLP_ED_CBA algorithm takes the source node, destination node, priority of an event, number 

of hops, and active nodes as input. The algorithm chooses the neighbour farthest away from 

the current node in each iteration. The process continues for h hops. The algorithm moves into 

step II if hop_count equals h or a boundary node is encountered. For both step 1 and step 2, the 

active nodes alter in a chessboard manner. Only half of the nodes are active at any given time, 

and the rest are in sleep mode. The active node changes its state and is in sleep mode, and the 

asleep node changes its state and is in active mode. 
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Step 1 in the source location privacy leads to an increase in safety level. Figure 4.3 shows the 

chessboard alteration (CBA), consisting of active and sleeping sensors and alternating stages. 

As shown in Figure 4.3, the deployment plane is divided into a chessboard pattern with black 

and white nodes or sleep and active nodes. The adversary traces back the route from the sink 

to the BS. An opponent's initial and final locations are the base station and source node.  

Proposed Algorithm (SLP_ED_CBA)  

Step 1:  
//The random walk phase.  

//User-defined h hops 

 

If (message_priority is critical_event)  
{ 

  for hop_count = 1: h hops 

 { 

    if (current node is not the boundary node) 

   { 

temp node← active_node ((get-farthest-neighbor (currentnode))); 

       send(temp node); 

currentnode←tempnode; 

    } 

 } 

} 

 

If (message_priority isnormal_event) 

goto: Step II 

 

Step II: dynamic-shortest-path routing 

  Select dynamic-shortest-path routing from current_node to sink 
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Figure 4.3: SLP_ED_CBA with chessboard alteration (CBA) pattern 

 

In the first step of the algorithm, a sensor node sends an information packet to a remote node 

referred to as the virtual sensor node. Each node then forwards this packet to a designated 

neighbour on its farther list, selected by a specific process that repeats for a set number of hops, 

denoted as h1. The second phase involves the packet moving towards the base station with 

fewer nodes involved. The next paragraph presents the Adversary strategy for backtracking 

from the sink node to the source node. Two strategies, strategy I and strategy II, are discussed 

in the following paragraph. 

An adversary's starting location is a sink node or base station. The attacker observes packet 

transfer to the sink node while waiting near it. The attacker locates the immediate sender node 

in the event of packet transmission. The sender node performs the one-hop transfer between 

the sink and attacker nodes. The immediate circumstance is where an adversary is if they use 

either Adversary strategy I or II, as shown in Figure 4.4. The attacker observes the incoming 

packet transmission. The attacker moves hop-by-hop, starting from the sink node and reaching 

the event location. When the attacker reaches the source node, the process ends. 
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Figure 4.4: Types of Adversary Strategy 

 

(i) Adversary strategy—I: If an adversary has not visited the node, the 

adversary goes to the immediate place. The nodes are not visited again. This is done to 

avoid switching between nodes that have previously been visited. 

 

(ii) Adversary strategy - II: The opponent may return to the nodes and move to a 

more proximate location. 

The grid-based Source Location Privacy (GB_SLP) scheme is presented below. 
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One simple sampling method with an O(n) time complexity is reservoir sampling. Reservoir 

sampling can now be described as follows: The set S′ initially contains n elements. The 

reservoir sampling selects (sample) a subset S′′. The sampling is random in nature, as presented 

below.  

 

Proposed Algorithm:  

 

Step 1:  

Wait for an event () 

if (event ()) 

sendalarm_packetto sink_node in secure manner 

send source_id to sink_node in secure manner 

           upon receipt of event information by sink_node 

                sink_node computes the coverage_area  

      select a set S′ (phantom nodes) outside coverage_area // use Equation 4.4 to 4.9 

     select a set S′′ (phantom nodes) using reservoir sampling  

     source_node receives the set S′′  

 

Step 2: 

select phantom_node from S′′ 

delete the selected phantom_node from S′′ 

send the packets from source_node to phantom_node 

Step 3: 

Route the packet using dynamic shortest path routing from phantom_node to 

sink_node 

 

if( S′′  != φ) 

 goto: Step 2 

else 

 goto: Step 1 

 
 
 
 



 
 

71 

 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

Figure 4.5: Grid_SLP (Selection of phantom nodes) 

// reservoir_sampling(phantom_nodes) 

for count=1 uptocount =c 

reservoir[count]: =S′[count] 

 

for count= k+1 upto count = n 

temp: =random_integer(1, count) 

if(temp<= c) 

reservoir [temp]:=S′ [count] 
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Figure 4.6:GB_SLP deployment area with triangle coverage 
 

Using a coverage algorithm and sampling, a grid-based source location scheme chooses the 

phantom nodes. The nodes in the triangle coverage area are not selected to work as phantom 

nodes. However, the nodes outside the coverage are the candidate set for the phantom node 

(refer to Figure 4.5). To compute the triangle coverage, the user-defined input specifies the 

sink node's location and the coverage angle.  The distance, denoted by d, between the sink and 

source nodes, is shown in Figure 4.6. The triangle covers the point if both conditions (4.8 and 

4.9) are satisfied and the sink is placed at (0, 0). These candidate nodes are sampled using a 

well-known reservoir sampling algorithm. These sampled nodes are the candidates for the 

phantom nodes in the grid-based source location privacy scheme. 

 

x1 = x -sx    (4.4) 

y1= y-sy     (4.5) 

                               x′ =   cosα × x1+ sinα × y1        (4.6) 

                                 y′ = - sinα × x1- cosα × y1           (4.7) 
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                                                      x′ ≤ d    (4.8) 

                                               (L/ 2d) × x′   ≤ y′     ≤ (L/2d) × x′            (4.9) 

 

 

4.2 PERFORMANCE ANALYSIS FOR SECURITY 

 

Let shortest_path take phops from the source_node to the sink_node. Assume τhop is the time 

required by the attacker to backtrack one hop. Thus, the total time an attacker requires can 

easily be calculated as the product of sphopsand τ (time unit). 

The total number of hops required from the source_node to the phantom_node in our suggested 

method GB_SLP is Hsrc, ph hops. Further, assume that the total number of hops required from 

phantom_nodeto the sink_node is given by Hph,snk. Equation 4.10 now gives the total time to 

trace back.  

( Hsrc,ph + Hph,snk) × τhop     (4.10) 

sphops× τhop≤(Hsrc,ph + Hph,snk) × τhop                          (4.11) 

Equation 4.11 compares the time required by the shortest path and routing via phantom_node. 

As shown in Figure 4.6, the phantom_node is positioned beyond the triangle's coverage. 

Compared to the shortest_path method, the GB_SLP technique offers a higher safety level. The 

safety level can be further improved by replacing the phantom nodes after every Tps duration, 

as shown in Equation 4.12. 

 
Tps≤ MIN(Hsrc,ph× τhop , Hph,snk×τhop)               (4.12) 

Additionally, let's assume that there are Nph phantom_nodes available. In that case, the overall 

level of security can be improved by (Refer to Equation 4.13): 

 

sphops×τhop≤     Nph× MIN (Hsrc,ph× τhop , Hph,snk× τhop )    (4.13) 

Equation 4.14 presents the minimum value from the source_node to the phantom_node.   

 

SPhops× τhop≤     Nph× ( Hsrc,ph× τhop)                    (4.14) 
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Equation 4.15 presents the minimum value from phantom_node to the sink_node. 

 

SPhops× τhop≤     Nph× (Hph,snk × τhop)                   (4.15) 

 

Assume Tactive is the time the source_node is sending the data. If the following condition is met, 

the attacker cannot locate the source node (Refer to Equation 4.16). 

 

Tactive≤     Nph× MIN(Hsrc,ph× τhop , Hph,snk× τhop )  (4.16) 

4.3  LIMITATIONS 

(i) First Algorithm: SLP_ED 

SLP_ED (Source Location Privacy Event Driven) 

• Objective: Provide location privacy using event-driven mechanisms to obscure the 

source location. 

• Limitations: 

• Event Overhead: Event-driven mechanisms can introduce significant 

overhead, especially in environments with frequent events. 

• Predictability: If the event-driven patterns become predictable, attackers may 

still be able to infer source locations. 

(ii) Second Algorithm: SLP_ED_CBA 

SLP_ED_CBA (Source Location Privacy Event Driven with Chess Board Alteration) 

• Objective: Improve upon SLP_ED by introducing the Chess Board Alteration (CBA) 

method to enhance privacy and reduce predictability. 

• Improvements: 

• Chess Board Alteration: This technique involves altering the communication 

pattern to resemble a chessboard, which helps obscure the source location more 

effectively. 
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• Unpredictability: The CBA method introduces higher unpredictability, making 

it more difficult for attackers to deduce the source location based on event-

driven patterns. 

• Limitations: 

• Complexity: The introduction of CBA increases the algorithm's complexity and 

may require more sophisticated management. 

(iii) Third Algorithm: Grid-Based 

Grid-Based Approach 

• Objective: Enhance location privacy by organizing the network into a grid structure, 

allowing for more efficient routing and energy management while maintaining the 

benefits of event-driven privacy mechanisms. 

• Improvements: 

• Structured Routing: A grid-based structure allows for more systematic and 

efficient routing, reducing energy consumption and improving scalability. 

• Enhanced Privacy: The grid structure can integrate advanced privacy 

mechanisms more effectively, offering better protection against location-based 

attacks. 

• Limitations: 

• Initial Configuration: Setting up a grid-based structure may require substantial 

initial configuration, which can be challenging in dynamic or large-scale 

environments. 

• Maintenance: Maintaining the grid structure can be complex and resource-

intensive, especially with changing network conditions (e.g., node mobility 

varying energy levels). 

4.4 SIMULATION AND RESULTS 
The section compares the proposed approach to current techniques by presenting two 

simulation environments and parameter settings. 

The simulator is a custom-built simulator. The simulation results are obtained for our proposed 

approach and compared with existing approaches (Al-Mistarihi et al., 2020) and (Jan et al., 

2022).  Two simulation environments have been created similar to the built simulators available 

in recent research papers [114][115].  Simulation environment I is a 250 m × 250 m rectangular 
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grid. Simulation environment II is a 400 m × 400 m rectangular grid. The network in each 

scenario is modelled using our custom simulator written in C with the Windows platform. 

 

Simulation Environment I 

A 250 m × 250 m rectangular grid serves as the simulation setting. In the grid-based 

deployment, the nodes are uniform. The simulation assumes the sensor node, base station, and 

adversary operational communication range are ten metres. Nodes are classified into two 

categories. Type-1 nodes may detect critical events, whereas type-2 nodes can detect nominal 

events. 

Moreover, the proposed system requires high confidentiality for critical events and low 

confidentiality for nominal events. The nodes are distributed densely to ensure extensive 

network coverage and connectivity. The size of each packet in this study is 2048 bits. The 

forward-random walk and shortest-path algorithms are compared to the SLP_ED methods. The 

shortest path algorithm determines the optimal route between the source and sink nodes. On 

the other hand, the forward-random walk randomly chooses the next node from a list of 

neighbour nodes in each iteration to reach the sink node. The forward-random walk and shortest 

path algorithms provide a similar route for nominal and critical events. 

The following are the energy transmission and reception criteria in the simulation environment. 

The values for Eelec and εamp are taken as 50 × (10-9) Joules/bit and 100 pico-Joules/bit/ m2 

respectively. 

The suggested method (SLP_ED) operates in two steps for critical event detection. The 

algorithm chooses the subsequent node randomly from the list of neighbours of the current 

node. The neighbour list contains nodes that are in the farther set. The packet travels for h hops 

in step 1. However, as soon as the packet reaches the boundary node, step 1 is terminated, and 

step 2 is initiated. When a significant event occurs, the value of h is greater than one. This is 

reasonable as critical events require higher safety levels.  The nominal event is zero when no 

privacy restrictions are present. The packet travels the shortest route to the sink during the 

second phase. In step 2, the SLP ED and SLP ED CBA algorithms use a dynamic shortest path 

to reach the sink node. 
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Figure 4.7: Safety level for adversary strategy 
 

 

The sink node is the adversary's starting location. The adversary uses strategy-I or strategy II 

to backtrack from the sink node to the source node hop-by-hop. Figure 4.7 shows the safety 

level for attacker strategies. Adversary Strategy II's safety level rises in the suggested system. 

As shown in Figure 4.7, the safety level increases for adversary strategy II whenever the 

distance between the source and sink increases. The sink node's position is (240 m, 240 m). 
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Figure 4.8: Plot of average hop length 

 

More packets can be sent from the source node to the sink node in Strategy II. This is because 

the adversary position alternates between unvisited and visited nodes. Figure 4.7 depicts the 

SLP_ED critical event scheme. The coordinates of the source location sites are: (30 m, 190 m), 

(70 m, 190 m), (110 m, 190 m), (150 m, 190 m) to (230 m, 190 m) in 40 m increments. The 

results suggest that SLP_ED delivers a higher safety level for critical events. The average hop 

length plot for critical events for the SLP_ED scheme is shown in Figure 4.8. 
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Figure 4.9: Energy consumption (mJ) for (SLP_ED) 

 

The energy consumption in a network versus the source location for the SLP_ED technique is 

shown in Figure 4.9. The energy is measured in milli-Joules. The six source sites are spaced 

40 m apart and range from (30 m to 190 m) to (230 m to 190 m). Sink and opponent coordinates 

are at (240m, 240 m). The user-defined value for h hops is taken as four for step I. The 

algorithm uses the shortest path for step II. The suggested plan offers a better safety level. The 

SLP_ED approach, on the other hand, consumes more energy than forward routing. 

 



 
 

80 

 
Figure 4.10: Safety level and Average hop length Correlation 

 
Figure 4.10 for (SLP_ED) shows the relationship between the average hop length and the safety 

level. As the average hop length and safety level value increase, this leads to path diversity. 

 

Simulation Environment II 

A 400 m × 400 m rectangular grid serves as the simulation setting. In the grid-based 

deployment, the nodes are uniform. The deployment area is divided into 64 clusters, and 441 

sensor nodes are deployed in the network. The node changes its state between active and sleep 

nodes periodically. The active and sleep nodes represent the chessboard deployment pattern. 

The nodes on the white portion of the chessboard deployment pattern are active, and the black 

portion is in sleep mode. On changing state, the active nodes are in the sleep node and vice-

versa.  All sensor nodes, base station, and attacker have a communication range of 100 meters, 

and the opponent employs Strategy II. The source node coordinates are (140, 120), (160, 120), 

and (200, 120). Simulation environment II takes the sink node coordinates as (300 300) meters. 
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The researchers suggest the Dynamic Shortest Path Scheme (DSP) algorithm, which chooses 

the next_hop node based on the current_node location. The selection strategy for the next_hop 

node in the dynamic-shortest-path algorithm considers the two factors. The first is the distance 

of the node from the base station. The second is the residual energy among the candidate nodes. 

The DSP technique deploys in a checkerboard pattern, creating a fresh cluster head after each 

round. The active and sleep cluster zones are switched off according to the chessboard 

deployment pattern. To address the privacy preservation challenge, the researchers (Jan et al., 

2019) propose arranging sensors in a checkerboard pattern called Energy-efficient Source 

Location Privacy Protection (EeSP). Sensor nodes in the white and black regions alternate 

between the awake and sleep states to save energy across the network. 

 

Two packets are sent to the sink in the first epoch over separate routes. These packets use the 

active zones only, as half of the nodes are in inactive or sleep mode. In the next epoch, the node 

changes state, and the sleep node becomes active. Two packets are delivered via separate routes 

in the second epoch. Thus, only half of the nodes are active in the chessboard deployment 

pattern.  

 In both epochs, the algorithm chooses nodes with higher residual energy than nodes in other 

regions and are closer to the sink.  

The proposed method, called source location privacy for event detection (SLP_ED), is 

executed in two ways: with or without the Chess Board Alternation (CBA) pattern. In each of 

its iterations, the algorithm chooses the farthest neighbor from the current node. The process 

continues for h hops. The algorithm moves into step II if hop_count equals h or a boundary 

node is encountered. For both step 1 and step 2, all the nodes are in active mode without a CBA 

pattern. However, in SLP_ED_CBA, half of the nodes are in an active state, and the rest half 

is in a sleep state. For both step 1 and step 2, the active nodes alter in a chessboard manner. 

 



 
 

82 

 
 

Figure 4.11: Safety level for the algorithms 
 

 

Figure 4.11 shows the safety levels for four algorithms. SLP_ED and SLP_ED_CBA are the 

two proposed algorithms. The safety levels of the proposed algorithms are compared with the 

EeSP and DSP algorithms. As shown in the figure, the safety levels of the proposed algorithms 

are higher than those of EeSP and DSP schemes. A random walk in the opposite direction 

caused an increase in safety levels. 
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Figure 4.12: Average hop length for algorithms 
 

 
Figure 4.12 shows the average hop length for four algorithms. The two proposed algorithms 

are SLP_ED_CBA and SLP_ED. The parameters of the proposed algorithms are compared 

with those of the EeSP and DSP algorithms. The average hop length of the proposed algorithms 

is higher when compared to EeSP and DSP schemes, as shown in the figure. A random walk 

in the opposite direction caused the increase in the average hop length. However, the increase 

in average hop length leads to an increase in the energy consumption in the network, as shown 

in Figure 4.13. 
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Figure 4.13: Energy consumption for the algorithms 

 

The above-mentioned Figure 4.13 depicts the overall energy consumption at three different 

source locations in hops for four algorithms. The results demonstrate that our approach uses 

more energy than the suggested scheme. On the other hand, the proposed strategy provides a 

better safety level. Our proposed approach and comparison with existing approaches (Al-

Mistarihi et al., 2020) and (Jan et al., 2022). 
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4.5  CONCLUSION  

Privacy preservation is a crucial concern in Wireless Sensor Networks driven by events. 

The study contrasts SLP_ED with Forward Random Walk (FRW), Dynamic Shortest Path 

(DSP), and EeSP for various deployment scenarios. Nominal events require shorter hop 

paths with lower delay and less energy consumption. On the other hand, critical events 

require higher hop length with high delay and more energy consumption in the network. 

EeSP and DSP algorithms are compared with SLP_ED_CBA and SLP_ED on three 

parameters: energy consumption, average hop length, and safety levels for two deployment 

scenarios. Compared to DSP and EeSP systems, SLP_ED_CBA and SLP_ED offer higher 

degrees of safety. 

Nonetheless, SLP_ED_CBA and SLP_ED consume more energy and have longer hops on 

average. The work can easily be extended to mobile and heterogeneous node deployment 

scenarios. The main idea of monitoring applications is to control the trade-off between 

location privacy and energy efficiency. In contrast, healthcare monitoring is to control the 

trade-off between location privacy and service utility. 

The future scope of the work can be summarized as follows: for a real-world environment, 

the two-deployment plane can be extended into a three-dimensional plane. In addition, the 

work can be extended to Location Privacy Preservation with multiple source locations for 

healthcare and monitoring applications. 
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CHAPTER 5 

 

DATA PRIVACY PRESERVATION SCHEME 

 
Medical cyber-physical systems integrate a network of medical equipment, which is essential 

to healthcare. The security and privacy of medical data are, without any doubt, one of the main 

issues in the design of a Medical cyber-physical system. Significant progress in processing 

power over the last decade has allowed numerous academics to successfully apply several 

machine intelligence health applications. Machine Learning applications can provide valuable 

information to all stakeholders in the healthcare system. The data can facilitate patient care and 

diagnose diseases initially [180]. Better treatment is made possible by early disease 

identification. For example, it would be helpful if a doctor knows a patient's risk for a particular 

disease based on lab test results and family history. However, machine learning algorithms for 

healthcare applications are privacy-sensitive. The issue of data privacy is gaining importance 

in healthcare applications. Several privacy preservation algorithms for healthcare applications 

are available in the literature. Machine learning algorithms require large quantities of training 

data. The challenges for data privacy in healthcare applications are associated with machine 

learning algorithms. This chapter presents various Machine Learning Classification 

Techniques for a healthcare dataset. Further, we give privacy preservation techniques for the 

healthcare dataset. We compare six machine learning classification algorithms and observe that 

Support Vector Machine (SVM) performs better than other techniques. The original dataset is 

preserved by applying privacy-preservation techniques to the data. The work also explores data 

preservation techniques to secure machine learning models from leaking sensitive information. 

We observe that employing a single privacy-preserving technique could not provide optimal 

results. 

 

Applications for medical services often use "knowledge graphs" to benefit all parties involved. 

For certain cases, the professionals might consult with other emergency rooms or consult 

knowledge graphs to learn more about the patients' past. Patients can essentially use a simple 

interface or a Chabot framework to query the "knowledge graph" for the location of the closest 
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expert with a high evaluation [76]. Physicians may question the information diagram for a 

family of conventional drugs, and they can also tell one drug from another by its salt. The work 

makes an engineering suggestion for a "Knowledge Graph" in the context of medical services. 

A crucial requirement for a clinical area is protection and conservation. The work offers 

protective protection approaches for "Knowledge graphs" used in applications for medical 

services. This chapter has focused heavily on machine learning algorithms for healthcare data 

analytics. 

Privacy-preserving in healthcare data analytics refers to the techniques and methods used to 

protect sensitive patient information while allowing for effective data analysis.  

Knowledge graph construction for better understanding of the data or insights into data. 

 

5.1  INTRODUCTION 
Recently, machine learning has become very popular for gathering beneficial data for business 

and scientific research applications in the healthcare sector. Healthcare data is sensitive as it 

contains the patient's personal information. Thus, privacy is a significant issue for healthcare 

applications. Machine learning helps doctors notice disease at the initial stage of the disease, 

leading to necessary medication. Figure 5.1 illustrates the various machine-learning 

techniques. Supervised, unsupervised, and reinforcement learning are the three main subfields 

of machine learning. The phrase "predictive learning" relates to supervised learning. Using data 

from similar items that correspond to the class of the unknown item, a machine can predict the 

class of the item. Descriptive learning is another name for unsupervised learning [175]. By 

combining related objects, a system can identify patterns in unidentified objects. In 

reinforcement learning, a computer learns to act independently to accomplish objectives. 
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Figure 5.1: Types of Machine Learning 

 
People have recently become increasingly concerned about privacy issues in healthcare and 

other applications. Current e-healthcare systems, on the other hand, lack privacy and user trust. 

Sharing a patient's information would severely threaten data privacy. Further, a breach of 

privacy leads to moral, legal, and social problems. Summarization, data separation, and data 

obfuscation are popular privacy-preserving techniques. We now present some popular machine 

learning algorithms and privacy preservation techniques. 

Mining data sets spread across many parties has recently become essential without disclosing 

further private information [1]. The authors discuss the big data life cycle [2]. Data 

anonymization and encryption are imperative approaches in the privacy preservation of big 

data [3][4][5]. Suppression and generalization are two k-anonymity strategies. The provided 

data may become less helpful to receivers of excessive anonymization [2]. Secure multiparty 

computation is a mechanism to calculate a function without disclosing its private inputs [5] 

[6][7][8]. 

Health systems share the data horizontally or vertically [9]. The author proposes a horizontally 

separated training scenario with records provided to learners and presents a vertically 

partitioned training dataset with attributes distributed to learners [1] [9]. 

The authors suggest an architecture that combines horizontal and vertical data distribution for 

medical applications [10]. The authors propose a method combining vertical and horizontal 
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partitioning [11]. The objective of vertical partitioning is to induce diversity among learners. 

The primary purpose of horizontal partitioning is to generate diversity among several 

classifiers. To achieve a trade-off between data privacy and data utility, the authors propose 

maintaining privacy by rearranging various properties of big data [12]. The authors present a 

survey on multiple classifier systems [13]. Results show that multiple-classifier systems 

outperform single-classifier systems [13]. The authors discuss strategies for horizontally 

partitioned data to carry out PCA computing [14] [15] [16]. Data contributed by various 

participants are horizontally divided in the data space [15]. The authors investigate secret 

sharing framework-based PCA computation for horizontally partitioned data [15]. Privacy 

maintaining Knowledge Graph (KG) becomes a key research question to tackle [17]. 

 

The data set is accessible online in .csv format from UCI's machine learning repository [18]. 

Preliminary data analysis and preparation have retained only those features containing adequate 

information [18]. 

The description of the chosen dataset is now shown. The dataset used has 50 columns and 

101767 rows. Age, Number of Diagnoses, Number of Emergency Visits, Number of Inpatients, 

Number of Lab Tests, Number of Medicines, Number of Outpatient Visits, Number of 

Procedures, and Duration in Hospital are the features selected for the study. The visualisation 

of the chosen dataset is now being presented. 

Data visualisation is the presentation of data in pictorial or graphic format. It helps people 

understand the importance of information in a simple, easy-to-understand format by 

summarizing and presenting large quantities of data to communicate it clearly and effectively. 
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           Figure 5.2 (a): Plot of the number of lab procedures versus time in the hospital 
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Figure 5.2 (b): Plot of time in the hospital versus age 
 

Figure 5.2 (a) plots a bar chart between the numbers of lab procedures versus time in the 

hospital. The number of lab procedures is directly proportional to the time in the hospital. 

Figure 5.2 (b) plots time in the hospital versus age. The plot for the time in hospital for three 

cases: case 1 is no readmission, whereas case 2 and case 3 are readmission greater than 30 days 

and less than 30 days, respectively. As shown in Figure 5.2 (b), the time in the hospital 

increases with age. 

 



 
 

92 

 
 

Figure 5.2 (c): Plot of heat map 
 
 
Figure 5.2 (c) plots the heatmap for the diabetes dataset. A heat map is a method to view the 

data showing the magnitude of a two-dimensional colour phenomenon. The colour variation 

can vary with hue or intensity, providing clear visual indications of how the phenomenon is 

clustered or varies across space. The smaller dark grey or black pixels represent the larger 

values, and lighter squares represent smaller values. 

 

5.1.1 Classification Techniques: The classification technique predicts the dependent 

variable using independent features. The classification method consists of two steps: building 

the classification model (model training) comes first, and then applying the model to forecast 

class labels comes second. The test Set size is 25%, whereas the Training Set size is 75%. Age, 

Number of Diagnoses, Number of Emergency Visits, Number of Inpatients, Number of Lab 

Procedures, Number of Medicines, Number of Outpatient Visits, Number of Procedures, and 

Duration in Hospital are the chosen features (independent variables). The independent 
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variables are represented by a matrix "X"; the dependent variable, i.e., readmission of patients 

dependent on these independent variables, is denoted by a column vector, "Y". 

 

LOGISTIC REGRESSION: 

Logistic Regression follows a probabilistic approach to determining whether a particular event 

is going to occur or not. 

𝑔(𝑧) = "
("./!")

                                   ( 5.1) 

 

It uses the sigmoid function g(z), where z is the real value and output g(z) is between 0 and 1. 

The dependent variable Y is binary (0, 1) in the logistic regression, while the independent 

variables (X) are continuous. The logistic regression predicts the probability of Y being 1 given 

some X values. The logistic formulas for the probability of Y =1 are known as P. The chances 

of Y being 0 are (1 - P). 

ln(  P / ( 1 – P )  )  = a +  b X                               (5.2) 

 

The 'ln' symbolises a natural logarithm, and a+b X represents the regression line equation. The 

coefficients a and b are used in the equation. To prevent overfitting, we have selected only nine 

significant features. Since we need to make sure that features are on a similar scale, we perform 

feature scaling on our selected features, using the formula given below, xmin is the minimum 

value and xmax is the maximum value of that feature respectively. χi is the ith feature of the 

selected features. 

𝑥1( #$
#%&#!#%$'

                                            (5.3) 

  

RANDOM FOREST CLASSIFIER:  
 
An ensemble classifier is Random Forest. Ensemble learning is how several models, such as 

classifiers or experts, are systematically developed to address a particular issue in artificial 

intelligence. Random forest uses and combines many decision tree classifiers. The reason for 

using many trees in random forests is to sufficiently train the trees so that several models 

contribute to each feature. Following the creation of the random forest by combining the trees, 

the output of the several trees is combined using a majority vote. The simulation is done in 
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Python. The parameter "n-estimators" required in Python for this algorithm denotes the number 

of trees taken as 10 in this work. The second parameter used by this algorithm in Python is 

"Criterion". The algorithm criterion is set to "entropy”.  

Since we need to ensure that features are on a similar scale, we perform feature scaling on our 

selected features using the formula below: xmin is the minimum value, and xmax is the 

maximum value of that feature, respectively, and χi is the 𝑖23 feature of the selected features. 

 

𝑥1( #$
#%&#!#%$'

                                      (5.4) 

 

DECISION TREE CLASSIFIER: 

 
One of the most popular methods of classification is the decision tree method. The purpose is 

to create a model based on the functionality of the input vector variable that will predict the 

value of the output variable. Each node of a decision tree corresponds to one of the feature 

vectors. 

The decision tree classifier separates the dataset by different split lines. These split lines try to 

divide the dataset into various sections with different dimensions so that each section contains 

data points mainly of only one particular category and minimizes the entropy. This optimal 

split creates a tree-like structure in the background, which involves different decision (if-else) 

conditions. After creating these sections in our training set, we finally use them for our test set. 

We use each data point to identify which category or section they fall under and assign them 

their respective category. 

The predictions for all data points are 0 and 1 in a "speed" column vector, which we compare 

with our test set data of the "y" column vector. This helps us determine the accuracy of our 

results with the help of the confusion matrix created. The algorithm is simulated in Python. 

Further, the Criterion is a parameter we must set in Python for the decision tree algorithm. The 

criterion is set to "entropy" for this algorithm. 

 
K-NEAREST NEIGHBORS CLASSIFIER: 
 

 The training data set, test data set, and several neighbours are the inputs for the kNN algorithm. 

The algorithm selects the number of neighbour as five. The algorithm computes the closest 'k' 
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training data points whose distances are the least from the test data points. Following this, the 

test data point maps to the majority class label in the training data. The distance between data 

points is computed based on Euclidean distance. The distance between two points is called the 

Euclidean metric in Euclidean space. Manhattan, Minkowski, Chebyshev, etc., are other 

metrics used in work. Since we need to ensure that features are on a similar scale, we perform 

feature scaling on our selected features. 

We present a kNN demonstration via a diagram. The plot of the training data set with the two 

independent variables x1 and x2 is shown in Figure 5.3 (a). The training data set's dependent 

variable, displayed in black and red as 1 or 0, is 1 or 0. For the prediction of the test data set, 

we select the number of neighbours as five, as shown in Figure 5.3 (b). As shown in the figure, 

three of five neighbors belong to the red class; test data is either red or 0. 

 

 
Figure 5.3 (a): Training data 
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Figure 5.3 (b): kNN Illustration 

 

SUPPORT VECTOR MACHINE (SVM) CLASSIFIER:  

A Support Vector Machine classifier is used for both regression and classification. Support 

Vector Regression (SVR) is the name for solving a regression problem. 

 

When we have a linearly separable group of points of two different classes, the goal of the 

SVM is to find the separation between classes or hyper-planning. Separating two classes 

ensures that the perpendicular distance between the nearest points in each class is maximum.  

 

Figure 5.3 (c) shows the plot of two independent variables, x1 and x2, for different data points. 

The figure illustrates a hyperplane separating data points into two classes: red and black colour. 

Since the test data points fall in the red region, red is allocated to test data points. 
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Figure 5.3 (c): SVM illustrations 
 
 

NAIVE BAYES CLASSIFIER:  

Within the algorithm of the Naive Bayes classifier, Bayes' probability theorem calculates 

conditional probability, i.e. the likelihood of an event supported by previous data accessible on 

the events. 

The naive Bayes Classifier relies on Bayes’ theorem for its predictions. Bayes’ theorem talks 

about conditional probability as shown, 𝑃(𝐵|𝐴) to represent the probability of event B, given 

that it has already occurred, and represents the probability of event A, given that B has already 

occurred. Naive Bayes’ Classifier uses Bayes’ theorem as shown below 𝑃(𝑦|𝑥) = 4(5|7)4(7)
4(5)

 

Here, P(y) denotes Prior Probability, P(x) denotes Marginal Likelihood, P (x|y) denotes 

Likelihood, P (y|x) denotes Posterior Probability, x denotes matrix of independent variables, 

and y denotes column vector of the dependent variable.  These probabilities need to be 

calculated in order.  
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To calculate the marginal likelihood, we plot the dataset in n-dimensional space and choose a 

circle with a radius of our choice around the data point whose prediction we must make.  

To calculate the marginal likelihood, we plot the dataset in n-dimensional space and choose a 

circle with a radius of our choice around the data point whose prediction we must make.  

 

P(x) =  8$.$:	;1<1=>?	$@;/?A>21$B;(B$.$:	C$1B2;	=71BD	1B	E1?E=/)
F$2>=	G@;/?A>21$B;(2$2>=	H>2>C$1B2;)

                                    (5.5) 
 

 
Similarly, for calculating likelihood, we choose the numerator as several similar observations 

favourable to y and the denominator as total observations favourable to y. The posterior 

probability is calculated as one of the results is greater than or equal to 0.5. Since we must 

ensure features are similar, we perform feature scaling on the dataset. 
 

5.1.2 KNOWLEDGE GRAPH (KG)  
 

A knowledge graph (KG) handles hubs and edges like a traditional chart. Yet, it differs from 

the "standard graph" since the components of this current reality, connections, and meanings 

are structured [1]. A couple of the representational schemes used in the "knowledge graph" are 

the "Property graph" and the "Resource Description Framework (RDF)". Neo4j uses a 

designated "property graph" to address a "knowledge graph." A material having zero or more 

qualities is referred to as a hub [2]. Similarly, a relationship between two hubs might have at 

least zero attributes. The subject-predicate-object triples are stored away substantially more in 

the RDF structure. For instance, the triple (abc, name of, patient) is used. For applications in 

medical care, RDF supports a variety of tiered information models and social information 

models. An associated graph with a substance, connections enriched with semantics to such a 

degree that mind-boggling decisions are successfully made for medical services, is known as a 

"knowledge graph" for medical services. Moreover, the Knowledge Graph-based Decision 

Support System (DSS) supports professionals in the medical field, such as specialists and 

doctors [3]. The need for DSS was realised worldwide, including in India, during the 

coronavirus pandemic from 2019 to 2021. In India, in particular, the medical services sector is 

struggling with a severe labor shortage due to the disparity between the population and the 

number of medical services specialists. Clinical "knowledge Graphs" or "knowledge Graphs" 

for medical services support the framework for medical services in this way. The "knowledge 

graph" categorization is shown in Figure 5.4 [1]. 
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Figure 5.4: KG Categorization 

 

A thorough classification of the current study's clinical "knowledge graph" into three groups: 

"knowledge-representative learning, knowledge acquisition, and applications." The study 

suggests the creation of a "knowledge graph" for the medical services field in light of 

engineering and metaphysics. Additionally, the therapeutic "knowledge graph" engineering 

incorporates protective practices. Given the vast amount of information available for the 

treatment of diabetes, the designers discuss the enhancement of a data architecture [4]. The 

framework gathers various data from many sources, preprocesses the data, and stores it as a 

data set. A "knowledge graph" can be added to the architecture to aid collaborators in the 

clinical field. The remainder of the work is divided into sections: Segment 3 follows section 

2, which addresses the linked work. Segment 2 discusses the usage of information diagrams 

in the medical services sector and KG protection and conservation. The diagram is suggested 

for applications in medical services in segment three of information engineering. 
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APPLICATIONS OF KNOWLEDGE GRAPH 

 

KG is used to find the manufacturer of a certain medication, the standard salt, or the drug that 

is most often prescribed. The medical services sector uses a manual process to create summary 

notes and review patients' clinical histories or connections to earlier contextual investigations 

to provide therapy. The electronic health record (EHR) reconciliation using the information 

diagram can help speed up the conversation. Information diagrams can be a foundation for 

suggestions in the medical services industry. All partnerships with providers of medical 

services are included in the information diagram that illustrates the patient excursion. The 

occurrences include treatment, several days spent in the emergency clinic, trips to emergency 

clinics, etc. This information on the human body could be applied in procedures by 

professionals, specialists, and governmental organisations. KG helps to identify between 

multifunctional drugs, recognise networks, and locate the linked illness. The infection and side 

effects diagram made using Neo4j is shown in Figure 5.5. 

 

 
Figure 5.5: Property Graph 
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PRIVACY PRESERVATION FOR HEALTHCARE  

Information on medical services from different emergency clinics should be exchanged for 

experts' improved comprehension of an infection or the patient history. The huge array of 

medical services data includes sensitive information, including infection name, age, PIN code, 

postal address, phone number, religion, and other details. In large-scale information analysis, 

a few protection-saving strategies are implemented to preserve the information. Due to 

information sharing between insurance companies, emergency rooms, and other 

organizations, there is a risk to the privacy of individual information. An interaction known 

as anonymization modifies the diagram to maintain privacy [5-7]. It is common practice to 

use information transmission strategies like the level and vertical section of the information 

available from multiple sources for preservation and conservation. When the properties or 

segments are distributed over many locations in vertical appropriation, level apportioning 

maintains the sections or characteristics at various locations. Tables 5.1(a) and 5.1(b) outline 

the scenario when anonymization is applied to a dataset of medical services. 

 
Table 5.1 (a): Before applying anonymization on a healthcare dataset 
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Table 5.1 (b): After applying anonymization on a healthcare dataset 

 
      

 
 
 
 

5.2   PROPOSED WORK 
 

The proposed study predicts hospital readmission rates for different individuals using their 

HbA1c results and previous responses to diabetes diseases. The work includes a framework for 

privacy preservation in medical data. 

Machine learning healthcare applications extract useful information from data. However, 

privacy should be preserved when mining sensitive data. For example, medical research 

represents an important application that must both extract useful information and protect 

patient privacy. 
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Figure 5.6:  Flowchart for the machine learning process 

 

5.2.1 EVALUATION OF MODEL PERFORMANCE 
Evaluation of the proposed ML model shows the findings in the binary classification problem, 

letting TP, TN, FP, and FN have true positive, true negative, false positive, and false negative 

class labels. These metrics can be computed as the following:   

 

Sensitivity = TP /(TP +F N)                                                 (5.6) 

Precision = TP/(TP +F P)                                                     (5.7) 

Specificity=TP/(FP+TN)                                                       (5.8) 

F1−Score= TP/{TP+1/2(FP+FN)}                                        (5.9) 

Accuracy=TP+TN/{(TP+FP)+(TN+FN)}                              (5.10) 
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The statistical evaluation of the classification performance of the ML model 

is formulated and plotted the relationship between the observed values and predicted values by 

using the confusion matrix. The performance of the model is 

obtained by using the four categories of the confusion matrix.  We have obtained 

the classification Information from the confusion matrix. Various metrics (measures) can be 

used to evaluate a classifier's accuracy. True Positive (TP) and True Negative (TN) 

classifications are correct predictions. If an effect is wrongly forecast to be positive, if it is 

negative, it is called False Positive (FP). A result incorrectly predicted as negative when 

positive is called False Negative (FN). Euclidean distance, Manhattan distance, Minkowski, 

and Chebyshev metrics for different kNN classifiers are used in the thesis. 

Section  5.1.1 discusses the six classification techniques used in the work in detail. It evaluates 

model performance using a diverse range of six classifications discussed in Section 5.1.1.  We 

run six algorithms on the selected dataset. These include the Decision Tree Classifier, K-

Nearest Neighbors Classifier (KNN), Logistic Regression, Naive Bayes Classifier, Random 

Forest Classifier, and Support Vector Machine (SVM). The rows selected for the training and 

test sets are 75% and 25%, respectively. We consider 101767 rows and nine columns for the 

training and testing set. 

 
Figure 5.6 presents the flowchart of the proposed work. The three cases are as follows: the first 

is readmission in less than 30 days, and the second is greater than 30 days. The third case is the 

patient's no readmission. We run six algorithms on the selected dataset. Numerous algorithms 

include the Decision Tree Classifier, K-Nearest Neighbors Classifier (KNN), Logistic 

Regression, Naive Bayes Classifier, Random Forest Classifier, and Support Vector Machine 

(SVM). The rows selected for the Training Set and Test Set are 75% and 25%, respectively. 

We consider 101767 rows and nine columns for the training and testing set. The rows selected 

for the Training Set and test set are 76325 and 25442, respectively, in random order. Further, 

we group age features in [0, 10), [10, 20), ..., [90,100). The three prediction cases are as follows: 

Readmission in less than 30 days is (1, 0, 0) depending upon whether readmission in less than 

30 days is in a particular row. Similarly, readmission in greater than 30 days is (0, 1, 0) 

depending on whether readmission in greater than 30 days is in a particular row. No 

Readmission is (0, 0, 1) depending on whether No Readmission is in a particular row. We 

denote 'rg' as patient readmission in greater than 30 days, 'rl' as patient readmission in less than 

30 days, and 'rn' as no readmission of the patient. Based on the above criteria, the three 
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equations are as follows: 

rg= 1 - ( rn + rl)                                       (5.11) 

rl= 1 - ( rn  + rg)                                      (5.12) 

rn=1 - ( rg  + rl)                                        (5.13) 
 
Most of the time, 70 to 80 percent of the input data for supervised learning is used to train the 

model. The remaining 20–30% of the data are utilised as test data to confirm the model's 

effectiveness. The holdout method partitions the input data into training and test data and holds 

back some input data to validate the trained model. Cross-validation, a repeated holdout, is a 

particular variant of the holdout method. Cross-validation employs a non-replacement 

sampling strategy. There is a limit to the number of samples drawn using the cross-validation 

method. On the other hand, bootstrapping employs a sampling with replacement approach and 

allows for unlimited samples. We now present the metrics for the evaluation of the 

classification approach. 

 

5.2.2 METRICS FOR CLASSIFICATION 
 

The accuracy of a classifier can be assessed using a variety of metrics (measures). The number 

of accurate categories divided by the total number of categories determines how accurate each 

categorization model is. We are interested in the positive class, while the negative classes are 

those we don't care about (which may be combined into one negative class). Table 5.2 shows 

the four possible outcomes of one prediction on the test set. True Positive (TP) and True 

Negative (TN) classifications are correct predictions. If an effect is wrongly forecast to be 

positive, if it is negative, a False Positive is called (FP). False Negative is when a result is 

wrongly projected as negative when it is positive (FN). Table 5.2 displays the truth in the rows 

and the algorithm's decisions in the columns. The goal is to reduce the number of false positives 

and false negatives in the outcome. The term "confusion matrix" in Table 5.2 shows the 

prediction categories. 
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Table 5.2: Confusion matrix 
 

 
 

Let the data D = {x, y}. Let h(x,w) be a binary classification, and the hypothesized class is ŷ = 

h(x, w). In the confusion matrix, the pair of labels (y, ŷ) indicates each observation coordinate; 

the first mark indicates the matrix's row, and the second marks the column. 

 

The correct number of categories divided by their total number is the success rate. 

 

Success rate = IJ.IK
IJ.IK.LJ.LK

                         (5.14) 

 

A feature can provide information that resembles what is jointly offered by one or more other 

features. The relevance of features should be measured by how much information a feature 

offers. Distance-based similarity measures are the most common distance measure.  
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Let us use 𝑑1' to depict a distance metric or dissimilarity measure between patterns i and j. For 

patterns i and j, we have the vector of n measurements (, and (, respectively. 

 

Euclidean distance: Euclidean distance 𝑑1'is the most prevalent distance measurement. 𝑑1' is 

the distance between two patterns i and j. 

 

 

𝑡ℎ𝑒	𝑡ℎ𝑒	𝑑1= = JK𝑥"
(1) − 𝑥"

(')L
#
+ K𝑥#

(1) − 𝑥#
(')L

#
+⋯+ K𝑥B
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#
       (5.15)  

 

Manhattan distance: is the absolute difference and is given as: 

  

𝑑1' = ∑ M𝑥M
(1) − 𝑥M

(')MB
M("                                                                                        (5.16) 

 

Minkowski metric: The Minkowski metric (sometimes called alternative to the 𝐿C norm) is a 

generic type of metric for n-dimensional patterns. 

𝐿4O𝑥(1), 𝑥(')Q = R∑ M𝑥M
(1) − 𝑥M

(')M
4

B
M(" S

"
4N

                                   (5.17) 
 

 
Where p ≥1 is a selectable parameter. Euclidean distance results when p equals 2 and settings 
p=1 allow the distance from Manhattan. 
 

𝐿4O𝑥(1), 𝑥(')Q = T𝑥(1) − 𝑥(')T
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                                       (5.18) 
 
 
 
(Minkowski norm)  
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(Euclidean norm) 
 

										T𝑥(1) − 𝑥('T
=
= ∑ M𝑥'M
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M("                                                 (5.20) 
 
(Manhattan norm) 
This section presents metrics for machine learning. Measurements from machine learning 
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statistics have proven beneficial in Null Hypothesis; ANOVA, Chi-Square Test; Confidence 

Interval; P-values; t-test; t/Distribution; Z-scores, and other metrics. 
 

5.2.3 PRIVACY PRESERVATION IN HEALTHCARE AND 

CYBER-PHYSICAL SYSTEMS 
 

After extraction, the features are stored in a separate database, to which the data preservation 

techniques are applied. The concept of privacy preservation began with disclosing the data to 

the users in the first stage. Each stage raises a new question: whether we want to hide the 

dataset's attributes or the rules to maintain privacy. Figure 5.7 shows the comparison with and 

without privacy preservation. 

 

 
 
 

Figure 5.7: Comparison with and without privacy preservation 
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The hidden attribute actions include data modifications, randomization, swapping, aggregation 

and suppression. Anonymization is the process of data modification before the data is analysed.  

Pseudonymisation and anonymisation are popular privacy-enhancing techniques. 

Pseudonymisation changes the data value using randomization or encryption techniques. 

Anonymisation removes direct and indirect personal identifiers. Privacy laws differ from 

country to country. Privacy laws apply to pseudonymised data as indirect identifiers, combined 

with other identifiers, can reveal the person's identity. Randomization is the technique of adding 

noise to information through a probability distribution. The data is disseminated over several 

locations using horizontal and vertical distribution. Data distribution is horizontal when 

dispersed over multiple sites with the same attributes. The distribution is vertical if data is 

distributed over several sites with different attributes. Figure 5.8 presents the framework of 

privacy preservation. 

 

 
 

Figure 5.8: Framework of privacy preservation 
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Differential privacy promises to make it nearly impossible for anyone to identify private 

information about an individual from a dataset. This is particularly vital as large datasets are 

available today, including quasi-identifying information such as zip code, gender, birthdate, 

etc. Noise-adding Mechanisms in differential privacy: Laplace, Exponential, and Gaussian 

Mechanisms. The Laplace distribution adds noise from a symmetric continuous distribution to 

a true answer. Laplace could be used for numeric queries only, while exponential can be applied 

for numerical or categorical queries. The Gaussian mechanism is an alternative to the Laplace 

mechanism, which adds Gaussian noise instead of Laplacian noise. 

 

5.2.4 KG ARCHITECTURE AND BUILDING OF HEALTHCARE 
Semi-endlessly structured and unstructured datasets can be combined to create knowledge 

graphs for medical services. The triples subject, predicate, and article are the three elements 

of the triples used to build knowledge graphs. 

KG ARCHITECTURE 

Figure 5.9 shows the engineering for the knowledge graph. This section explains the 

engineering process before moving on to the basic steps in developing a clinical knowledge 

graph. 

 

 
Figure 5.9:  Medical KG Architecture 
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DATA  

The organised, semi-structured, and unstructured data set is gathered from diverse sources. 

Information gathering in the therapeutic environment should be possible with the help of a web 

crawler or bot. Web crawlers use computations to extract information about medical services 

by connecting links across site pages. 

 

PREPROCESSING OF DATA 

Because it is now heterogeneous, the acquired data should be transformed into a sensible 

arrangement for building an input-to-knowledge graph. 

 

ONTOLOGY MODELLING 

The clinical information diagram gains semantic depth via ontology demonstration. 

Distinguishing classes and subclasses for the clinical space is one of the most crucial stages in 

ontology demonstration. 

 

EXTRACTION 

Three types of information extraction exist: substance, connection, and characteristic extraction 

[8]. Subject, predicate, and article are the three triple elements used to build knowledge graphs. 

The metaphysical extraction of subject, predicate, and item from handled information is the 

next step in creating an "information diagram." A named element is distinguished from the 

collected data using named entity recognition (NER). Three categories of NER techniques are 

described [5]. Rules-based, learning-based, and neural network-based techniques are the three 

main categories. Moreover, the standard-based method calls for appropriate clinical area 

information and clinical space-related highlights. Other classifications for learning-based 

systems include unsupported, essentially endlessly administered categories. Administered 

strategies need information that has been remarked on. Unaided techniques don't require an 

explanation. Clinical space-related ontologies are unnecessary for brain network-based 

techniques, although they need a large dataset. A key step in providing semantic data to clinical 

"knowledge graphs" is the development of information diagrams connection extraction. 

 

EVALUATION 

The two key techniques are manual evaluation by clinical professionals and question-and-

answer-based assessment projects. Manual evaluation should be doable by randomly 

reviewing the knowledge graph and using chart examining processes to collect tests. Clinical 
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space experts can evaluate these cases. The question-answer-based framework can be 

implemented manually or automatically. The results may be compared to the space master's, 

and clinical knowledge graphs can accommodate assessment score measures. 

The clinical knowledge graph uses three types of measurements: Valid Positive, Authentic 

Negative, and Misleading Negative. A positive event that the framework predicts as certain is 

genuinely positive, while a negative event that the framework predicts as definite is 

deceptively positive. A good event the framework expects to be negative is a deceptive 

negative. 

 

“Precision= TP / (TP + FP)                                                                             (5.21) 

recall= TP / (TP + FN)                                                                                     (5.22) 

F-measure= 2 × (precision × recall) / precision+recall)                                   (5.23) 

F measure is the harmonic mean of precision and recall”                                (5.24) 

 

STORAGE  

RDF-based plans and chart-based plans are used to complete knowledge graph storage. RDF 

uses subject, predicate, and article for KG. In addition, RDF leverages IRI/URI to create 

information diagrams. A well-known open-source tool called Neo4j provides chart-based 

designs with local graphic hoarding. Capability frameworks for knowledge graphs should be 

flexible and be able to manage massive amounts of clinical data for questioning and display. 

The clinical knowledge graphs use SPARKQL, a common inquiry language [9]. Clinical 

information diagrams are imagined using Neo4j representation tools. The developers present a 

utility-safeguarding anonymization scheme for EHR [10]. Knowledge graph storage is 

completed using RDF-based plans and chart-based plans. For KG, RDF employs subject, 

predicate, and article. In addition, RDF leverages IRI/URI to create information diagrams. A 

well-known open-source tool called Neo4j provides chart-based designs with local graphic 

hoarding. Capability frameworks for knowledge graphs should be flexible and be able to 

manage massive amounts of clinical data for questioning and display. The clinical knowledge 

graphs use SPARKQL, a common inquiry language [9]. Clinical information diagrams are 

imagined using Neo4j representation tools. Developers have presented a utility-safeguarding 

anonymization scheme for EHR [10]. 

 

MEDICAL KG 

Figure 5.10 addresses the clinical knowledge graph toy model for a triple and contains 
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information regarding Tom Smith. The information diagram shows that Tom Smith also has 

coronary disease. The knowledge graph can determine whether Tom Smith is a patient. 

 

 
Figure 5.10: Toy Example of Medical KG 

 

PRIVACY PRESERVATION IN MEDICAL GRAPH 

Various groups' clinical knowledge graphs are their own and shouldn't be shared with other 

groups to maintain privacy. The protection protecting the KG notion may be used for clinical 

knowledge diagrams from various groups. 

 

ORIGINAL GRAPH AND AFTER ANONYMIZATION 

The customer names are changed since they are sensitive. Also, many preservation and 

conservation processes, such as supposing some qualities like age, have been completed. Also, 

a few links are clumsily made to ensure the security of the knowledge graph for the medical 

services area. The mathematical feature can be combined with other qualities or transferred 

into a larger category. As shown in Figure 5.11, the mathematical characteristic of age may 

be summarized. As seen in the scientific classification tree in Figure 5.11, age can also be 

turned into range credits. A scientific classification tree can also represent simple qualities 
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(allude to Figure 5.11). The original and anonymous diagram is shown in Figures 5.12 (a) and 

5.12 (b). 

 

 
 

Figure 5.11: Age Taxonomy Tree  
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Figure 5.12 (a): Original Graph 

 

 

 
Figure 5.12 (b): Anonymized Graph 
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5.3  OBSERVATIONS AND RESULTS 

Our results section explained the simulation part in total. Firstly, we selected the diabetic 

dataset. There are 101768 rows and 50 columns in the .csv file format in the diabetes dataset. 

In this diabetic dataset, we have chosen nine features from the dataset. We simulate six machine 

learning classification techniques: Decision Tree Classifier, Random Forest Classifier, Support 

Vector Machine (SVM) Classifier, K-nearest neighbors (KNN) Classifier, Logistic Regression, 

and Naive Bayes Classifier. These six techniques work on nine selected features of the diabetic 

dataset. The selected features are Age, Number of Diagnoses, Number of Emergency Visits, 

Number of inpatients, Number of Lab Procedures, Number of Medications, Number of 

Outpatient Visits, Number of Procedures, and Time in Hospital. The simulation work is done 

in the Python environment. The six techniques observed the independent features and predicted 

the patient's readmission rate with the help of three cases. The three cases are as follows: the 

first is readmission in less than 30 days, and the second is greater than 30 days. The third case 

is the patient's no readmission. The features selected in all techniques are our independent 

features, which predicted the dependent feature, the Patient Readmission rate. A training set 

and a test set were created from the dataset. The test Set size is 25%, whereas the Training Set 

size is 75%. Moreover, the training set is chosen using a Python random sampling feature. All 

the independent variables are represented by a matrix "X", and the dependent variable, i.e., the 

readmission of the patients, is denoted by a column vector, "Y". 

 

 
HbA1c Test: The work talks about the HbA1c Test (glycated haemoglobin), a test of 

haemoglobin (Hb). The HbA1c test gauges blood glucose levels and reveals a person's 

susceptibility to diabetes. If the level of Hemoglobin A1c in the blood is more than 6%, it is 

considered abnormal. The dataset consists of HbA1c measurement records of 70,000 patients. 

We had a significant overview of how many patients were prone to diabetes, how they were 

medically treated, the major tests performed on them, and how many were readmitted in that 

period. 

 

We used different techniques that could best fit our records and predict future readmissions 

after removing insignificant features from the dataset. The results show that the readmission 

was analyzed for less than and greater than 30 days. 

 

Out of the six machine learning classification techniques applied, the Support Vector Machine 
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(SVM) outperformed all the other techniques and best fit the data. The prediction accuracy is 

88.81% in case of patient readmission in less than 30 days, 65.5% in case of inpatient 

readmission in greater than 30 days, and 62.37% in case of no patient readmission. The results 

from the other five techniques are close to those obtained from SVM. 

Privacy preservation in medical data within Wireless Sensor Networks (WSNs) is a critical 

concern due to the sensitive nature of medical information. Here are some key points and 

techniques used to ensure data privacy in this context: 

1.  Anonymization Techniques: 

• K-Anonymity: Anonymization is the process of modifying data before it is given 

for data analytics so that de-identification is not possible. If an attempt is made to 

de-identify by mapping the anonymized data with external data sources, K 

indistinguishable records will result.  

• L-Diversity: This technique extends k-anonymity by ensuring sensitive attributes 

have at least l well-represented values. Another method called L diversity has been 

proposed to address homogeneity attacks. As per L diversity, there must be L well-

represented values for the sensitive attribute (disease) in each equivalence class. 

Implementing L diversity is not always possible because of the variety of data. 

• T-Closeness: Ensuring that the distribution of a sensitive attribute in any 

equivalence class is close to the distribution of the attribute in the overall table. 

Another improvement to L diversity is the T closeness measure, where an 

equivalence class is considered to have ‘T closeness’ if the distance between the 

distributions of sensitive attributes in the class is no more than a threshold and all 

equivalence classes have T closeness. T closeness can be calculated on every 

attribute concerning sensitive attributes. 

• Randomization Technique: Randomization adds noise to the data, generally done 

by the probability distribution. It is applied in surveys, sentiment analysis, etc. 

Randomization does not need knowledge of other records in the data. It can be 

applied during data collection and preprocessing time. There is no anonymization 

overhead in randomization. 

• Data distribution technique: The data is distributed across many sites. 

Distribution of the data can be done in two ways: 

o Horizontal distribution of data: When data is distributed across many sites with 

the same attributes, it is said to be horizontal. Horizontal distribution of data can be 
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applied only when some aggregate functions or operations are to be applied to the 

data without actually sharing it. 

o Vertical distribution of data: When person-specific information is distributed 

across different sites under the custodianship of other organizations, the distribution 

is called vertical distribution. 

 
 

5.3.1 RESULTS & ANALYSIS 
 

 
      Figure 5.13 (a): Prediction for greater than 30 days         Figure 5.13 (b): Prediction for no readmission 
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                                   Figure 5.13(c): Prediction for readmission in less than 30 days 
 

Figures 5.13 (a), 5.13 (b), and 5.13 (c) present six machine-learning classification algorithms. 

Figures show that Support Vector Machine (SVM) performs better than other techniques. Table 

5.3 presents four distance metrics for the three cases. 

 
Table 5.3: Distance Metrics Comparison 
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The power parameter differs for different kNN classifier schemes for distance metrics 

comparison. The scheme with a value of p equals two for Minkowski is equivalent to Euclidean 

distance. 

 

 

5.3.2 MACHINE LEARNING IN HEALTHCARE APPLICATIONS 
 

The dataset taken contains 101767 rows and 50 columns. The features chosen for analysis are 

Age, Number of Diagnoses, Number of Emergency Visits, Number of inpatients, Number of 

Lab Procedures, Number of Medications, Number of Outpatient Visits, Number of Procedures, 

and Time in Hospital. This dataset is available online at 

http://dx.doi.org/10.1155/2014/781670. 

 

Six algorithms, Decision Tree Classifier, K-Nearest Neighbors Classifier (KNN), Logistic 

Regression, Naive Bayes Classifier, Random Forest Classifier, and Support Vector Machine 

(SVM), were used in the work. The rows selected for the Training Set and Test Set are 75% 

and 25%, respectively. Table 5.4 presents the list of features and their descriptions in the initial 

dataset. 
 
 

Table 5.4: List of features and their descriptions in the initial dataset 
 

 
    id age time_in_hospital num_lab_procedures num_procedures num_medications 

0 [0-10) 1 41 0 1 

1 [10-20) 3 59 0 18 

2 [20-30) 2 11 5 13 

… … … … … … 

101764 [80-90) 10 45 2 21 

101765 [70-80) 6 13 3 3 

http://dx.doi.org/10.1155/2014/781670
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Out of the six machine learning classification algorithms applied, Support Vector Machine 

(SVM) outperformed and best fitted the data and gave an accuracy of 88.81% in case of patient 

readmission in less than 30 days, 65.5% in case of patient readmission in greater than 30 days 

and 62.37% in case of no patient readmission. The results from the other five algorithms, too, 

were appreciable and were close to what the support vector machine algorithm predicted.  

 
After extraction, the features are stored in a separate database to which the data preservation 

techniques are applied. The concept of privacy preservation began with disclosing the data to 

the users in the first stage. Each stage raises a new question: whether we want to hide the 

dataset's attributes or the rules to maintain privacy. Table 5.5 compares six machine learning 

algorithms. 

 
 

Table 5.5: Comparison of Machine Learning Techniques 
 
 
 

 
 
 
 

 

Sr. 
No. 

Techniques Readmission>30 
Days 

No Readmission Readmission<30Days 

1. Logistic Regression 0.6514 0.6165 0.8877 

2. Random Forest 0.6102 0.5744 0.879 

3. Decision Tree 0.5640 0.5422 0.7975 

4. K-Nearest Neighbor 0.6069 0.5774 0.8772 

5. Naïve Bayes 0.6477 0.5929 0.8649 

6. Support Vector Machine 0.655 0.6237 0.8881 
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5.3.3 PRIVACY PRESERVATION RESULTS 
 

This section implements privacy preservation using Python Libraries and Google Colab. Table 

5.6 presents swapping age and time_in_hospital columns for the dataset. 

 

 
 

Table 5.6: Swapping for data preservation: age and time_in_hospital columns 
 

 
 

 

Id age time_in_hospital num_lab_procedures num_procedures num_medications 

0 1 [0-10) 41 0 1 

1 3 [10-20) 59 0 18 

2 2 [20-30) 11 5 13 

3 2 [30-40) 44 1 16 

4 1 [40-50) 51 0 8 

… … … … … … 

101761 3 [70-80) 51 0 16 

101762 5 [80-90) 33 3 18 

101763 1 [70-80) 53 0 9 

101764 10 [80-90) 45 2 21 
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Table 5.7: Data randomization 
 

 

 

 

 

 

The table describes the dataset using the Googlecolab environment. While applying the data 

suppression technique, substitute each numerical value with its first digit or a combination of 

asterisks. However, Semi-Suppression replaces the percentage of characters with an asterisk. 

Table 5.7 presents the data randomization. 

   id age time_in_hospital num_lab_procedures num_procedures num_medications 

0 1 [0-10) 59 1 40 

1 3 [10-20) 78 45 40 

2 2 [20-30) 54 35 91 

… … … … … … 

101763 1 [70-80) 81 38 82 

101764 10 [80-90) 12 95 62 

101765 6  [70-80) 70 60 34 
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Table 5.8: Suppression 
 

 
 

 
Table 5.9: Aggregation on num_medications (low, medium, high) 

 
 

        id age time_in_hospital num_lab_procedures num_procedures num_medications 

0 1 [0-10) 9* 1 40 

1 3 [10-20) 8* 45 40 

2 2 [20-30) 4* 35 91 

3 2 [30-40) 3* 49 41 

4 1 [40-50) 7* 48 91 

… … … … … … 

101761 3 [70-80) 8* 20 17 

101762 5 [80-90) 9* 34 69 

101763 1 [70-80) 1* 38 82 

101764 10 [80-90) 2* 95 62 

101765 6  [70-80) 0* 60 34 

id age time_in_hospital num_lab_procedures num_procedures num_medications 

0 1 [0-10) 9* 1 MEDIUM 

1 3 [10-20) 8* 45 MEDIUM 

2 2 [20-30) 4* 35 HIGH 

3 2 [30-40) 3* 49 MEDIUM 

4 1 [40-50) 7* 48 HIGH 

… … … … … … 

101761 3 [70-80) 8* 20 LOW 

101762 5 [80-90) 9* 34 HIGH 

101763 1 [70-80) 1* 38 HIGH 

101764 10 [80-90) 2* 95 HIGH 

101765 6  [70-80) 0* 60 MEDIUM 
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Tables 5.8 and 5.9 describe the suppression and the aggregation on num_medications (low, 

medium, high). Data distribution is horizontal when dispersed over multiple sites with the same 

attributes. The distribution is vertical if data is distributed over several sites with different 

attributes. The original data set consists of 50 features or columns and 101767 rows. We apply 

PCA and horizontal partition techniques to the dataset shown in Table 5.10.  Each model 

receives samples from the original dataset in multiple classifier systems. Model 1 receives nine 

columns and [0 to 12720] rows in our proposed system. Similarly, model 2 receives nine 

columns and [12720, 25442) rows, Model 3 receives nine columns and [25442, 38163) rows, 

… and so on. 
 
 

 Table 5.10: Six classifiers with PCA applied to the dataset

Sr. No. Techniques Readmission>30 
Days 

No Readmission Readmission<30Days 

1. Logistic Regression 0.6514 0.6165 0.8877 

2. Random Forest 0.6102 0.5744 0.879 

3. Decision Tree 0.5640 0.5422 0.7975 

4. K-Nearest 
Neighbor 

0.6069 0.5774 0.8772 

5. Naïve Bayes 0.6477 0.5929 0.8649 

6. Support Vector 
Machine 

0.655 0.6237 0.8881 
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Table 5.11: Differential privacy: Randomize all numerical values through Laplace distribution: Randomize  
 
 

 

 
 
 
 

id age time_in_hospital num_lab_procedures num_procedures num_medications 

0 5.000000 [0-10) 9* 1 MEDIUM 

1 5.000000 [10-20) 8* 45 MEDIUM 

2 17.602735 [20-30) 4* 35 HIGH 

3 19.111837 [30-40) 3* 49 MEDIUM 

4 5.000000 [40-50) 7* 48 HIGH 

… … … … … … 

995 15.756559 [70-80) 6* 30 LOW 

996 5.000000 [0-10) 5* 85 MEDIUM 

997 8.514236 [60-70) 5* 34 HIGH 

998 26.261881 [70-80) 1* 81 HIGH 

999 17.666898  [50-60) 9* 87 HIGH 



 
 

127 

Table 5.12: Differential privacy: Randomize categorical values through Exponential distribution:Randomize 
num_medications 

 
 
 

 
 
 

Table 5.11 presents the differential privacy: Randomize all numerical values through Laplace 

distribution: Randomize, and table 5.12 describes the differential privacy: Randomize 

categorical values through Exponential distribution: Randomize num_medications. Logistic 

Regression on the dataset was performed without and with differential privacy, resulting in an 

accuracy of 88.96% and 88.97%, respectively. 

id age time_in_hospital num_lab_procedures num_procedures num_medications 

0 1 [0-10) 7* 12 LOW 

1 3 [10-20) 6* 3 HIGH 

2 2 [20-30) 6* 77 HIGH 

3 2 [30-40) 6* 24 LOW 

4 1 [40-50) 7* 81 HIGH 

… … … … … … 

995 13 [70-80) 8* 80 LOW 

996 1 [0-10) 1* 88 MEDIUM 

997 11 [60-70) 8* 60 HIGH 

998 12 [70-80) 6* 18 HIGH 

999 9  [50-60) 3* 75 LOW 
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5.4   Data Preservation Explanation 

After extraction, the above features are stored as a separate database on which the data 

preservation techniques are applied. The concept of privacy preservation began with disclosing 

the data to the users in the first stage. Each stage raises a new question: whether we want to 

hide the dataset's attributes or the rules to maintain privacy. The hidden attribute actions include 

data modifications, randomization, swapping, aggregation and suppression. The alternate 

versions of the dataset help preserve data. The original dataset hides from the public to preserve 

the data using attribute hiding techniques. 

Before data is analysed, anonymization is changing data [19] [20]. Randomization is adding 

noise to information through probability distribution [19]. The data is disseminated over several 

locations using horizontal and vertical distribution [19]. Data distribution is horizontal when 

dispersed over multiple sites with the same attributes. The distribution is vertical if data is 

dispersed among multiple sites with various properties [19] [21]. 

 
Table 5.13: List of features and their descriptions in the initial dataset 

 

 

id age time_in_hospital num_lab_procedure
s 

num_procedure
s 

num_medicatio
ns 

0 [0-10) 1 41 0 1 

1 [10-
20) 

3 59 0 18 

2 [20-
30) 

2 11 5 13 

3 [30-
40) 

2 44 1 16 

4 [40-
50) 

1 51 0 8 

… … … … … … 

101761 [70-
80) 

3 51 0 16 

101762 [80-
90) 

5 33 3 18 

101763 [70-
80) 

1 53 0 9 

101764 [80-
90) 

10 45 2 21 

101765 [70-
80) 

6 13 3 3 
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Table 5.13 describes the dataset with the help of the googlecolab environment. We substitute 

each numerical value with its first digit or a combination of asterisks while applying the data 

suppression technique. Data Randomization is the process of making something random. Since 

we want the valid values hidden in the dataset, we substitute for some altered value for a 

particular column (between 1-100). Using data aggregation techniques, we try to group and 

replace the data with the group representative. For example, the number of a patient's medicines 

is displayed as low (less than 30), medium (30-60), or high (>60) instead of defining any 

number. 
                   Table 5.14: After applying attribute hiding techniques with the help of googlecolab environment 
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Table 5.14 presents the dataset after applying attribute-hiding techniques. Multiple classifier 

systems have demonstrated advantages over individual classifier systems. The ensemble 

systems rely on a pool of classifiers to help classify the new pattern instead of employing a 

single classifier approach. 

 

Classification aims to assign a particular object in a predetermined category, sometimes named 

labels, described in its x attributes. We have got a collection of six different classifiers. The 

majority vote combines the binary output of six classifiers and the maximum number of votes 

for the ensemble output. The weighted majority voting model shows that some classifiers 

perform more effectively than others [22].  

 

The original data set consists of 50 features or columns and 101767 rows. We apply PCA and 

horizontal partition techniques to the dataset. Each model receives samples from the original 

dataset in multiple classifier systems. Model 1 receives nine columns and [0 to 12720] rows in 

our proposed system. Similarly, model 2 receives nine columns and [12720, 25442) rows, 

Model 3 receives nine columns and [25442, 38163) rows; similarly, model 4 receives nine 

columns and [38163, 50884), Model 5 receives nine columns and [50884, 63605) rows, Model 

6 receives nine columns and [63605, 76324), That is out of 101767 rows 75 % were extracted 

randomly for training purposes. The 75 % was divided into six parts and independently given 

to each classifier. The rest were taken for prediction. Each expert is trained, and all these 

models are tested against the test dataset for accurate computations. Model 1 is trained for the 

logistic regression classifier, and model 2 is trained for the Random Forest classifier. Model 3 

and model 4 are trained for the decision tree and kNN classifier, respectively. Further, model 

5 and model 6 are trained for Naive Bayes and SVM classifiers. The results are compared using 

majority voting techniques. Results are shown in Table 5.15. Accuracy results show a slight 

improvement for the single classifier.  
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Table 5.15:  Result of the six classifiers with PCA applied to the dataset 

 
 

 RG RN RL 

Logistic Regression 0.6514 0.6165 0.8877 

Random forest 0.6102 0.5744 0.879 

Decision 0.564 0.5422 0.7975 

kNN 0.6069 0.5774 0.8772 

Nieve 0.6477 0.5929 0.8649 

SVM 0.655 0.6237 0.8881 

 
 
 

Pseudonymisation and anonymisation are popular privacy-enhancing techniques [23]. 

Pseudonymisation changes the data value using randomization or encryption techniques. 

Anonymisation removes direct and indirect personal identifiers. Privacy laws differ from 

country to country. Privacy laws apply to pseudonymised data as indirect identifiers, in 

combination with other identifiers, can reveal the person's identity. However, Privacy laws do 

not apply to anonymised data. We now present the framework for selecting a particular privacy-

enhancing scheme based on a weighted approach similar to [23]. However, compared to [23], 

our approach takes only two inputs: privacy and utility values. 

 

 

score= (w1* privacy + w2 * utility) / (   w1 + w2)                        (5.25) 
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The choice of weights depends upon the healthcare records to enhance privacy. The privacy 

and utility values are discrete in the range of (1, 2, 3), where one signifies not essential and 3 

essentials. We now plot the score for two cases:  

 

Case 1: Data privacy is essential, but utility is not. score = ( 0.5 * 3 + 0.5 * 1)/ (0.5 + 0.5)  = 2 

 

Case 2: Data privacy is not essential, but utility is essential. score = ( 0.5 * 1 + 0.5 * 3)/ (0.5 + 

0.5)  = 2 

 

Case 3: Data privacy and utility are not essential. score = ( 0.5 * 1 + 0.5 * 1)/ (0.5 + 0.5)  = 1 

 

Case 4: Privacy of data and utility are essential. score = (0.5 * 3 + 0.5 * 3)/ (0.5 + 0.5) = 3 
 

 

 
 

Figure 5.14 (a): Score for different parameters settings for privacy and trust 
 

 

Figure 5.14 (a) presents the score for different parameter settings. The privacy and trust weights 

are kept at 0.5 each. Figure 5.14 (b) illustrates the degree of privacy versus utility [24]. The 

security and privacy of medical data are undoubtedly significant considerations for developing 
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Cyber-Physical Systems [25]. 

 

 

 

 
 

Figure 5.14 (b): degree of privacy protection versus utility 
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Figure 5.14 (c):  Healthcare data converted into a graph using the neo4j tool [26] 

 

Figure 5.14 (c) presents healthcare data converted into a graph using the neo4j tool. This graph 

implements well-known anonymization algorithms, Random Add/Delete and Random Walk, 

to analyze the preservation levels of the graph [26]. 

 

These fundamental strategies for data alteration used to safeguard data privacy can lead to 

diverse effects under different conditions. 

These basic data modification techniques to preserve data privacy can produce different results 

under different circumstances. The single method of privacy preservation cannot deliver ideal 

outcomes. Different approaches may perform better under different conditions. It is 

unnecessary to produce optimal results with the procedures used for data preservation. 

 
HbA1c measurement can help develop approaches for minimizing readmission rates and prices 

for treating people living with diabetes as a predictor for readmission rates for people with 

diabetes diseases. The support Vector Machine (SVM) classifier gave us a better accuracy of 

88.81% beneath the case of patient readmission in less than or < 30 days, 65.5% just in case of 

patient readmission in higher than or > 30 days, and 62.37% just in case of no patient 

readmission. There is no loss of statistics because of Privacy. The preservation of data will 

increase the utility of information in the future. 
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5.5  CONCLUSION 
 
We present privacy preservation techniques for the healthcare dataset. We compared six 

machine learning classification algorithms and observed that Support Vector Machine (SVM) 

performs better than other techniques. We observed that employing a single privacy-preserving 

technique could not provide optimal results. Different techniques perform better under different 

conditions. We present privacy preservation based on PCA and horizontal data for multiple 

classifier learning. 

The construction of a clinical knowledge graph and engineering methods are discussed in the 

study. This article provides a framework for a clinical knowledge graph that specialists, 

physicians, and patients with various illnesses can use. The anonymization or ejection of 

patient-sensitive information from knowledge graphs is complete. Developing a data 

framework for clinical knowledge graphs can also expand the framework. Combining cutting-

edge data storage technologies with the information architecture for chronic infections and 

lifestyle disorders will benefit specialists, staff, and patients. The partners will benefit from 

enhancing a knowledge graph user interface in light of the Android platform. Patients, clinical 

understudies, and expert consultants advising remote locations are anticipated consumers of 

the frameworks. 
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CHAPTER 6 

 

CONCLUSION AND FUTURE SCOPE 

 
This chapter concludes the security and privacy preservation research in environmental 

monitoring and healthcare applications. A privacy preservation framework in wireless medical 

sensor data is proposed to hold patient data, and numerous data servers are used. Hashing is an 

essential technique for safeguarding the original message. The thesis presents a novel approach 

to improving health data security across several channels. If a message is received, hashing can 

quickly determine whether it is authenticated. Hashing provides a high level of protection for 

the privacy criteria. The original message has been divided into three parts using the proposed 

technique, and the split messages, along with the hash value, are then sent to various servers 

using multipath routing. The thesis presents a performance analysis of the proposed 

authentication scheme. 

 

A source location privacy-preserving scheme is proposed for crucial and nominal occurrences 

for environmental monitoring applications. The work introduces two proposed event detection 

algorithms. EeSP and DSP algorithms are compared with ‘SLP_ED and SLP_ED_CBA’ 

regarding energy consumption, average hop duration, and safety standards for two deployment 

scenarios. Compared to DSP and EeSP systems, ‘SLP_ED and SLP_ED_CBA’ offer higher 

degrees of safety. Nonetheless, SLP_ED and SLP_ED_CBA consume more energy and have 

longer hops on average. After deployment, the nodes are static. Work can easily be extended 

to the mobile node and heterogeneous node deployment scenarios. The design may be 

expanded to three dimensions to reflect the real-world environment. The main idea of 

monitoring applications is to control the trade-off between location privacy and energy 

efficiency. In contrast, healthcare monitoring is to control the trade-off between location 

privacy and service utility. In addition, the work can be extended to Location Privacy 

Preservation with multiple source locations for healthcare and monitoring applications. 

 

With the increased use of technology, a massive amount of data is being generated in 

healthcare. Machine learning healthcare applications extract useful information from data. 

However, when mining sensitive data, privacy must be preserved. ‘Privacy-Preservation in 
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Data Mining (PPDM)’ solves this problem. We compare six machine learning classification 

algorithms and observe that Support Vector Machine (SVM) performs better than other 

techniques. The work also explores data preservation techniques to secure machine learning 

models from leaking sensitive information. We observe that employing a single privacy-

preserving technique could not provide optimal results. Logistic Regression on the dataset was 

performed without and with differential privacy, resulting in an accuracy of 88.96% and 

88.97%, respectively. 

 

It is suggested that a framework for medical knowledge graphs that assists medical 

professionals and patients with various disorders be used. Knowledge graphs are anonymized 

or have patient-sensitive data removed for privacy preservation. Creating an information 

system for medical knowledge graphs can further expand the system. Incorporation of big 

information collection technologies and knowledge graphs for lifestyle-associated disorders or 

chronic diseases would also benefit physicians, staff, and patients. The stakeholders will benefit 

from creating an Android-based knowledge graph user interface in an emergency. Medical 

students, patients, and specialised doctors who provide consultation in far-flung areas could be 

potential consumers of the systems. 
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