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ABSTRACT

In deep submicron (DSM) technologies, such as those at 90 nm and lower, interconnects are
crucial. In previous technologies, gate delay predominated over interconnect delay; however,
this is no longer the case, and interconnect delays are becoming more and more significant.
This is because, with DSM technologies, an interconnect cannot be viewed as a simple
resistor; instead, accompanying parasitics like capacitance and inductance must also be taken
into account. As a result, any signal that travels through one of these connections will always
be delayed. One common method to cut down on (or eliminate) the delay is buffer insertion.
This method involves inserting buffers at regular intervals along an interconnect to try and
recover the signal each time the parasitics influence it. However, the switching times of
buffers themselves vary. Therefore, a significant number of these buffers along an
interconnect may add to the total latency in signal propagation. Buffer switching also adds to
the loss of power. Furthermore, a significant issue with DSM technology is leakage power,
and buffers have the potential to use power even when they are not switching. Therefore, it is
imperative to develop methods that, in addition to decreasing total latency, also use less

power—both dynamic and static.

This thesis investigates a proposed interconnect structure (H-model) for both RC and RLC
interconnect lines. The interconnect structures are proposed for two types of networks namely
lumped and distributed network using L and z-models. An EImore delay estimate is drawn for
long wires and it is verified that for long wires delay increases with the square of interconnect
length. To resolve this issue, Schmitt trigger and CMOS inverter using FInFET technology
are used as a substitute for buffers to lower power and delay in interconnects. However, the
focus is on the reduction of power consumption and dissipation to be able to be used for
small portable devices. Hence, the buffers are implemented using Energy Recovery
Techniques to reduce power consumption as well as power dissipation into the interconnect
circuits. As a result, power is observed to be decreased yet, increasing the area of the chip.
Further, to address the issue of area as well, current mode signalling is used to the
interconnect circuits to reduce additional delay due to the large buffers added in between long
wires. However, decrease in technology and wire geometry, long wires (say 10mm) show
introduction of inductance as a parasitic component in the interconnect circuits. This not only

forces to study RLC lines but also the issues which come along with it such as coupling noise

XVii



and distortion. Also, it is shown that the proposed H-model can be used for 10T applications

with best results.

XViii
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Introduction

CHAPTER 1: INTRODUCTION

Interconnects are the connecting wires between different electronic devices and components
in an integrated circuit. The impacts of these cable connections are now irreversible because
of the increasing clock and operating frequencies of electronic gadgets, which are reaching
several GHz. In reality, it is anticipated that connection effects also known as signal integrity
issues like delays, power consumption, and cross-talk will become a bottleneck as electronic
circuit speeds continue to rise. To avoid such issues various methods and techniques are

defined such as circuit modelling for high frequency circuits.

Interconnects are the wires that are responsible for providing power, ground, and transmitting
signals to different parts of a chip. However, the performance of an interconnect highly
depends upon the material used for it. Generally defining parameters for an interconnect are
the resistance, capacitance and the inductance. These parameters determine the overall
performance of the interconnect circuits by measuring timing constant, power consumption as
well as power dissipation. Hence, proper interconnect modelling and optimization must be

done to minimize the parasitic effects affiliated to them.

Another key aspect for an interconnect circuit are the metal layers and vias. An IC may have
multiple metal layers, depending upon the complexity of a design. The connections between
the various chip components are routed via these metal layers. Whereas, vias are used to
provide signals that can be transferred vertically between the various metal layers via vias.
To build a 3D interconnect structure inside the IC, vias are necessary. To understand the
proper functioning and layout of an interconnect circuit design first basic VLSI design flow
must be studied.

1.1 BASIC VLSI DESIGN FLOW

Using hundreds or even millions of transistors to create integrated circuits (ICs) on a single
silicon chip is known as very large-scale semiconductor integration (VLSI). To successfully
create these massive electronic systems, VLSI design requires a number of difficult steps and
approaches. The design flow, which is a set of procedures and stages that direct engineers in
turning an idea into a working chip, is an essential component in VLSI design. It is also

known as the design methodology which requires a systematic approach used in VLSI design
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to ensure the efficient and effective development of integrated circuits. It provides a
structured framework that helps designers navigate through different stages of the design
process, from concept to production. A number of steps are involved in the design flow, such
as specification, design entry, synthesis, verification, layout, and manufacture. Fig. 1.1 shows
the basic flow for VLSI design.

Specifications

Design
Entry

Synthesis

Verfication

Layout

‘ Fabrication '

Fig. 1.1. Basic VLSI Design Flow
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A typical design process comprises two primary phases: front-end (functional design) and
back-end (physical design). The front-end phase of the design includes specifications, design
entry, synthesis, and verification of the digital logics and designs. Specifications are the
customer’s requirements from an integrated circuit. Some customers may require an
application specific IC to perform a certain task such as desired functionality, performance
targets or power constraints etc. So, it may be said that logic in design flow can change
according to the customer’s requirement. Once the specifications get finalised, designers
move to the design entry phase. That means after finalising the technology and the geometry
of devices to be used to make a particular application specific integrated circuit, engineers
begin to design the structure of the ASIC. Design entry is the creation of high-level
representation of the circuit design using descriptive languages such as Verilog/VHDL.
Design entry requires the structure and behaviour of the circuit design. After the circuit
design is created and finalised, engineers move to synthesis phase in which gate-level
representation is done using synthesis tools. These tools map the functionality of the circuit
described by descriptive languages into a set of standard libraries. The power constraints, area
and performance related specifications can be optimised in this synthesis phase. And after
gate-level specifications are done, the circuits are verified for their proper functionality
before layout phase begins. It is a critical step where designers ensure that the intended circuit
matches the proper functionality and specified requirements. Various techniques such as
functional simulation, formal verification, and timing analysis are employed to validate the
design. Once the front-end phase completes, back-end process starts which includes layout
phase and fabrication phase. After verification of the circuit’s functionality, its physical
creation comes into creation. This entails arranging the chip's components and designing the
connections that connect them. To minimise wire length and lessen parasitic effects, among
other manufacturing restrictions, layout tools are employed to optimise the physical design.
Eventually, all of the circuit’s functionality and physical designing comes to the final phase
that is the fabrication. Sending the layout files to a semiconductor foundry for manufacture is
the last step in the design flow. Based on the layout specifications, the foundry employs
sophisticated manufacturing methods to produce the physical integrated circuit. This calls for
procedures like etching, depositing, and photolithography. These are the techniques utilised in

the process of creating an integrated circuit.

Both the front-end and back-end phases are considered to be the important phases in the

VLSI design flow when it comes to interconnections. The back-end physical design process
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takes a gate-level netlist into a layout that includes floor planning, module placement, and
interconnect routing and the physical setup vyields parasitic impedances. The functional
design approach must take the interconnect latency into account, as interconnection becomes
more and more crucial. A significant number of timing violations may result from a circuit
design that is based on faulty delay models. Timing closure is frequently achieved through
design iterations. Adding physical information early in the logic synthesis step is one way to
solve this issue. Before the synthesis process, a preliminary floor plan is made to give an
approximate idea of where the cells are located and how long the interconnects are. With the
far more accurate timing model that this estimate offers, synthesis efficiency is increased and
a placed gate-level netlist is produced. This is referred to as "Physical synthesis.”
Interconnect is essential to the design flow for the phases of timing verification and physical
synthesis. The connection analysis criteria for these two steps differ. All through the synthesis
process, precise routing information is not available, hence models like closed-form models
that have higher efficiency and acceptable accuracy are preferred. At the post-layout
verification stage, realistic timing data characterising the entire integrated circuit are
calculated, requiring both high efficiency and great accuracy.

1.2 VLSI INTERCONNECTS

The rapid advancement of integrated circuit (IC) technology has led to the miniaturization of
transistors and the increased complexity of Very Large-Scale Integration (VLSI) circuits. Due
to this, designing and building high-performance VLSI systems has become extremely
difficult, especially in the areas of power consumption and interconnect latency. A collection
of electronic circuits and parts arranged on a small planar silicon semiconductor substrate is
called an integrated circuit, or chip. Interconnects, which are planar or vertical conductor
parts, are used to electrically connect these electronic circuits and components [1].
Interconnects are the fundamental unit of signal connection between chips or between chips
on a printed circuit board (PCB). The arrangement and design of an integrated circuit
interconnects directly affects its performance, effectiveness, reliability, efficiency, and overall
fabrication yield because the amount of data flowing via networks and data centres today is
growing at an unstoppable rate of about 25% per year. High-bandwidth, low-latency
communication solutions that are highly optimised are necessary for the efficient movement,
storing, and processing of this data. Numerous considerations, including electrical
conductivity, mechanical and chemical compatibility, and fabrication difficulties, go into

selecting the composite material for the interconnects [2]. In the last fifty years, silicon (Si)
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has emerged as the industry standard substrate for ICs, which have found countless uses in
the computer, consumer electronics, and communication sectors [3]. Integrated circuit
performance is increasingly dependent on the overall signal, power, and thermal integrity of
their high-speed interconnects. Robert Noyce of Fairchild Semiconductor created monolithic
integrated circuits (ICs) in 1959 using aluminium (Al) instead of silicon (Si) as the
connecting material. Aluminium’s strong adhesive properties, low resistance, and simplicity
of deposition made it a preferred connection material from 1959 until the early 1990s [4].
However, electromigration problems with Al-based interconnects reduce the dependability of
the IC and shorten its lifespan [5]. Because of this, copper (Cu) interconnects, which have
higher conductivity and lower electromigration than Al interconnects, replaced Al-based
interconnects in the late 1990s and early 2000s [5]. Interconnections have a major impact on
circuit performance as semiconductor technology shrinks to sub-10nm nodes [6]. Because
interconnection latency is becoming more and more influential, the scaling of feature sizes
has also resulted in intrinsic circuit performance restrictions. In order to provide directions for
the development of interconnect technologies, a thorough analysis of the relationship between
interconnect delay, power consumption, and numerous technology parameters — such as wire
resistance, capacitance, inductance, width, length, and load capacitance has been conducted
[6][7]. Depending upon these parasitic components and the dimensions of interconnects
different types of on-chip interconnects can be generalised as shown in Fig. 1.2 [8]: local,
intermediate or semi-global, and global interconnects.

Global

AMear "
Metal line Interconnects

Intermediate
Interconnects

Local
Interconnects

Transistors

Fig. 1.2. Types of interconnects [8]
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Depending upon dimensions and geometry, different types of on-chip interconnects can be

defined as -

i.  Local interconnect — These are the smallest wires, runs shortest distant connecting
two or more components within a block. Local interconnects are the lowest, or
initial, level of interconnects. They usually connect emitters, bases, and collectors
in bipolar technology and gates, sources, and drains in MOS technology.
Polycrystalline silicon, a local connection, doubles as the gate electrode material
in MOS technology. Local interconnects are also provided by silicide gates and
silicide source/drain regions. Furthermore, TiN a by-product of a silicide gate
technique can be utilised as a local interconnect. Since local interconnects don't
travel very far, they can afford to have larger resistivities than global
interconnects. However, they also need to be resistant to greater processing
temperatures.

ii.  Intermediate interconnect — These are the wires which are slightly longer than the
local interconnects that connects devices within the same block. These are also
known as semi-global interconnects.

iii.  Global interconnect — These are the long wires, run long distance connecting two
blocks on a chip. Ground lines, electricity, buses, and clocks are examples of
global interconnection. These are responsible for communicating between
different regions of the chip or even between multiple chips therefore are made up

of low resistive metal.

The process of producing chips begins with the creation of each component on the wafer.
After that, these components are connected and the power and ground wires are connected.
However, there is still not enough space to establish all the connections, therefore chip
makers construct interconnects in vertical layers or levels. Interconnects in complicated
circuits might have ten or more layers on which ohmic connections link an interconnect to
silicon substrate active areas or devices. The active regions are isolated from the first level
global connection by a high resistivity dielectric layer, typically silicon dioxide, and electrical
contact is established via holes in the dielectric layer between the connection and the silicon's
active areas. Because they are separated by the same dielectric layer, contact can be
established between the local and first-level global interconnects at the same time during
processing as shown in Fig. 1.3. Typically, connections made between two tiers of global

interconnects are referred to as vias. They are created by gaps in the various intermetal
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dielectric layers. Vias, or connections between interconnect levels, enable the transmission of
power and communications from one layer to the next as shown in Fig. 1.3 [9,10]. Whether
they are vias or contacts, their objective is to minimise their contribution to the overall
electrical resistance while electrically connecting various levels of conducting layers.
Dielectric materials are used to separate interconnects from one another as well as from the
active areas and devices. Intermetal dielectrics, or IMDs, are the dielectric layers that divide
one global connection level from another. Vias link interconnects via these different layers
[10]. We now need to think about what will happen to the structure's proportions as

technology advances.

Global Interconnect —__|

Semiglobal Interconnect —

Local Interconnect {

L N Well ,L P Well )

Fig. 1.3. Connections between different types of interconnects [9]

1.2.1 INTERCONNECT CHARACTERISTICS

Interconnects now make up roughly 40-44% of the overall chip area, making them too
crucial to overlook [11]. The on-chip link lengthens as technology gets smaller. The parasitic
components of the interconnect—that is, the resistance, capacitance, and inductance—

increase with the length of the interconnect. An RLC circuit is shown in Fig. 1.4 [11].

R L

Mi

Fig. 1.4. An RLC interconnect circuit [11]
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These are the passive devices that control the performance parameters of the interconnect
circuit. Additionally, the breadth, thickness, height, and dielectric of the connection are
derived from its geometry. The interconnect geometry has a significant impact on the values
of these parasitic components as well as the performance of the delay and power. The
interconnect delay is commonly affected by the resistive and capacitive parasitic. However,
when a change occurs in the width of the wire, the delay also gets affected. A decrease in
width of an interconnect increases the delay in an interconnect. Nanotechnologies require
more frequency to operate which can further increase the power consumption in the circuits.
The wire should ideally only be used to link functional pieces and not impact the
functionality of the design. A wire that has equal potential at both ends experiences
instantaneous voltage changes at one end and appears at the other without any delay. Desired
material qualities for a connection include [12]:

i.  Low resistance to electricity
ii.  Low intermetal dielectric (IMD) constant, or low capacitance (for minimal RC
delay, cross talk, and power loss)
iili.  Strong resistance to electromigration
iv.  The material's ease of deposition in thin film form
v.  Capacity to endure the high heat and chemicals needed for the fabrication process
vi.  Stable structures of contact
vii.  Conformity to SiO2-based insulating films
viii. ~ Minimal surface roughness and internal stress
ix.  Simple etching with plasma techniques
X.  Compatible operation with every other semiconductor process

Xi.  Inexpensive

When VLSI technology decreases, the size of interconnects (wires) also decreases by the
value known as "scaling factor (s)". The scaling factor, which reduces the dimensions of
interconnects, is an integer. Generally, scaling primarily affects three characteristics of wires:
resistance, capacitance, and inductance [13]. Since, the geometry of interconnect becomes

important for different nano technologies, their parasitic components can be described as:

a) Resistance — A material's resistance is its ability to block the flow of current. Once the

dimensions of a material are known, calculating or predicting its resistance is not too
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difficult. The resistance of the connection for a rectangular cross-sectional area is given
by Eqg. (1.1).

L
R_P

- £ (1.1)

Where p is the resistivity, L is the length of the interconnect, T is the thickness and W is the
width of the interconnect. Initially, aluminium material was used for making interconnects
but as the technology upgraded manufacturers moved to copper material as it provides low
resistivity and high electrical conductivity than aluminium. Due to high electrical
conductivity and low resistivity, copper interconnects show less amount of resistance as
compared to aluminium. Resistances allow current to flow through them, which lowers
voltage and weakens signal levels. Additionally, wire delay (t) is proportional to wire
resistance that is ==RC. The RC effect dominates the delay for lengthy interconnects due to
the dependence of delay on the square of length of the interconnect. Although the resistance
of an interconnect has up to now been assumed to be linear and constant, at very high
frequencies, another element known as the skin effect becomes significant. When high
frequency current begins to flow on the connecting wire's surface, the resistance becomes
frequency dependent. The current density falls off exponentially as moves deeper into the
wire, causing the effective cross-sectional area to drop and the resistance to rise. The signal
going across the connecting wire is distorted as a result of the additional attenuation brought
on by this higher resistance. Skin effect, however, only becomes an issue with broader
interconnects [14]. Since, the interconnects are termed as short and long, their lengths can be
scaled down as well with a certain scaling factor S as the technology scales down from micro
to nanometres. Short wire length scales down with technology scale down but this does have
any effect on the increase of interconnect delay. This is because due to the reduced cross-
sectional area of the conductor, the wire's resistance increases by a factor of 1/s, while its
capacitance reduces due to its reduced surface area. As a result, the delay never changes.
Whereas for the long interconnects, length increases. This is because of the increase in the
metal layers in the chip forcing the global interconnects to increase in length to connect up all
the areas of devices. Increase in length means increase in resistance of the global interconnect
eventually increasing interconnect delay. The net interconnect latency of the circuit will
depend on the particular circuit structure and line length distribution. What matters are the
patterns that these and other studies indicate will emerge: Although the gate delays will

continue, the global interconnect delays will increase and have a greater influence on the
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circuit performance, and the local interconnect delays remain roughly the same. "R" scales by
(1/s) for short wires, while "C" scales by (s). As a result, the RC delay for short wires remains
unchanged, indicating that they have the same capacity to transmit high frequency signals.
Rise in the value of resistance can arise reliability issues in the circuits such as
electromigration. During practical operation, a chip may reach temperatures beyond 100
degrees Celsius. The loss of power at high frequencies and the resulting dissipation of heat
causes a rise in temperature. An increase in temperature promotes the diffusion of solid-state
metal ions. Electro-migration results from momentum transfer between electrons and ions in
metal interconnects, which is induced by the scattering of moving electrons with the ions.
The term "electron wind" is occasionally used to describe this ion-electron interaction. The
wire breaks or shorts to another wire as a result of this. A gap in the interconnects in this kind
of scenario may result in an open circuit, or chip failure. Electromigration is one of the
biggest and most enduring threats to the dependability of interconnects [15]. Apart from
electromigration other reliability issue can be ohmic voltage drop also known as IR drop. An
ohmic voltage drop caused by current passing through an actual wire lowers the signal levels.
The voltage's impacted value modifies the logic levels and lowers noise margins in relation to
the supply terminals' distance. The system's performance is further impacted by IR dips on
the supply network. A slight decrease in supply voltage has the potential to result in a notable

rise in delay [15].

b) Capacitance — Interconnect capacitance modelling for contemporary integrated circuits is
a challenging task. Like resistance, capacitance is also dependent on the interconnect's
geometry, as well as the separation and distances from other wires above and below. Fig.
1.5 displays the fundamental capacitance components used in the interconnect

investigations.

' Fringing
Arca
Grounded

Fig. 1.5. Interconnect capacitance [16]
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The initial capacitance is the ground capacitance, which is present between a line and the
substrate. Deep sub-micron technologies are generally indifferent to it. The second
capacitance is the lateral capacitance that forms between two metal lines on the same layer.
The main capacitance in the connected circuit is what's generating the noise and delays. Area
capacitance, or third capacitance, is the result of the overlap of two connecting lines on
distinct metal layers. Finally, there is the fringe capacitance that develops across different
surfaces and edges between two crossing lines. The coupling capacitance is made up of the
three capacitances: lateral, fringe, and area capacitance. Over time, ground capacitance
decreases and lateral capacitance is the main cause of the coupling capacitance increase.
Additionally, the electrical phenomenon connecting wires in a specific area within the area of
interest is known as coupling capacitance. Three different types of capacitances are typically
seen in an interconnection arrangement, and each one is crucial to the extraction of
capacitance as a whole. Also, these capacitance extractions depend upon the spacing between
the interconnect lines. The easiest component of capacitance to compute is the area
capacitance per unit length. The capacitance can be modelled by parallel plate capacitor
model with a dielectric constant as expressed by Eq. (1.2) [16].

Carea = 7 (WD) (12)

where W is the wire's width, L is the length of the wire, ¢ is the dielectric's permittivity, and t
is the dielectric's thickness. As width reduces with technology scaling, the area capacitance
reduces linearly. For lateral capacitance and fringe capacitance, separation between the two
interconnect lines must be considered. The lateral capacitance is inversely proportional to the

spacing between the interconnect lines and can be expressed by Eqg. (1.3) [16].
£
Ci!aterai! = E(TL) (13)

Where S is the spacing between two lines, T is the wire’s thickness and L is the interconnect
length. Hence, larger the spacing less will be the lateral capacitance and can be ignored.
However, if the spacing among the interconnect lines is less, lateral capacitance is to be
considered. Similarly, the fringe capacitance can be expressed by the Eq. (1.4) [16].

T
Cringe = €1n (1 + E) (14)
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Where T is the thickness and H is the height of the interconnect. For densely packed
interconnects, fringe capacitance is zero whereas for widely spaced interconnects, there
remains a fringe capacitance at every edge. Since, thickness and height are already fixed by
the technology, this capacitance becomes almost independent of the geometry. Because
interconnect delay is more important than gate delay, the DSM regime emphasises the
precision of parasitic extraction of the interconnect impedances. Typically, two- or three-
dimensional extraction is required. Accurate capacitance values can be obtained with a 3-D
field solver like Fast Cap, but it comes with high latency and memory requirements. With
increasing integration, the number and geometric complexity of the on-chip interconnects
increase dramatically. As such, it is not feasible to use a field solution throughout an entire
IC. Interconnect capacitance is made up of the coupling capacitance between neighbouring
interconnects in the same layer, Cc, and the capacitance between the interconnect and
adjacent metal layers or substrate, Cg. In the DSM regime, it is expected that Cc will surpass
Cg as the aspect ratio rises and the wire spacing falls. Adjacent layers are typically considered
a ground plane for capacitance extraction in early stages of connection design and analysis.
Capacitance as a parasitic component is also prone to some reliability issues such as coupling
capacitance. In the integrated circuits, every wire is connected to a grounded substrate
and nearby wire on the same and adjacent layers. Certain capacitive components are
connected to other wires with voltage levels that fluctuate dynamically. Such floating or
fluctuating capacitors negatively impact the circuit and produce crosstalk. The charged
capacitance determines how long it takes for a signal to go through a wire. Increased dynamic
power translates into increased capacitance.  The increasing source of noise in delay
estimation is coupling capacitance. Other signal integrity issue can be crosstalk. It happens as
a result of an unintended coupling between a network node and a nearby signal cable. A
source of noise is created as a result of the disruption. At present switching speeds, the
predominant consequence is capacitive cross-talk. The impedance of the line being studied
affects the possible effects of capacitive crosstalk. Noise may restrict the operation and
performance of the design. The influence of noise may reduce the design's operating

frequency and result in malfunctions. Cross-talk might result in a hold violation or setup.

¢) Inductance — Interconnect circuits experience an inductance factor when technology
scales down and clock frequency rises. It is mainly observed in wide wires used for clock
distribution network. Until recently, the transmission-line effects in CMOS VLSI were

not a significant concern since, in most situations, the gate delay resulting from entirely or

HIMANI 13 JUIT, 2024



Introduction

primarily capacitive load components outweighed the line delay. However, the intrinsic
gate delay components tend to reduce considerably as manufacturing technologies
advances to finer (sub-micron) design standards. The manufacturing devices, yield, and
packaging technique are the primary determinants of chip size. Interconnect delay
becomes more significant with sub-micron technology because of the unchanging chip
size and worst-case line length. Furthermore, transmission line effects and signal coupling
between adjacent lines intensify with decreasing metal line widths. Inductance is an
electromagnetic phenomenon, and its effects aren't always restricted to a certain area.
Additionally, it becomes noticeable when the switching frequency rises to the GHz region
and the resistance decreases. If not managed appropriately, this component can lead to
several problems in the interconnect circuits, such as overshoot and impedance mismatch.
It is far more difficult to extract the connection inductance than resistance or capacitance.
Because inductance can only be determined for a closed current loop and not just for a
wire segment, the inductance problem is very challenging. The area of the loop
determines the inductance of the loop. It is not enough to know the current's forward
direction; one must also identify the return path, which is difficult to do for the majority
of signals. Local interconnects in lower metal layers have a lesser impact on inductance
than wide global interconnects in top metal layers. Adjacent layers can no longer be
regarded as a ground plane as in capacitance extraction because the wires in them are
typically orthogonal. The long-range inductive coupling effects are another factor
contributing to the challenge of inductance extraction. In addition to introducing
inaccuracy, artificially limiting the inductance extraction to close geometries may lead to
unstable models. Inductance can be of two types - self-inductance or mutual-inductance.
When current flows via a conductor, a magnetic field is produced, which leads to
inductance parasitics. Any conductor that has current flowing through it produces a
magnetic field. The same metal may then experience self-inductance from this magnetic
field, or another metal may experience mutual inductance when it crosses the magnetic
field [17]. The interconnect impedance expressed due to the resistance and inductance

present can be seen as Eq. (1.5).
Z=R+jwl (1.5)

Where Z is the interconnect impedance, R is the interconnect resistance, j is the complex

number, w is the operating frequency and | is the inductance value. The inductor can be
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considered a short-circuit for low-frequency operation while operating with direct current
because there is no voltage drop across it. However, in high-speed designs the rate of
change of current is increasing rapidly with respect to time. Therefore, it becomes
essential to address inductance effect at package points and power distribution systems.
At high operating frequency, RC interconnect lines start to behave like a transmission line
under certain circumstances that can change the delay equation for the circuits. The
interconnect impedance as mentioned in Eq. (1.5) can determine if the interconnect will
act as a RC interconnect line or an RLC interconnect line. If R >> jwl, then the
interconnect acts as an RC interconnect line where inductance is negligible and can be
ignored. If R << jwl, then the interconnect acts as an RLC interconnect line where
inductance value cannot be ignored and will show significant effect on the signal line. But
when considering importance of inductance, it is necessary to consider both wire
resistance as well as buffer on-resistance driving the wire. In most cases, the buffer
resistance is large and dominates. Therefore, self-inductance can be ignored for most of
the signal lines on the chip. However, if the buffer is large and the wire is wide,
inductance effects will be noticeable. This is prominent in most of the clock lines.
Further, the transmission lines can be lossy as well as lossless depending upon the
parasitic components present in the wires. The lossless transmission line includes
inductance and capacitance values but no resistance value. It is driven by a supply voltage
source and a source resistance. Considering no interconnect resistance, the characteristic

impedance for lossless transmission line can be expressed by Eq. (1.6) [16].

(1.6)

Where Z, is the characteristic impedance, L, is the per unit length inductance, and C;,,;
is the per unit length capacitance. When an input is given, the response depends upon the
impedance and source resistance values. That is when the resistance is greater than the
impedance, RC effect dominates with large propagation delay and rise time. When
resistance is less than the impedance, inductance effects will be important to address as
they obtain an oscillatory response with short propagation delay and rise time. For lossy
transmission line, distributed effects are taken into account. This means that the length of

interconnect becomes equally important to determine the effects of inductance. As a
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signal propagates down the wire, it experiences attenuation due to wire resistance. When
it reaches the end of the wire, it reflects off the load impedance and travels back to the
source. This reflected signal also gets attenuated and leads to ringing effects in the wire.
Due to signal attenuation, it becomes difficult to locate inductive effects in long wires.
Therefore, it becomes necessary to determine a critical length at which the inductance
effects can be observed and rectified. The maximum length for an interconnect with

inductive effects can be expressed by Eq. (1.7) [16].

s < (L7

Rint Cint
Where 1, IS the maximum interconnect length, R;,,; is the per unit length resistance, C;,; IS
the per unit length capacitance, and L;,; is the per unit length inductance. If the resistance per
unit length increases the length over which inductance is important decreases. On the other
hand, the buffer's output signal’s transition time also regulates the transmission line impacts.

If the round-trip time of the signal is short as compared to the rise time of the signal, then no

transmission line effects can be seen. The round-trip time can be expressed by Eq. (1.8) [16].

trou.nd—trip = th = 21 Lintcint (18)

Where t, is time-of-flight. The transmission line effects are seen if the rising time is less than

twice the time-of-flight. So, the minimum wire length can be expressed by Eq. (1.9) [16].

t?"

lnin > ——— 1.9
21.;' Lintcint ( )

Where [,,,;,, is the minimum wire length and t,. is the rise time. The critical interconnect
length for inductance effects to be noticeable can be given by combining Eq. (1.7) and (1.9)
and expressed by Eq. (1.10) [16].

(1.10)
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For delay calculations, only considering interconnect parasitic components are not sufficient.

Buffer resistance must also be considered for accurate results.

Mutual inductance can be the most problematic inductance since it causes noise and delay on
neighbouring lines in unexpected ways. Mutual inductance is determined as the time varying
current in one line proposing a voltage drop in the second line. When current flows in one-
line, mutual inductance induces a return current in the other line. So, the voltage drop on each
line will be the sum of self-inductance and mutual inductance with the other line. These
effects can be large and can create functionality errors which can be recurring in nature.
Buses are more prone to mutual inductive effects. To keep inductive effects in check different
solutions can be considered such as choosing a definite critical length for interconnect or the
shielding techniques. However, reliability issues can be observed for inductive effects when
becomes prominent such as Ldi/dt voltage drop. This issue affects the timing and
functionality of gates connected to power lines if the drop becomes too significant due to

inductance.

1.2.2 INTERCONNECT MODELS

In the procedures of circuit design and verification, interconnect modelling is essential. A
precise and effective connection model can greatly improve these procedures. Modelling of
interconnects can be done for single interconnects as well as coupled interconnects whose
parasitic components depend upon the length of the interconnect. Models of single and

coupled interconnects are explained as:

a) Single Interconnects - Numerous interconnect network simulation tools are built upon the
single interconnect concept. Over the past few decades, a variety of on-chip connection
models from distributed transmission lines to lumped C/RC/RLC models have been
presented. When choosing the right model, efficiency and accuracy must be bargained.
Single wires can be implemented using two types of models. These models not only help
in decreasing the complexity of interconnect design but also help in simplifying the
performance parameters of the circuit. Lumped and Distributed models are the two types

of single interconnects that can be explained as:

Lumped model — With the advancement of deep submicron technologies like 7nm and

5nm, metal wire widths have decreased dramatically, leading to a rise in resistance.
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Interconnecting cannot be modelled as a single capacitive load; rather, a resistance must

also be modelled. In this case, RC lumped model comes into play. This model is used for

short wires because only single parasitic component is dominant. In other words, if it is a

lumped RC model then it will consist of a resistance whose value is lumped into one

single resistance (R) and a capacitance whose value is lumped into one capacitance (C).

Analysis of lumped network with large number of resistances and capacitances become

complex as it contains many time constants like poles and zeroes. To solve this issue,

Elmore Delay model is studied and utilized. Further, lumped model can be divided into

three types of interconnect structure as shown in Fig. 1.6: —

a. L-model — This is the most basic model, consisting of a resistance and a capacitance,
where the delay is expressed as the wire's product of R and C.

b. m-model — In this approach, the delay is the product of the wire's R and C/2 values,
and the capacitance is divided in half.

c. T-model — This model divides the resistance value in half and calculates the delay as

the product of the wire's C and R/2.

The advantage of lumped interconnect is that it is the simplest form of model but its

disadvantage is that it is pessimistic and inaccurate for long interconnects.

R R R/2 R/2
lc lC/z $C/2 gc

L-model n-model T-model

Fig. 1.6. Lumped RC models [18]

ii.  Distributed model — This model is used for long wires because the entire resistance (R)
and capacitance (C) of the wire is distributed along the entire length of the net as shown
in Fig. 1.7.
rAL rAL rAL 4
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Fig. 1.7. Distributed RC model [19]
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Signals travel more slowly along global and intermediate interconnects than they do through
gates. In this case, it is important to consider the dispersed features of the connection. This
advantage of distributed model is that it is used for long wires and provide accurate results
but the disadvantage is that it is complex and does not provide close form solution. To solve
this problem, Elmore delay estimation is used if the distributed line is approximated into

lumped line.

b) Coupled Interconnects - Because of the often-utilised bus structure, modelling coupled
interconnects requires specific consideration during the circuit design process.
Decoupling the systems into separate interconnects and then applying single line models
to each of these interconnects provide a general solution for connected multiconductor
systems. However, de-coupling long wires into single wires increases the computational

complexity [20].

1.2.3 INTERCONNECT DELAY ESTIMATION

The size of the parts that make up a system-on-chip (SoC) has decreased significantly with
nanometre technology. This discovery indicates that modern technology has significantly
shrunk in size, putting all of its components close to one another. Size reduction is a crucial
component of contemporary technology since consumers want compact, portable devices.
However, there are drawbacks to compact and portable devices, such as lag, overheating, and
dependability problems. The production process is getting more complicated as the advanced
technology nodes' physical dimensions decrease and they are getting closer to what is
believed to be the fundamental operating limit of the device. Furthermore, no further
requirements reductions are possible for the components because they are application-
specific. To facilitate component connectivity, the wire designs simply need to be improved.
Metal lines called interconnects are used to establish electrical connections between the
active components in a circuit to transfer and distribute power and signals. However,
interconnect size likewise lowers as chip size does. Chip delay, power consumption, and
noise are mostly caused by interconnect structures, which are getting smaller due to the
increased need for high speed. Nonetheless, the shape of interconnects can be used to control
these performance metrics. Generally rectangular in design, interconnects have the proper
geometry with width (W), thickness (t), height (h), and spacing (s) as shown in Fig. 1.8. The
insulator thickness, or height of interconnect, measures the separation between layers, while

the spacing measures the separation from adjacent conductors. The technology employed and
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the interconnect's length determine the interconnect's geometry. Furthermore, the significance
of the interconnect geometry should not be understated, since it can regulate the circuit's RC

delay phenomenon.

GIND

IE

GIND

Fig. 1.8. Interconnect geometry

Interconnects are the fundamental unit of signal connection between chips or between chips
on a printed circuit board (PCB). The layout and design of an integrated circuit's
interconnects have a direct effect on its functionality, dependability, efficiency, performance,
and total fabrication yield. Several factors are taken into account while choosing the
composite material for the interconnects, such as electrical conductivity, mechanical and
chemical compatibility, and fabrication challenges. Integrated circuit performance is
increasingly dependent on the overall signal, power, and thermal integrity of their high-speed

interconnects.

Interconnects are required to shrink in size in conjunction with transistors' constant reduction.
At this point, the RC problem represents a major obstacle that conventional copper
interconnects must overcome to scale further. When parasitic components are looked
individually, the electrical resistance (R) of a material, indicates how challenging it is to flow
electrical current through a specific cross-section of that material. The capacity of a material
to hold an electrical charge is known as its capacitance (C). Since device speed is inversely
proportional to resistance and capacitance (RC), low RC is required to develop fast
processors. When considering resistance of the interconnect, device speed is slowed because
higher-resistance lines carry less current. This is due to the fact that increased resistance

slows down the flow of electrons, making it take longer to reach the threshold voltage or
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minimum charge at a transistor's "gate” in order to switch it on. The difficulty with
interconnect scaling is avoiding becoming a bottleneck and losing that performance gain by
decreasing the flow of electrons between transistors, even as transistor speed increases with
scaling. The insulating dielectric substance surrounding the metal lines and their separation
from one another determines the capacitance. Increased capacitance slows down electrons
and can lead to unintentional ‘cross-talk’, in which a voltage change in one metal line affects a
nearby line's signal, disrupting the device. The development of "low-k" dielectric materials
has greatly reduced capacitance in addition to maintaining an appropriate distance between
lines. There are other ways to get lower values, however, as the k value drops, the resulting

ultra-low-k films become more brittle, which presents more difficulties for manufacturing.

The simplest and easiest way to deal with the interconnect delay is to study Elmore Delay
Estimation. By multiplying the resistance in the path to the i™ node by the capacitance at the
branch's end, the EImore delay analysis model calculates the delay from a source to one of
the leaf nodes [21]. It provides a simple delay analysis in place of the tedious numerical
integration and differential equations of an RC network. Eq. (1.11) [16] can be used to

express the EImore delay.
T= Z RixeCie (1.12)
k

Where Cy is the capacitance at node k and Riy is the total of all the resistances from source to
node k. Even though Elmore's delay estimates delay more quickly, only the first moments are

taken into account, necessitating more development.

1.24 INTERCONNECT SCALING AND INTERCONNECTS AS CIRCUIT
COMPONENTS

The goal of the semiconductor industry has been to make microprocessors faster and more
functional. In the ensuing generations of integrated circuits, transistor cost, integration, and
scaling all experienced significant reductions, as predicted by Moore's law. By merging
millions of transistors on integrated circuits (ICs) or numerous systems on a chip, devices and
interconnects must be aggressively expanded to fulfil the ever-changing requirements of
advanced technology. Moreover, systematic transistor scaling has enhanced the functionality
of the device. In contrast to devices, interconnects still encounter a major barrier to future

scaling. While scaling causes the transistor delay to decrease, the growth of the equivalent

HIMANI 21 JUIT, 2024



Introduction

resistance-capacitance (RC) delay is the primary driver of increases in connection losses and
declines in signal integrity. Therefore, given that interconnect delay is more important than
transistor delay, it is evident that interconnect delay cannot be disregarded for next-generation
technology. Consequently, more thorough research should be done on the interconnect's

performance for high-speed and low-loss devices.

Early on in the creation of ICs, the connection capacitance was the only factor taken into
account when estimating an IC's total latency. Due to the aggressive down-scaling of Cu
interconnect dimensions has led to exponentially increased resistivity, which was referred to
as the “size effect” [22]. Additionally, a traditional method was used for many years to study
the signal delay of interconnects in both analogue and digital circuits. The straightforward RC
model, however, quickly became overly optimistic at faster working speeds. Because less
resistant materials are used in current ICs, the inductive effect also plays a significant role
that needs to be accurately taken into account. Due to energy dispersion, attenuation, and
scattering, all materials show conductor and dielectric loss. The conductor loss resulting from
signal attenuation, higher current density, crystal lattice defects, and scattering is represented
by resistance (R), capacitance (C), and inductance (L). On the other hand, conductance (G) is
used to model the dielectric or shunt loss, which is caused by energy dispersion in the

substrate and dielectric medium.

1.3 SOFTWARE USED

LTSPICE software was used to run all of the simulations on a system with an Intel(R) Core
(TM) i7-10700 CPU running at 2.90GHz and 16.0 GB of RAM. Software that is best suited
for quicker simulation of power electronics and electronic circuits is called LTSPICE. The
online community support for LTSPICE is strong. It is a popular SW tool for simulation that
is free, very easy to use, lightweight, and rich in component libraries. It also permits the
addition of store-bought components. All users have to do is locate or write the component's
SPICE model. Software program called LTSPICE does simulations using SPICE as well, but
it does it more quickly and accurately than PSPICE by utilising superior algorithms,

techniques, and hacks.

With improvements and models to improve the modelling of analogue circuits, LTSPICE is a
robust, quick, and free SPICE simulator programme that also functions as a schematic

capture tool and waveform viewer. Through the use of its graphical schematic capture
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interface, schematics can be investigated and generate simulation results that can be further

examined using the integrated waveform viewer.

1.4 DATA SET AND PERFORMANCE PARAMETERS

The values of parasitic components of the VVLSI interconnects depend upon the length and the
geometry of the wire. All the values of parasitic components are derived from Predictive
Technology Models (PTM) [23] from interconnect length of 1mm to 10mm. A new
generation of Predictive Technology Models (PTM) is in development for technology nodes

ranging in size from 130nm to 32nm.

These predictive model files can be scaled to accommodate a broad range of process
variables and are compatible with common circuit simulators, like SPICE. Competitive
circuit design and research can begin using PTM even prior to the complete development of
modern semiconductor technology. These modal files determine the geometry of the
interconnect design for different technology nodes currently being used in the industries. The
technology node used for the evaluation of interconnect parasitic components for different

length is 45nm technology and the geometry of wires used is listed in Table 1.1.

Table 1.1. Wire geometry for 45nm technology

Parameters Values (um)
Width 0.2
Height 0.1
Spacing 0.4

Thickness 1

The interconnect length considered ranges from 1mm to 10mm long with their respective
resistance, capacitance and inductance values. Table 1.2 shows the values of total resistance
and capacitances concerning different interconnect lengths evaluated from predictive

technology models [24].

Table 1.2. Parameters values concerning interconnect length [24]

Length (mm) 1 2 3 4 5 6 7 8 9 10
Capacitance (fF) | 191 | 383 | 575 | 767 | 959 | 1150 | 1342 | 1534 | 1726 | 1918
Parameters
Resistance (©2) | 110 | 220 | 330 | 440 | 550 | 660 | 770 | 880 | 990 | 1100
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It is also possible to compute the individual resistance and capacitance values for both
lumped and dispersed networks while taking uniform distribution into account. Table 1.3 and
1.4 shows the individual parasitic components values per unit length for lumped and
distributed network respectively.

Table 1.3. Individual parasitic components value concerning interconnect lengths for proposed lumped RC structure [24]

Length (mm) 1 2 3 4 5 6 7 8 9 10
Capacitance (fF) | 191 | 383 | 575 | 767 | 959 | 1150 | 1342 | 1534 | 1726 | 1918
Parameters
Resistance () | 27.5| 55 | 825 | 110 | 137.5| 165 | 1925 | 220 | 247.5| 275
Table 1.4. Individual parasitic components value concerning interconnect lengths for proposed distributed structure [24]
Length (mm) 1 2 3 4 5 6 7 8 9 10
Capacitance
() 95.5|95.75 | 95.83 | 95.875 | 95.9 | 95.83 | 95.85 | 95.875 | 95.88 | 95.9
Parameters
Resistance
@ 2715 275 | 2715 | 2715 (275|275 | 275 | 2715 | 275 |27.5

The distribution of total resistance and total capacitance values per unit connection length is
known as a uniform distribution. These measures are used to assess many performance
metrics, including power usage and time constant. The interconnects' resistance multiplied by
their capacitance value equals their delay. Nevertheless, it varies depending on how the
interconnect’s length and structure alter. Regarding power consumption, the results of the
SPICE simulation are used to estimate the average power usage.

1.5 MOTIVATION

Deep submicron (DSM) technologies cause interconnects to behave differently from
resistors, possibly exhibiting parasitic characteristics like capacitance and inductance. The
RC delay increases quadratically as the interconnect capacitance (C) and interconnect
resistance (R) both rise linearly with a linear increase in interconnect length. An integrated
circuit must have its RC delay decreased in order to operate at a faster pace. Large connection
impedance also causes increased power dissipation in addition to increased signal

propagation delay. Projections from the International Technology Roadmap for
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Semiconductors (ITRS) indicate that connection delay can contribute more than 50% of the
delay when the feature size is more than 180 nm [25]. For high performance architectures to
achieve timing closure, delay and power optimisation approaches for interconnect are
therefore becoming more and more crucial. To lower the power consumption, power
dissipation, and timing constant of the VLSI interconnect circuits, the thesis seeks to develop
an alternative approach for the VLSI interface for DSM technology. These advancements are
primarily driven by portable applications, like notebook computers and portable
communication devices, that demand high throughput at minimal power dissipation. In the
majority of these situations, achieving high chip density and high throughput—two equally

challenging objectives must coexist with the need for minimal power consumption.

1.6 RESEARCH GAPS

From the literature review, it is evident that different tools and techniques are applied and
studied for different technology nodes. It is seen that authors have not only focused on
applying various techniques to boost the performance of the interconnect circuits but also
focused on the structure of interconnects by adding extra components of the circuits. The
performance of the interconnect structures was seen to be improved however; certain gaps

can be identified:
i. To reduce overall resistance of an interconnect circuit —

With technology scale down, the wire geometry also changes which ultimately affects the
resistance of the circuit. Rather than shifting to new material, techniques to reduce resistance
is more important with the decrease in technology node.

Objective I: Design and Implementation of RC global interconnects with different lengths.

ii. To optimise overall power performance for long wires —

The main focus in the literature review was to minimize the timing constant of the circuits.
Some presented techniques for less power consumption. However, there still remains the
need for less power dissipation which causes heat generation ultimately leading to system

failure.

Objective 1I: Design and Implementation of RC global interconnects with Buffer Insertion

Techniques.
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iii. To reduce area, and delay for interconnect circuits —

As seen in literature review, performance parameters were improved by inserting buffers in
between long wires. However, increase in area was observed. To improve latency, throughput
and power consumption in an interconnect circuit current mode signalling technique was

studied and implemented to the proposed interconnect circuit with reduced resistance.

Obijective I1I: Design and Implementation of RC global interconnects with Current Mode

Signalling Technique.

iv. To reduce inductive effect in interconnect circuits -

Although, improving all the parameters still inductance effects can be seen in the interconnect
circuits with the reduction in technology. New interconnect circuit was implemented and
simulated by reducing the inductance parasitic component instead of introducing different

parameters to the interconnect circuits.

Obijective IV: Design and Implementation of RLC global interconnects.

1.7 RESEARCH OBJECTIVES

After reviewing and identifying research gaps, following objectives are formed —
Obijective I: Design and Implementation of RC global interconnects with different lengths.

Obijective 1I: Design and Implementation of RC global interconnects with Buffer Insertion

Techniques.

Objective I11: Design and Implementation of RC global interconnects with Current Mode

Signalling Technique.

Obijective IV: Design and Implementation of RLC global interconnects.

1.8 THESIS ORGANIZATION

The thesis's remaining chapters are arranged as follows:

Chapter 2 presents a literature assessment of various interconnect topologies and

technologies/techniques used.
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Chapter 3 describes a novel interconnect circuit architecture (H-tree) for connecting lengths
ranging from 1mm to 10mm. Theoretically, the parasitic components of both lumped and
distributed networks are calculated, and Elmore Delay Estimation is used to optimise the
networks' delays for innovative interconnect structures. Difference between uniform and non-
uniform distribution is presented. Lastly, performance parameters are evaluated using

LTSPICE and are verified theoretically using different input supplies i.e. pulse and ramp

input supply.

Chapter 4 provides an overview of the traditional buffer insertion method for delay reduction
and signal restoration. The advantages of buffer insertion in linear interconnects
are discussed, along with how they are used to reduce delays and noise. This chapter covers
the principles of power dissipation, propagation delay, and design criteria. Introduction to
Schmitt trigger design is included along with the use of Energy recovery techniques. The use
of energy recovery logic for the Schmitt trigger and CMOS inverter circuit employing
FinFET technology to reduce power consumption and dissipation is thoroughly discussed.
Further, buffer insertion technique using energy recovery logic implemented for the novel
interconnect circuit designs is studied. Additionally, it is demonstrated how buffer insertion is
growing more and more resource-intensive in emerging technologies, turning it into a
cumbersome procedure. The final section discusses the space and power consumption

limitations of buffer insertion technology.

Chapter 5 provides a detailed explanation for Current Mode Signalling (CMS) Technique for
interconnect circuit designs. Advantages and Disadvantages of CMS technique is drawn over
Buffer Insertion technique for novel interconnect circuit designs. Further, area reduction and
better performance results are procured and concluded with the limitations of the said
technique.

Chapter 6 provides an introduction to inductance as a parasitic component for interconnect
circuits. Simulation explanation is provided for the introduction of inductance as a parameter.
Further, delay expression is evaluated for RLC transmission line. Performance parameters are
evaluated and explained along with the importance of RLC interconnect lines with decrease

in technology nodes.

Chapter 7 draws the conclusion and future scope of the thesis.
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CHAPTER 2: LITERATURE REVIEW

The following section provides a thorough overview of published research on the subject of
the study with a defined goal and approach. A study of the literature covering the years 1990—
2024 has been completed while keeping in mind the difficulties and problems raised
concerning this subject. The survey helps identify the needs and research gaps. VLSI
Interconnects are currently a broad and well-liked area for research.

For modern low power technology, it is important to combine different blocks into an
integrated circuit while keeping low power consumption and delay. This can be done using
various interconnect techniques and models and their limitations can also be drawn [11].
Some of these models are mentioned in Fig. 2.1. A brief explanation is provided concerning
the published work. This chapter is divided into four parts: VLSI Interconnects with EImore

delay model, Buffer insertion techniques in long interconnects, Interconnects with current

mode signalling technique, and RLC interconnect lines.

-

i
"

Fig. 2.1. Various interconnect models [11]
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2.1 VLSI INTERCONNECTS WITH ELMORE DELAY MODEL

There is a need to focus on the importance of VLSI interconnects in CMOS technology and
about the details concerning these wires, their types, different models, wire RC delay and
wire metallization [26]. One such model for RC delay is the EImore Delay Model. It provides
with the first moment of impulse response which is commonly referred to as EImore delay.
Since, the focus is on reducing the timing constant of the interconnect circuits certain
techniques and modifications can be observed such as Elmore delay as an absolute upper
bound on 50% delay of an RC tree to avoid the restriction of delay with input only as step
response. A lower bound on delay is also presented using Elmore estimation and second
moments of impulse response [27]. Further, four interconnect delay models based on Elmore
delay theory are discussed which can be used for an RC tree [28]. Also, a non-linear
relationship between SPICE simulations, experimental results and EImore delay model for N
stages of RC ladder circuit can be observed by applying Least Mean Square method on
SPICE simulation results [29]. Extending the calculation results by increasing the moments
of impulse can also be observed for better performance results. A new delay metric
employing the first three moments of the normalised homogeneous component of the step
response was created by modelling it as a probability density function in terms of the gamma
distribution [30]. An impulsive response is suggested. Crucially, it is demonstrated that the
table model needed for the distribution function spans a very narrow range of element values,
allowing moderate-sized tables to achieve excellent accuracy. This yields a metric with
runtime complexity similar to the EImore delay approximation and accuracy that is similar to
that obtained from model order reduction. [31] proposes a D2M, a delay metric for RC
trees which is a straightforward function of the impulse response's two moments. Generally,
the metric acts as an upper constraint on the real although the error magnitudes are noticeably
smaller than for the EImore delay. Although it is not as exact as h-gamma, D2M is also more
accurate than other delay metrics that can be expressed as functions of the initial few
moments. Apart from optimising interconnect delay by applying different variations of
Elmore delay models, simply wire sizing and layout techniques can also be seen improving
the performance results. A new algorithm for interconnection sizing is proposed in [32]. An
Elmore delay model is used to solve the wire sizing problem (WSP), and it does not require
the crucial. Nodes on leaves are to be specified. First, the issue of finding the ideal wire
diameters under delay limits is discussed, and area-delay trade-off curves are displayed.

Furthermore, experimental evidence demonstrates that reaching the net's absolute least delay
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is a wasteful use of resources; an engineering solution is better served by setting a delay
target that is even 10%-15% above the minimum delay. As for routing and interconnect
modelling, different techniques are studied. A simple interconnect modelling is seen in Fig.
2.2 [33].

Interconnect
test structure
characterization

j ,- ,-

Fig. 2.2. VLSI Interconnect modelling [33]

In the general interconnection modelling flow, the design of the interconnect test structure
(ITS) is the first step. Silicon is used to create, measure, and evaluate to derive the material
properties (interconnect technology parameters) and connect geometry parameters. The
performance of IC circuits is impacted by the large parameter dispersion caused by process
variation. Two- or three-dimensional interconnect model libraries are developed based on the
characterised interconnect technology parameters (ITP). Layout parameter extraction is done
with these interconnect model libraries and device models. Next, they undergo circuit
modelling and are re-annotated to the netlist. The overall precision of this flow determines
the circuit simulation's correctness. Other than physical interconnect modelling the authors in
[33] also explains the concept of interconnect characterization and statistical interconnect
modelling. Interconnect characterization explains the concept of long wires and the issues
generating in operating these long wires. Since, inductive effects are less than RC effects for
few MHz frequency ICs. Yet, for increasing demand for high frequency circuits, more
complex geometry and structure will get which becomes too complicated to be simulated by

numerical field solvers. The interconnect model library-based parameter extraction
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methodology has been created as a solution to the issue and applied in the IC market.
Resistance (R) and Capacitance (C) are the basic components required for any interconnect
modelling. However, for low frequency circuits interconnect resistance can be considered
negligible. To compute the total capacitance of the circuit, using 2-D fringing capacitances
and 1-D area capacitances is sufficient. The 3-D fringing is still hardly noticeable. Linking
together Quasi-3-D parameter extractors employing 1-D and 2-D interconnect model libraries
to carry out parameter extraction. 2-D field solvers based on the Finite-Difference Method
(FDM), Finite-Element Method (FEM), or Boundary-Element Method (BEM) provide the 2-
D model library. 3-D libraries are used hardly due to various issues related to it. However, a
new 3-D library is introduced using Monte Carlo Simulations. These technigques can be used
to extract the resistance and capacitance parasitics easily but inductance still remains a
problem. After extracting parameters interconnect performance is recorded for issues such as
delay and crosstalk because interconnect R and C values are strongly correlated. Authors in
[33] explains a worst-case statistical interconnect modelling method to determine values for

interconnect delay and crosstalk as shown in Fig. 2.3.

Statistically
based Worst
case RC
table

Fig. 2.3. Statistical interconnect modelling [33]

Root-sum-square and skew-corner modelling have been used for worst-case connection
modelling. These approaches are overly cautious. The worst-case delay is improved by 20%
using the recently created SWIM (Statistically-based Worst-case Interconnect Model
generator). In [34], authors present a performance driven layout design for interconnects as
shown in Fig. 2.4 with the increasing demand of high frequency long wires. Global
interconnect planning and optimisation happen during the floorplan stage, and additional
interconnect optimisation happens during global routing. For the past few years, interconnect
delay minimisation has been the primary focus of connection modelling and optimisation
research. The authorsin [34] introduce several widely-used interconnection and driver

models as well as several interconnect design and optimisation strategies that have shown to
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be highly successful in raising connectivity dependability and performance. The outcomes of
the experiments indicate that these optimisation strategies, varying in their efficiency and

optimality, have a major effect on the global interconnects' performance.

N

3
N
I

Interconnect

Detailed Routing with Optimizations Library
Variable Width and Spacing

Fig. 2.4. Layout design for interconnects [34]

Applying Elmore delay model has its own limitations when it comes to maintain the speed of
the interconnects. Simply re-evaluating it will not solve the issues, since the rise in the
resistance of the interconnects is seen. Certain parameters can be considered in addition with
the resistance of the wire to alter the structure of the interconnect for different types of
interconnect networks such as a new RCG interconnect structure is proposed for generalized
interconnect structures using Elmore delay model. The basic idea is to improve the
performance parameters by adding conductance into the circuit as an additional parameter
[35]. Apart from modelling interconnect with new wire sizing techniques or introduction to
new parameters, simply a different input supply can be given to reduce the timing constant in
the circuit as well as to conserve power. The ramp as an input supply can be given to the
interconnect circuits for better performance results. Using a new method based on solving the
diffusion equation and applying reflected diffusion components to account for reflections at
the source and load end of the line, authors have analysed finite distributed RC lines under
ramp input [36]. There are two methods for calculating the higher-order diffusion
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components caused by reflections at the source or load end, one of which is a general
recursive equation. In [37], Two straightforward models may be used to assess the
propagation delay of a generic RC chain when it has a linear ramp input. The first model is
characterised as a piecewise function, whereas the second model is a continuous function.
Furthermore, as the rise and fall times of the signal decrease as technology scales, it is
important to note that instances where the value is less than 1 are frequent, making the first
model the more desirable choice. The suggested metrics were assessed using comprehensive
circuit simulations carried out on standard RC chains. The acquired findings showed that, in
comparison to SPICE simulations, both models had a comparable maximum error (less than
15% at the output node).

2.2 BUFFER INSERTION IN LONG WIRES

Introducing a new parameter as seen in previous section 2.1 may reduce the delay of the
overall device but it can also increase the area of the device. And, however long the wire is it
will require a buffer in between to drive it and to avoid crosstalk noise into the circuits and
wire engineering. Also, it is already known that when dealing with global interconnects the
product of R and C is quadratic in nature with respect to length. To reduce this delay,
different materials, techniques or design levels have been adopted to point out the difficulties
in CMOS technology as the technology scales down to Nano meter regime [38]. In [39], the
impacts of various parameters on connect delay are experimentally investigated, and the
optimisation techniques and influencing factors of interconnect delay in large-scale physical
design under deep submicron technology are analysed. Lengthening the connection and
placing the suitable quantity of buffers can efficiently optimise the latency. Reducing the
latency between interconnects and increasing wiring space can be achieved by substituting an
equal number of inverters for the buffers on interconnects. When it comes to the buffer
insertion in between the long wires, simple 1-bit CMOS inverter is considered best due to its
simple design and functioning. Yet, it fails to provide the noise immunity to the circuit.
Instead of CMOS inverter as a buffer, Schmitt trigger design is considered for the buffer
design to drive interconnect circuits as it not only reduced delay but provides noise immunity
as a property of hysteresis also. A Schmitt trigger circuit design for 45, 65 and 90nm
technology is implemented and simulated to filter out the issue of noise as compared to the
simple CMOS inverter [40]. [41] shows as opposed to a single threshold buffer, the newly
suggested Schmitt trigger buffer has a dual threshold feature that reduces crosstalk noise and

interconnect delay. Reduced power consumption is also the outcome of using fewer
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transistors in the active mode during switching. In [42], authors show how Schmitt triggers
can be used as a buffer circuit since they are flexible to use that is their configuration can be
adjusted accordingly. The SX-A and RTSX-S families of Actel devices are engineered to
provide maximum efficiency, low power consumption, and exceptional dependability. They
have consistently proven to be a great option for both military and commercial uses.
Furthermore, Schmitt-trigger buffers facilitate the handling of low slew-rate applications.
These buffers are easy to implement, reasonably priced, and adaptable enough to allow for
many configurations based on the needs of the application. Schmitt-trigger buffer properties,
such as threshold voltage, can be set or changed by the user as needed. Schmitt-trigger
buffers ensure that the FPGA receives a quick, noise-free input signal. In [43], authors have
demonstrated an incredibly economical way to raise the sub-threshold nanoscale circuits'
reliability. The implication methodology as mentioned in Fig. 2.5 serves as a broad
foundation for specific reinforcement. In order to implement the implication reinforcement,
authors choose to employ Schmitt trigger-based circuits, and have shown that this technology

delivers good noise immunity at a low cost in terms of area and power overhead.
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Fig. 2.5. Design flow chart [43]
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In [44], an entirely novel CMOS Schmitt trigger that can operate at as low as 0.8V is
proposed and exhibited. Comparing the circuit to a typical circuit, the propagation time is
reduced. The Design Rule Check (DRC) and Layout Versus Schematic (LVS) checking
methods were passed by the suggested circuit. As a result, the circuit has been effectively
installed and its industry manufacturing status has been verified. In [45], a larger hysteresis
width is offered by the new Schmitt trigger in comparison to the traditional Schmitt trigger.
While the new circuit's static power dissipation is nearly twice that of the conventional one,
its dynamic power dissipation is nearly equal. This circuit is helpful in situations when a high
hysteresis width is needed to increase the noise margin. In [46], the following voltage levels
could be supported by an input receiver made with 0.35-um CMOS technology: as well as
0.9,12,15,1.8, 2.5, 3.3, and 5 volts. For varying voltage levels, there was a high operating
frequency. Its hysteresis feature contributed to its improved noise immunity. As a result, there
was less incorrect reception of the logic level in the core. The Schmitt trigger and input buffer
are no longer required with the proposed input receiver. Both are combined into one circuit.
As a result, the total space needed is smaller than the combined size of the input buffer and
Schmitt trigger. Authors in [47] proposes a low-voltage tuneable hysteresis CMOS Schmitt
trigger. Low power consumption and configurable hysteresis under low voltage operation
which ranges from 0.5 V to 1.8 V are two benefits of this system. The simulation result of the
system at 0.8 V and 27 degrees Celsius is deemed adequate. The setup is said to be
appropriate for utilised in wireless transponders, sensors, buffers, sub-threshold SRAMs,
retinal focal plane sensors, and pulse width modulation circuits. For [48], Tanner EDA tool
simulation has been performed at TSMC 130nm technology with a 1 V supply voltage. The
circuit's TSPICE simulation results validate the method's efficacy. By adding four transistors
that have a lower average power consumption and a smaller footprint, the suggested Schmitt
trigger is altered. Using just one PMOS significantly reduces latency since the delay is
concentrated in PMOS owing to hole mobility being lower than electron mobility. Four
transistors are used to create the proposed Schmitt trigger, which performs better than the
traditional Schmitt trigger. Because there are fewer transistors, there is a reduction in both
area and delay. Compared to a typical Schmitt trigger, the suggested Schmitt trigger uses less
power on average. In [49], the buffers between the interconnects are replaced with the
suggested Schmidt trigger (which depends on Sized logic) for additional reduction of strength
and delay. A Schmitt trigger consisting of four MOS transistors is used for this investigation.

Compared to the current methodologies, the simulation results demonstrate that the suggested
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technique exhibits reduced delay and power. The authors have also compared the delay with

the increase in nano metre technology nodes as shown in Fig. 2.6.
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Fig. 2.6. Delay vs Technology nodes [49]

Additionally, Schmitt trigger designs can employ many types of logic, as demonstrated by the
author in [50] with complementary pass transistor logic. The circuit is implemented using
180nm technology and its attributes have been quantitatively and analytically measured.
Compared to other CMOS Schmitt triggers, the hysteresis feature is more pronounced and
less susceptible to process and supply voltage changes. The recently suggested Schmitt
trigger circuit is appropriate for applications involving mixed voltage interfaces as it can
reject noise. This paper describes a Schmitt trigger circuit that can be used as a foundation
circuit for more intricate logic circuits with hysteresis transfer properties. Further, the Schmitt
trigger design is also improved by reducing the number of transistors [51] for lower
technology using different types of materials CMOS and CNT transistors. The focus is not
only reducing the number of transistors in the circuit but also to reduce performance
parameters like delay, power, hysteresis loss, leakage current etc. Similarly, an accurate and
detailed analysis of the design of six widely used CMOS (SISO) Schmitt trigger circuits is
observed [52]. In paper [53], authors have evaluated the impact of geometrical tube
parameters variations on scattering and quantum resistance, Kkinetic and magnetic
inductances, and quantum and electrostatic capacitances for isolated and bundles of
MWCNTs. The results obtained show that the resistivity of MWCNT-based interconnects
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falls sharply with increasing shell count because of an increase in conducting channels, a
drop in kinetic/magnetic inductances, and an increase in shell-to-shell capacitances. Due to
their higher resistivity, the length variation results predicted that MWCNTSs are not the best
option for local level interconnects (<100 pum). However, they significantly outperform
Copper and SWCNT based interconnects for intermediate (>100 um) and global level
interconnects (>500 um) resistivity. Apart from the use of CNT material, FinFET technology
is also seen to be used in buffer systems to reduce power consumption in the buffer circuits.
Author in [54] designs the inverter circuit for 32nm technology node using HPSICE for both
CMOS and FIinFET technology and compares the power consumption in the circuits. In [55],
the replacement of MOSFETs to FinFETs is observed due to reduction in short channel
effects. Also, similarly like FInFET material, a different type of FET can be used known as
Tunable Field Effect Transistor (TFET). It is gaining a lot of attention from the researchers
due to its similar structure as MOSFET, although its functioning differs. In paper [56],
authors intend to investigate the applicability of Dielectric pocket (DP) based TFETs for low
power applications. To do that, the device's architecture must first be highly optimised using a
variety of gate and dielectric engineering techniques. Once this is done, the well-optimized
design must then be confirmed for use in analogue, digital, and wireless applications.
Reducing number of transistors can be concluded as a better result for reducing the delay in
the circuits however, shifting the design and implementing with other materials sems to be
difficult. Moving to materials like CNT can be preferred for research purposes but
implementing it in real life can be quite a costly task. Apart from only focusing on delay of
the buffer system, power consumption as well as dissipation must also be considered. Certain
power is consumed by the circuits and certain power is dissipated by the circuits. This power
dissipation causes heat generation in the circuits leading the device to lag behind. Sometimes,
in case of high amount of heat generation system fails to perform efficiently. To resolve this
issue one such method is of bus encoding. Since, global interconnects are used as buses and
clocks such a method can be proved to be efficient. In paper [57], author addresses the issue
of power dissipation in busses during testing. They conclude that address encoding systems
using reference data also regulate the address switching. The data bus and address bus
encoding techniques exhibit an average power saving of 30% and 74.8%, respectively,
according to the results. Another exhaustive study is done to restore or reuse some of the
power dissipated back by the power supply to produce less heat and consume less power.
This technique is known as energy recovery technique. Energy recovery technique is the

technique which is required to maintain the power consumption of the circuits. It can be
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categorized into two classes: Adiabatic Logic and Adiabatic Dynamic Logic as shown in Fig.

2.2 and aims to generate less heat when applied to a circuit.

Full Adiabatic
Logic

Adiabatic
Dynamic Logic

Fig. 2.7. Categories of Energy-recovery logic

Energy recovery techniques as shown in Fig. 2.7 can be classified into adiabatic logic that
requires only adiabatic switching process and adiabatic dynamic logic that requires a dynamic
logic of the circuit along with the adiabatic switching process. Further, the adiabatic
technique can be divided into two categories that is full adiabatic and quasi-adiabatic
techniques. However, the focus of this research work will be on adiabatic dynamic technique.
Implementing these techniques on buffers that are to be inserted can reduce the power
consumption significantly. Still, another issue that pertains with the buffer insertion is the
number of buffers to be inserted in between. Proper algorithms are designed for buffer
driving ability and number of buffers to be used in between the interconnect circuits [58]. In
[59], authors have presented a combined technique from a low swing transceiver and buffer
insertion technique. In [60], authors have explored the performance of global interconnects
with six different configurations of DG FinFET driver along with the suitability of buffer
insertion technique. Inserting buffers in between the long wires is a widely used method for
reducing delay in an interconnect circuit. In [61], a summary of a few chosen adiabatic logic
styles is completed. On this adiabatic logic and the suggested logic, several logic gates have
been developed and simulated at different frequencies. A notable drop in power is seen in the
power delay product result. A reduction in the power delay product of up to 46% has been
achieved when compared to PFAL adiabatic logic. In [62], authors have introduced a low-

energy diode-based adiabatic logic family and two-phase drive adiabatic dynamic CMOS

HIMANI 39 JUIT, 2024



Literature Review

logic. The 2PADCL's performance possesses a comparatively high throughput and a fast-
switching time when compared to ADCL. The modelling results with 2PADCL circuits show
that energy usage can be reduced by a factor of two to four. Complete adiabatic systems use
around 28% less power than equivalent static CMOS implementations at fs = 1 MHz This
includes the creation of the timed supply voltages using a two-phase power clock generator
with 97% efficiency. Authors in [63] have compared the traditional static CMOS and the
adiabatic PFAL from which it is concluded that adiabatic PFAL delivers a substantial power
decrease and therefore higher power performance. The thorough simulation demonstrates that
the PFAL circuit can 50% of the energy lost in traditional static CMOS circuitry can be
recovered. However, because of its lengthy switching times, the PFAL is not appropriate for
applications where delays are crucial. As a result, it operates slowly and is unsuitable for
applications requiring quick switching. In [64], a histogram as shown in Fig. 2.8 displays a
comparison of power dissipation between CMOS and adiabatic logic. It has been
demonstrated through the comparison of CMQOS circuits and adiabatic logic techniques that
the suggested logic has lower power usage for a lower amount than CMOS. For example, the
suggested inverter and 1-bit full adder circuits expend very little power only 12% and 21% of
the total power of a static CMOS-based logic circuit when the input frequency fluctuates
between 10 and 150MHz.

Power Consumption Graph (25MHz)

Average Power
Consumption
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Fig. 2.8. Power dissipation [64]

In paper [65], authors have studied and explained that in some situations, adiabatic logic
circuits offer a way to reduce energy dissipation in comparison to conventional logic

switching. There is a lower limit to the energy dissipation for the circuits the research results,
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beyond which no appreciable improvements can be obtained for longer rise/fall timings. This
restriction is mostly brought about by the MOS transistors' finite threshold voltage and,
perhaps to a lesser extent, by the nonlinear properties of the MOS channel resistance. In
paper [66], authors have concluded that the logics and circuits using adiabatic regime can
reduce power dissipation up to 90% which is mainly due to the recycle of energy and reusing
it for further processing. Regretfully, the clock consideration poses a significant issue with
the adiabatic dynamic approach. The electrical systems will only work correctly when the
right clocks are used. Additionally, it ceases to function on high-speed systems and is only
appropriate for uses requiring incredibly low energy dissipation. In [67], authors have
proposed the FINFET based 2N-N-2P adiabatic logic circuit. By contrasting the design with
2N-2N2P and PFAL inverter/buffer circuits constructed with both MOSFET and FinFET, the
suggested logic is validated. In comparison to the 2N-2N2P and PFAL inverter circuits, the
FinFET-based 2N-N-2P inverter circuit uses 31% and 38% less power, respectively.
Additionally, the 2N-N-2P CMOS-based Compared to CMOS-based 2N-2N2P and PFAL
inverter circuits, the inverter circuit uses 12% and 14% less power, respectively. In [68],
authors have explained a new and highly developed type of adiabatic CMOS that exhibits
great promise for real-world uses and striking demonstrations that highlights the enormous
amount of efficiency gains still achievable for universal digital computing in the future. In
[69], author provides a simulation of Adiabatic Static CMOS Logic (2PASCL), a two-phase
clocked CMOS technology. Through the application of the theory of adiabatic charging and
energy recovery, 2PASCL the inverter produces the least amount of energy dissipation of all
CMOS and simulated adiabatic inverters. In [70], authors have presented a review on
adiabatic logic based full adder circuits and compared its performance in terms of transistor

count, power, speed and delay.

2.3 CURRENT MODE SIGNALLING IN INTERCONNECTS

Yet, adding buffers in between using any technique or method means adding an extra
circuitry to the whole device again causing area constraints. To avoid such limitations and
enhance overall performance of the system different techniques are described with better
results such as replacing voltage mode signalling with current mode signalling. In [71],
authors have studied about current mode signalling technique for low power and high-speed
interconnects. In [72], authors compare voltage mode signalling with current mode signalling
for power performance. In [73], various interconnect techniques for on-chip RC and RLC

interconnects are compared. It is indicated that the delay benefit for current sensing increases
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with wire width. It is also studied about current sensing which eliminates any placement
constraints and does not necessitate the placement of buffers along the wire, unlike repeaters.
In [74], current mode interconnects for investigating the performance of RLC equivalent Res
Ct mathematical delay model for interconnects are presented. The dominance of inductance
effect is optimized using Simulative Sweep Analysis Technique (SSAT). Results are
simulated using SPICE. [75] has reviewed various low-power circuit design-based
interconnects for the increasing demand of portable devices. The author indicates that global
interconnects have a significant impact on the performance and power dissipation of sub-
threshold circuits. In [76], authors show a second order transfer function that is developed for
current mode high speed VLSI interconnects using a finite difference equation, a Laplace
transform at the source, and load termination to stop current mode signalling. The goal of the
current work is to use the current voltage mode to estimate the delay of current-mode VLSI
interconnects and determine how delay interacts with line inductances, load capacitances, and
lengths. Given all the advantages, present mode signalling. In [77], author provides closed-
form models for delay estimation of current mode high-speed VLSI interconnects based on
the Eudes model and an extension of the Eudes model. The objective of the present Using the
current Eudes model and its extension against the HSPICE tool, the work aims to estimate the
delay of current-mode VLSI interconnects and determine the interplay between delay for
different lengths, line inductances, and load capacitances. This study has demonstrated that,
although our expanded model performs better at longer lines, the current Eudes model is
unable to provide high accuracy for lines longer than 0.3 cm. In [78], authors reviews and
talk about current mode signalling techniques, its advantages and issues that can persist in a

circuit.

2.4 RLC INTERCONNECT CIRCUITS

Although, still with the decreasing size of technology and enhanced performance parameters
another issue rises that is inductance as a parasitic component. As the technology moves
down to lower technologies, inductance factor becomes dominant in the interconnect
structure. If not handled properly it can cause issues which can cause system failure. Closed
form solutions for 50% delay, rise time, overshoot and settling time of signals in an RLC tree
can be observed along with the solutions containing similar results as EImore delay for RC
trees and preserving the simplicity of the circuit [79]. Aside from Elmore delay calculations,
the Fourier analysis of on-chip signals for RC and RLC ladder circuits in CMOS integrated

circuits can also be done [80]. In [81], a new crosstalk noise mitigation methodology based
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on our novel transmission gate design is proposed. This approach results in smaller area
overhead compared to driver sizing taken alone and requires minimum change in circuit
layout. In [82], the effectiveness and limitations of different on-chip interconnect signalling
techniques in deep submicron technology (UMC 90 nm) is analysed. The performance of
each circuit is analysed on the benchmarked interconnect (RC or RLC 3-x). Scaling in [83],
authors have provided a Fourier analysis of typical on chip signals in CMOS technology
circuits. the signals are approximated up to the 15" harmonic component. In [84], a response
of a linear nonmonotone system that is comparable to the EImore delay can be described
generally using the approach that is described. The correctness of the RLC tree delay
expressions is the same traits that the RC tree Elmore (Wyatt) approximation possesses.
There are straightforward mathematical equations given for the 50% delay, rising time,
overshoots, and settling time of signals in an RLC tree. Both monotone and non-monotone
signal responses are taken into account in these formulas. In distributed RLC lines with
capacitive load, new compact expressions for time delay, repeater insertion, and crosstalk
have been presented in [85]. Regarding certain useful ranges of the line parameters, when
compared to HSPICE simulations, the inaccuracy is roughly 2%, 2%, and 10% for time delay,
repeater insertion, and crosstalk, respectively. In [86], an analytical delay model is presented
based on a second order approximation that takes into account the impact of complex and real
poles for RLC interconnect lines includes ground capacitance and inductance. The effects of
output load capacitance and driver/source resistance have also been considered. Our
generated models, which include both actual and complicated pole models, have an average
error rate of between 10.49% and 10.14% using HSPICE simulation and 15%-20% using
alternative models that are currently in use. The HSPICE simulation reveals that when the

inductive impact increases, latency increases noticeably.
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CHAPTER 3: DESIGN AND IMPLEMENTATION OF RC
GLOBAL INTERCONNECTS WITH DIFFERENT LENGTHS

The importance of interconnects in integrated circuits, both current and future, has led to the
publication of a substantial amount of research over the past few decades on a wide range of
subjects, including interconnect models, parasitic extraction, and interconnect design

techniques.

An overview of the development of on-chip electrical connectivity is given in this chapter. In
section 3.1, basic introduction is provided. In section 3.2, EImore delay estimation is detailed
followed by interconnect design criteria. Section 3.3 explains the proposed approach for
interconnect designs. Section 3.4 explains results and discussion followed by the
experimental evaluations, theoretical evaluations and the comparison. Lastly, section 3.5

provides with the conclusion of the whole chapter.

3.1 INTRODUCTION

Interconnects are now considered to be the essential parts of integrated circuits (IC). These
are the metal wires that connect the active devices electrically so that power and signals can
be sent and received throughout the circuit. Technology is advancing quickly, leading to more
sophisticated integrated circuits with smaller feature sizes needed. However, as the feature
size of the connecting wires reduces, the signal integrity issues become more noticeable even
as the speed, power, area, and cost qualities increase. During the chip-making process,
several components are created on the chips, and these components are subsequently
connected. Because there isn't enough room to link everything, interconnects are designed in
vertical layers or levels by the makers. A complex IC can have ten or more interconnect
layers. These multilevel metal formations ascended much higher and started to dominate the
anatomy of IC. Interconnects began to control the power, noise, timing, dependability, and
design functionality of the circuits. Depending on the function they are carrying out, the
interconnects can be divided into local and global interconnects. Local interconnects are the
basic low level wires connecting transistor to transistor whereas global interconnects are the
long wires high above in the ICs providing busses or clock connections. Both types of

interconnections are necessary and are described in the following sections.
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3.1.1 INTERCONNECT DESIGN CRITERIA

Since interconnectivity has emerged as a major concern in high-performance integrated
circuits, the focus of the circuit design process has moved from logic optimisation to
connection  optimisation. The interconnect design  process should include
several characteristics, such as latency, power dissipation, power consumption, noise,

bandwidth, and physical area.
i. Delay

A circuit's speed and interconnect delay are closely related, making interconnect delay a
crucial design factor for an integrated circuit. The timing constant due to interconnect has
changed considerably due to technology scale down. Since technology reduction changes the
geometry of the wire, hence the delay also gets affected in the process. So far, only lumped
capacitance model was used to model the wire but with the change in wire width the effect of
resistance has also started to play a crucial role creating a valuable effect on interconnect
delay. For the computation of interconnect delay both resistance and capacitance must be
considered as the delay is the product of both the parasitic. Since, Eq. (1.1) shows the
evaluation of resistance for an interconnect, two terms come into feature — sheet resistance

and aspect ratio of the wire. Sheet resistance is the R, is the computation of resistivity of the

material used and the wire thickness as expressed by Eqg. (3.1).

P
Ry = T (3.1)

Where p is the resistivity in Q-cm, T is the wire thickness, and R, is the sheet resistance
with the unit of ohms per square (/o) [16]. The ratio of L/W is referred to as the number of
squares of the wire or the aspect ratio of the wire. The aspect ratio increases as the
interconnection increases and decreases, provided that Rg, remains constant for that

particular technology. This is the main reason for the cause of significant RC delay issues.

As for capacitance, wires were used to be much wider than they were thick. As a result, one
could roughly describe them as having parallel plate capacitance concerning the grounded
substrate. As opposed to layers above or below, wires now frequently have the same thickness
and diameter and are closer to one another. In addition, compared to the substrate, the layers

above and below are far closer. As a result, a wire's capacitance to ground is insignificant
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compared to that of adjacent wires, which may transition and couple noise into the poor wire
[87].

ii. Power consumption/dissipation

Power consumption has become one of the vital performance parameters to evaluate overall
performance for a portable digital circuit. Targeting power consumption automatically targets
the power dissipation into the circuits. These advancements are mostly being driven by
portable applications, like notebook computers, and portable communication devices, which
demand high throughput at minimal power dissipation. In the majority of these situations,
achieving high chip density and high throughput—two equally challenging objectives—must
coexist with the need for minimal power consumption. Consequently, the domain of CMQOS
design, which addresses the low-power design of digital integrated circuits, has experienced a
surge in activity and rapid evolution. Further, smaller circuits raise the problem of power
dissipation, which can lead to distortion or information loss. Since interconnects dominate the
overall system performance for smaller and quicker technologies, this problem can be
resolved by concentrating on the interconnects that connect all components together.
Furthermore, concentrating on interconnects can significantly lessen power-related problems.
The proximity of interconnects due to their tiny spacing can result in several problems,

including excess heat generation and crosstalk, as well as complete system failure.
iii. On-chip Area

Recent technological developments have made it possible to integrate billions of transistors
into a single monolithic die. There are now notably more interconnects as a result. The die
size is anticipated to remain relatively constant for upcoming technologies, nevertheless,
according to the International Technology Roadmap for Semiconductors. The number of
metal layers needs to be increased to provide sufficient metal resources for connection
routing. Nevertheless, increasing the number of metal layers drives up production costs.
Moreover, the silicon area constraint is tightened by pipeline registers and buffers placed
along the interconnects. As a result, when designing an interconnect, the area criterion should

be taken into account when doing tasks like repeater placement and wire sizing.
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3.2 ELMORE DELAY ESTIMATION

With today's technology, the ability of the interconnects to attain planned clock frequencies
largely determines the circuit performance. For efficient circuit designs, the cognitive factor
influencing circuit performance is connected to delay. Multiplying the entire resistance (R) by
the total capacitance (C) yields the RC delay (z) of an RC line. The most used model for
estimating delays is the EImore delay model. It provides an accurate estimation of delay in
lumped models and can be used for n-segments of a long wire. Though the Elmore delay
estimate is the simplest and fastest estimation, only the first moment of the impulse response
is employed for delay computations. An RC ladder's Elmore delay is calculated by
multiplying the capacitance of each node in the circuit by the total resistance from the source
node to the node that is being visited. To make signal delay simply usable for connection
optimisation, it enables us to describe it explicitly as a straightforward algebraic function of
geometric characteristics of interconnects [16]. EImore delay provides output for a step
function-type input signal. The time Tg, which satisfies Eq. (3.2) [88], is the 50%-point delay

of a monotonic step response if the circuit's step response is h(t).

Tq
f t h(t)dt = 0.5 (3.2)
0

The mean of the impulse response h(t) is used to estimate Tq4 in the Elmore delay model.
When considering the impulse response as the probability density function, the mean can be

defined as the impulse response’s first moment, or zg4, as expressed by Eq. (3.3) [87].
Ty = f t h(t)dt (3.3)
0

The Elmore delay is the term used to describe the initial phase of the impulse response. It
serves as a reliable approximation of the circuit's delay and the dominant time constant.

Therefore, the EImore delay for an RC ladder can be calculated using Eqg. (3.4) [16].

T, = Z(Ck X Rix) (3.4)

k

The capacitance at node k is denoted by Cy, the resistance in common from the source to node
i to the source to node k is summed by Rijx and node i is the node of interest. The Elmore

delay estimation for n number of segments is expressed in Eq. (3.5).
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T:R1€1+(Rl‘l‘Rz)Cz+(R1+R2+R3)Cg+____+(R1+R2+R3+__(35)

Elmore delay estimates are available for both distributed and lumped RC lines. The lumped

and dispersed RC network is displayed in Fig. 3.1.

(b)

Fig. 3.1. VLSI Interconnect (a) Lumped model (b) Distributed model

The overall delay for a lumped model can be written as = RC, the product of resistance and
capacitance. A wire's lumped network is seen in Fig. 3.1(a). 50%-point latency for lumped
networks is equal to 0.7RC if step input is used [89]. The RC delay for long-distributed wires
can be calculated using total wire capacitance (C) and total wire resistance (R). The RC
ladder with n segments and a total wire length of L is shown in Fig. 3.1(b). A distributed
network's 50%-point delay is equal to 0.4RC if step input is used [89]. With longer
interconnects and more advanced technologies, the problem of higher resistance value still
exists. Additionally, the length of the connector increases quadratically with the delay for
long wires. Thus, for the best delay value, it becomes crucial to minimise the interconnect
parasitics. An innovative strategy is used to target overall resistance as well as the

interconnect circuits' delay to achieve a stricter relationship for delay.

3.3 PROPOSED METHODOLOGY

The distribution and structure of interconnects determine better performance. In addition,
wire sizing that is uniform and non-uniform distribution must be taken into consideration
independently of the interconnect structure to maximise performance characteristics. The

length of the wire needs to be dispersed evenly to obtain the performance parameters that are

HIMANI 49 JUIT, 2024



Design and Implementation of RC Global Interconnects with Different Lengths

correctly optimised. A non-uniform distribution of length involves dividing the total number
of segments at random, as illustrated in Fig. 3.2(b), whereas a uniform distribution of length
distributes each segment per unit length, as illustrated in Fig. 3.2(a). An example can be used
to comprehend the connection wire distribution. Assume we have a 3 mm wire with a total
capacitance of 575 fF and a resistance of 330 Q. The uniform and non-uniform distribution of
3 mm wire are depicted in Figs. 3.2(a) and (b). The wire is divided uniformly into three
segments (n = 3) for uniform distribution. 95.83fF is the value of each capacitance, while
110Q is the value of each resistance. For a non-uniform distribution, there are two segments
(n = 2) in the wire or any number of segments can be done non-uniformly. Individual
capacitance is 143.75fF and individual resistance is 165Q [24]. Even if non-uniform
distribution uses fewer parasitic components overall, uniform distribution performs better
because its components are distributed equally across units of length. Therefore, when

modelling interconnects, uniform distribution is taken into account.
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Fig. 3.2. Wire sizing for 3mm wire (a) Uniform Distribution (b) Non-uniform Distribution

Regarding interconnect topology, the L model is the most basic lumped model in which the
Elmore delay calculation for long wires is not satisfied. The delay (z) is calculated as the
product of total resistance and total capacitance (RC). This model ought to be avoided as a
result. The Elmore delay estimation is entirely satisfied when the T and n-model's delay is
determined as RC/2 by dividing the resistance and capacitance values in half, respectively.
The most common model for a distributed RC line is the w-model; it differs from the T model
primarily in that the T model has an extra node, which could complicate the model or need

more computations. Additionally, the circuits can be separated into 2x, 37w, etc. models for
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even better delay values. Although it is believed that the m-model structure optimises

performance characteristics, power consumption varies with connection length.

An enhanced Elmore estimation delay model (H-model) is presented to obtain a stricter
power-length relation function. This model also linearly decreases interconnect circuit delay
by a factor of 4 since wire resistance is reduced four times. Both the L and the m models are
used to create the suggested interconnect structure, and a comparison is performed between
them. By lowering the circuit's total resistance, the suggested connection arrangement lowers
power consumption and delays. The interconnection circuit latency is evaluated in both
lumped and distributed networks that use ramp and pulse input signals, respectively. The
theoretical evaluation of the suggested model is compared with simulation findings.
Resistance, capacitance, and their half values are the components of the suggested structure
for the L and & interconnection models. One of the circuits is put together in reverse order
due to the manner it is joined. The basic idea is to maintain constant capacitance values while
reducing the resistance of connection structures. As seen in Fig. 3.3(a), the resistances and
capacitances for the L-model lumped interconnect structure are joined to produce the
alphabet T. As seen in Fig. 3.3(b), the resistances and capacitances for the 7-model lumped
interconnect structure are joined to produce the alphabet H. The resistances and capacitances
for the distributed interconnect structure are separated into lumps of equal length while taking

uniform distribution into account.
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Fig. 3.3. The proposed lumped interconnect structure for (a) L model (b) = — model

By connecting the two circuits, the resistance of the suggested design is reduced by a factor
of four. The significance of resistance increases with the shrinking of technology. Since
resistance and delay are directly related, higher resistance results in higher delays and higher
powers. When two circuits are connected in parallel, the resistance in the shown design also
becomes parallel. The resistance value is split across the two circuits created by splitting the
single circuit into two. Furthermore, as resistance directly affects power and delay, a decrease
in resistance optimises the performance metrics. Eq. (3.6) is used to compute the suggested

structure's total resistance.

1 1 1

R R, + R, (3.6)
Similar to resistance, each segment's value is distributed equally among them, reducing the
total capacitance value for the circuit even if it stays constant overall. Additionally, as
technology advances, the length of long wires stays constant, but their thickness and diameter
decrease. The area is reduced as a result of this reduction. Because area and capacitance have
a direct link, if area decreases, capacitance likewise decreases. The circuits' overall speed is

increased as a result. Each segment's total capacitance is computed using Eq. (3.7).

The lowered values of the capacitance and resistance are used to calculate the delay for the
proposed lumped interconnect arrangement. Eq. (3.8) expresses the EImore estimation for the

lumped network.
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R RC
I LN R 3.8
. [4*0] = 025RC (3.8)

For distributed networks, the EImore delay can also be calculated. The dispersed topology of
the interconnect with n-segments is displayed in Fig. 3.4. The resistances and capacitances in
a distributed interconnect system are joined to form the letter H. Algorithm 3.1 describes how

the suggested interconnection structure is used to build the RC ladder.

I R S N
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Fig. 3.4. Adistributed RC network

Algorithm 3.1: The New Interconnect Structure for Power Consumption and Delay.

Input: Interconnect

Output: Delay, Power consumption

Start

Step 1: Assess the circuit's total resistance and total capacitance while taking the interconnect

length into account.
Step 2: Distribute segments to simulate a distributed RC line.

Step 3: Use the suggested construction to simulate the RC ladder for the length under

consideration.
Step 4: Split each section in two.

Step 5: To construct the alphabet H, place one half piece upside-down and the other half

section upright.
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Step 6: Calculate the total resistance of each segment when connected in parallel by dividing

the resistance value of each segment.
Step 7: Divide the total capacitance value equally among the segments.
Step 8: For each segment in the RC ladder depicted in Fig. 3.4, repeat steps 3 through 7.

End

As the total resistance of the interconnection circuit reduces, so does the delay. Let us analyse
a distributed RC network with the proposed topology shown in Fig. 3.4 to evaluate the newly
improved Elmore delay. The length (L) of the connection remains constant. If the total
capacitance (C) and reduced total resistance (R/4) grow into n equal segments, the EImore
delay can be computed using from Eq. (3.9) to Eq. (3.16) [24, 52]:

P = — R = 3.9
Ry =R, R,= o (3.9)
C
C,=C=——————— =C, = - (3.10)
Using Elmore estimation:
__RC ﬁ ______ NRC
4n2 t 4n2 + 4n? (311)
= [l 42— ———— - +N] (3.12)
RC
=, N.n (3.13)
__RC n(n+1)
=51 (3.14)
__RC(n+1)
— (3.15)
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Given a step response, the 50% delay for n—oo is as follows:
v="" = 0.125RC (3.16)

Therefore, Eq. (3.17) is used to calculate the improved Elmore delay for a distributed RC
ladder:

T; = (ZC XRE )
Z e (3.17)

In this case, node i is the node of interest, 2C,, is the total capacitance at node k, and R;; is
the total resistance shared by the source and nodes i and k. Eq. (3.18) expresses the ElImore
delay estimation for n number of segments.

T=R(C4+CH)+ (R, +R)(Cg+Cp)+ (R, + Ry, +R3)(Co+CH)+ — — —

—+
+ Ry 4+ ——+R)(Cy +Cy) (3.18)

The circuit's four-fold decrease in resistance, even with the same capacitance, clearly
demonstrates the drop in power usage. The connection circuits have been upgraded, as seen
by this computation. Therefore, it can be concluded that power consumption is just as
important to circuit dependability and efficiency as the delay parameter. It is possible to
lower a circuit's power usage by providing the ramp as an input. A signal type known as a
ramp increases linearly and consistently over time. The ramp supply shortens the capacitor's
charging period, which eventually contributes to low power consumption and dissipation. A
circuit with lower power consumption will dissipate less heat and last longer. Furthermore,
the resistance and duration of the current flow provide insight into the circuit's dependability.
Heat dissipation increases with resistance and time constant; however, this resistance and

delay can be reduced by properly distributing the wire.

3.4 RESULTS AND DISCUSSION

Considering 45nm technology and uniform distribution of interconnect parameters, wire
geometry can be evaluated using PTM [23] and is tabulated in Table 1.1 in chapter 1. The
performance parameters are evaluated for different lengths of interconnect circuits ranging

from 1mm to 10mm long.
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341 THEORETICAL EVALUATIONS

The individual resistance and capacitance values can be obtained by dividing the equal values

of each resistance and capacitance by four, taking into account uniform distribution, or the

distribution of segments per unit length. The theoretical results for lumped and distributed L
and m-networks are tabulated in Tables 3.1 and 3.2. Eq. (3.16), Eq. (3.17), and Eq. (3.18) can

be used to infer the following theoretical conclusions.

Table 3.1. The performance parameters of lumped network for L and n-model from length 1mm to 10mm for pulse input

Length (mm) Theoretical delay L-model (ps) Theoretical delay n-model (ps)
1 21.01 10.5
2 84.26 42.13
3 189.75 94.87
4 337.48 168.74
5 527.45 263.72
6 759 379.48
7 1033 515.63
8 1349 674.96
9 1708 854.29
10 2109 1050

Table 3.2. The performance parameters of distributed network for L and n-model from length 1mm to 20mm for pulse input

Length (mm)

Theoretical delay L-model (ps)

Theoretical delay t-model (ps)

1 5.25 2.62
2 15.79 10.53
3 31.62 23.71
4 52.73 41.22
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5 79.11 63.05
6 110.68 94.87
7 147.60 121.90
8 189.83 168.74
9 237.30 203.02
10 290.09 263.72

It is clear from Tables 3.1 and 3.2 that the delay rises as the interconnect length does.
Additionally, it is necessary to follow the instructions in Eg. (1.10) to obtain precise results

for the selection of a circuit's critical or optimal connection length.

3.4.2 EXPERIMENTAL EVALUATION

To obtain the individual values of resistance and capacitance, divide the equal values of each
resistance and capacitance by four, taking into account uniform distribution, or the
distribution of segments per unit length. For example, a 2mm wire has an overall capacitance
of 383fF and an overall resistance of 220Q. A uniform distribution yields an individual
resistance (R/4) value of 27.5Q2 and an individual capacitance (C/4) value of 95.75fF since
the overall capacitance value is spread equally among all the capacitances. Using SPICE, the
simulations are run, and it has been noted that the outcomes vary depending on the inputs
used. As seen in Fig. 3.5(a), (b), and (c), the output is observed to be slightly distorted for
pulse input. Delays or excessive power usage may be the cause of this. As seen in Fig. 3.6(a)
and (b), for ramp input, the output maintains its initial shape by lowering the circuit's power
consumption through gradual switching. For pulse input supply, time period of 500ns and rise

time of 5ns was considered.
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Fig. 3.5 shows the waveform that results from providing lumped and distributed circuits with
pulse input. Both waveforms make it clear that there is a signal overshoot with every increase
in the signal. Overshoot is a distortion in the output signal that occurs when the transient
value exceeds its final value. Nonetheless, the signal self-stabilizes with the signal's rising

time to minimise changes to the output.
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Fig.3.6. Simulation results (a) Ramp Input (b) Output with no distortion
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The waveform for the circuit with ramp input is shown in Fig. 3.6. The time period and rise
time was taken same as that of pulse input. It is evident that the circuit's output is distortion-
free, and significant power reductions are possible. A further classification for H-model
topologies for interconnects is uniform and non-uniform distributions. Once again, the
parameters for the H-model with uniform and non-uniform distribution, as shown in Fig.
3.7(a) and (b), are assumed using a 3 mm wire with a total resistance of 330Q2 and a total
capacitance of 575 fF. For uniform distribution, the wire is divided uniformly into three
segments (n = 3). Each resistance is 27.5€2, and each capacitance has a value of 47.915fF. In
the wire, there are two segments (n = 2) for a non-uniform distribution. Individual resistance
is 41.25€Q, while individual capacitance is 71.875fF.
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Fig. 3.7. H-model (a) Uniform distribution (b) non-uniform distribution

The proposed interconnect structure was implemented and simulated successfully using
LTSPICE software for two types of input supply — pulse and ramp. The simulated
performance results for lumped L and = — model interconnect structures using pulse input is
tabulated in Table 3.3. Similarly, the simulated performance results for distributed L and 7 —

model interconnect structures using pulse input is tabulated in Table 3.4.

Table 3.3. Simulation results for lumped interconnect circuit with pulse input for L and = models

Simulated Simulated Power Power
Length(mm) delay L-model | delay n-model | consumption L- consumption z-
(ps) (ps) model (UW) model (LW)
1 21.02 10.66 1.81 0.452
2 84.26 42.13 14.63 3.65
3 189.75 94.87 49.89 12.37
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4 337.41 168.74 119.36 29.53
5 525.84 263.72 231.7 58.14
6 748.71 379.33 388.85 100.64
7 998.64 515.24 588.64 158.94
8 1260 668.93 823.41 233.4
9 1640 837.38 1084.3 323.44
10 2100 1010 1362.01 427.61

Table 3.4. Simulation results for distributed interconnect circuit with pulse input for L and =t models

Simulated Power Simulated Power
Length(mm) delay L- consumption L- | delay =-model | consumption =-

model (ps) model (UW) (ps) model (LW)

1 541 0.459 2.82 0.113

2 16.36 0.465 10.75 0.113

3 32.44 0.472 23.68 0.114

4 52.69 0.480 42.14 0.115

5 78.96 0.490 65.91 0.115

6 110.47 0.502 94.87 0.115

7 147.37 0.516 129.15 0.115

8 189.43 0.529 168.70 0.115

9 236.51 0.539 213.55 0.116

10 289.36 0.546 263.72 0.117

Although, researchers have implemented interconnect circuits using ramp as an input supply
but pulse response is more preferred since ramp supply does not show any difference in delay
values. However, a decrease in power consumption value can be observed because a linear

increase in the ramp input signal decreases the power consumption in the circuits. Power
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consumption using ramp input supply for lumped and distributed networks can be seen in

Table 3.5 and 3.6 respectively. Upon simulation it was observed that by simply increasing a pulse

or ramp input supply, the delay was increasing with interconnect length, however, when the delay

values were compared there was no change but signal distortion was reduced. This was because the

rise time for both the pulses were considered to be same. If the values for rise time differs it will affect

the delay in the circuits.

Table 3.5. The power consumption of lumped network for L and z-model from length 2mm to 20mm for ramp input

Length(mm) Power consumption L- Power consumption z-
model (LW) model (LW)
1 0.002 0.0006
2 0.02 0.005
3 0.07 0.01
4 0.18 0.04
5 0.35 0.07
6 0.57 0.13
/ 0.88 021
8 1.28 0.32
9 1.78 0.46
10 2.40 0.63

Table 3.6. The power consumption of distributed network for L and 7-model from length 2mm to 20mm for ramp input

Length(mm) Power consumption L- Power consumption n-model
model (W) (NW)
1 2.58 0.63
2 2.76 1.21
3 2.94 1.42
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4 3.04 1.61
5 3.04 1.75
6 2.95 1.85
7 2.83 1.93
8 2.72 1.99
9 2.63 2.04
10 2.55 2.08

The power consumption of the lumped and distributed RC connection circuits for varying
lengths using a ramp input supply is tabulated in Tables 3.5 and 3.6. EImore delay estimate
yielded computed values that are reasonably close to the simulated values. Furthermore,
based on the assessed values, the interconnect lengths can be used to adjust the performance
characteristics. The power to interconnect length fluctuations for lumped and distributed

circuits with ramp input supply are displayed in Fig. 3.8(a) and (b).

3
2.5
2
1.5

1

0.5 /

0
1 2 3 - 5 6 7 8 9 10

Power consumption for
lumped L and pi-model (uwW)

e PoOwer consumption L-model

(W) 0.002/ 0.02 007 0.18 035 057 088 128 178 24

s POWer consumption ni-model

(uW) 0.0006 0.005 0.01 0.04 0.07 013 021 032 046 063

Interconnect Length (mm)

e Power consumption L-model (uW) e POwer consumption ni-model (LW)

(@)

HIMANI 63 JUIT, 2024



Design and Implementation of RC Global Interconnects with Different Lengths

= 3.5
5 2
c
o .L
e 2.5
E e o —
: % g : J_,.,__-‘r.s.-;-.._’_;zuy;.
2 -~ C "\}{yfi:“’
§3= 15 -
T 5 f:.
1R
2% g "

=

0

1 2 3 - 5 6 7 8 9 10

=== Power consumption L-model
(nW)

s POWeEr cONsumption t-model
(nW)

258 | 276 294 304 3.04 295 283272 263 255

063 121 142 161 175 185 193 199 2.04 2.8

Interconnect Length (mm)

= PO\ver consumption L-model (nW) == POwer consumption ri-model (nW)

(b)
Fig. 3.8. Power consumption using ramp input supply (2) lumped network (b) distributed network

The non-linear relationship with an increase in connection length is displayed in Figs. 3.8(a)
and (b). In the power versus length graph, the power of lumped interconnect circuits increases
as the length increases, but the power of distributed circuits using the L-model increases as
the length increases and then decreases, and the power of distributed circuits using the -
model increases as the interconnect length increases. Ramp supply also shows that longer
wires result in higher power consumption for lumped circuits and lower power consumption
for distributed circuits (Fig. 3.8).

343 COMPARISON

The comparison of experimental and theoretical values can be done and is depicted using
graphical representation for better understanding. Fig. 3.9 and 3.10 shows the delay
evaluation for lumped and distributed networks using L and © models for pulse input supply
respectively. Fig. 3.11 and 3.12 shows power consumption for lumped and distributed

networks using L and © models for pulse input supply respectively.
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Fig. 3.9. The delay evaluation for lumped network using L and 7 models for pulse input supply
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Fig. 3.12. Power consumption for distributed network using L and & models for pulse input supply

The non-linear relationship with the increase in connection length is displayed in Figs. 3.9,
3.10, 3.11, and 3.12. The delay strictly increases with the increase in interconnect length for
the delay vs. length graph depicted in Figures 3.9 and 3.10, which shows lumped circuits and

dispersed interconnect circuits with varying lengths. Additionally, the graphs' non-linear
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relationship exhibits a positive slope. It is confirmed that the impulse response is monotonic
by a strictly non-linear increase in delay. In the power vs length graph depicted in Figures
3.11 and 3.12, the power of lumped interconnect circuits rises as the length increases, while
the power of dispersed circuits increases slightly as the length increases as well. The

graphical representations also show that the power usage increases with interconnect length.

The theoretical and simulated results for the proposed interconnect circuits using L and z-
models with different input supplies are compared with other state-of-art techniques. Table

3.7 tabulates the comparison of the proposed technique with the existing ones.

Table 3.7. Comparison with other state-of-art-techniques

Models/Technique Delay Power
RC Lumped
(L-model) 2.10 ns 1362 pw
RC Lumped
1.01 ns 427.61 pW
Proposed (n-model)
interconnect Pulse
structure (for supply RC
max L=10mm) Distributed 289.36 ps 0.546 pW
(L-model)
RC
Distributed 263.72 ps 0.117 uW
(m-model)
RC Lumped
2.10 ns 240 pW
(L-model)
RC Lumped
Proposed (n-model) 101 ns 0.63 pW
interconnect Ramp
structure (for supply
max L=10mm) RC
Distributed 200.43 ps 2,55 nW
(L-model)
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RC
Distributed 263.71 ps 2.08 n\W
(m-model)
RC Lumped 20.138ns 0.451 pw
Ramadass (Pulse supply)
[34] RC 42.564ns
Distributed 0-546 W
Erdemli, E., & Aksoy, M. RC 41.80ns )
(Pulse supply) [29] Distributed

Increase or decrease in resistance plays an important role in determining the delay and power of an
interconnect circuit as resistance acts as an important parasitic component in determining the
performance of the interconnect circuit. Since, the proposed interconnect circuit is reducing the
resistance by the factor of 4, it will affect the time constant and power consumption in the circuit. As
the delay directly depends upon the resistance of the wire (t=RC) so it can be said that increase in
resistance can increase the delay whereas in term of power consumption, the CMQOS technology
scaling can increase the resistance leading to increase in power [81]. Also, the aggressive down-
scaling of Cu interconnect dimensions has led to exponentially increased resistivity, which is referred
to as the “size effect” [22]. This effect increases the resistance—capacitance (RC) delay, current-
resistance (IR) drop, and power consumption at multiple layers, and thus deteriorates wire’s
performance. However, in the literature data the interconnect structures do not focus on reducing the

resistance value but introduction of a new parameter such as conductance to the interconnect circuits.

In the literature review, it was observed that either modifications were done into Elmore
delay estimation using different method [29] or a new parameter was introduced along with
main parasitic components that is R, C, and L [35]. However, the need for reduced resistance
was still an issue. A novel interconnect structure was implemented and simulated with the
reduced value of resistance by the factor of 4. After comparing results with other state-of-art
techniques, the power consumption is observed to be improved by 78.5% and delay is
observed to be improved by 75.5%. Even though the proposed RC interconnect circuit shows
better result in performance but as the wire elongates the delay increases quadratically which
can affect the performance of the entire circuit. Therefore, buffers are added in between to

linearize the delay.
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3.5 CONCLUSION

An inventive interconnect structure with an enhanced Elmore delay estimation model was
outlined in this chapter. Additionally, lumped and distributed distribution segments with
pulse and ramp inputs were seen in Elmore delay computations for long wires at various
connector lengths between 1 and 10 mm. The conclusion drawn from the suggested

interconnect structure (H-tree) is as follows:

I. It was determined that when lumped RC networks are used with pulse input signals,
both power and delay grow linearly and significantly with increasing connection
length, but in distributed RC networks, power increases marginally but delay
increases with increasing interconnect length.

ii. For both lumped and distributed networks, the delay for ramp input is nearly the same
as that of pulse input supply; however, for lumped circuits, power consumption
increases linearly with an increase in interconnect length, while for distributed
circuits using the L-model, power increases initially and then decrease with an
increase in interconnect length.

iii. In distributed circuits that employ the =-model, the power grows as the
interconnection length increases linearly. In light of this, it may be said that
distributed networks exhibit more efficient performance metrics than lumped
networks.

iv. To lower the interconnect circuits' time constant by lowering their resistance, an
optimised Elmore delay estimation was also carried out. In addition to latency,
power consumption was found to be optimal when utilising an improved RC
model.

v. For all RC networks, a non-linear relationship between delay and power consumption
was noted. The Elmore delay is found out to be a non-linear model since for a unit step

function, the delay can be expressed by Eq. (3.19):

vi(t)=1-— g_tz'f"m Eg. (3.19)

where Tpi = ERRRECR
vi. Even though there will be a slight rise in computing costs, the suggested structure

performs better in terms of lowering circuit power consumption.
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In the future, various materials can be compared to copper material to assess the circuits'
performance metrics. Additionally, as technology gets smaller and interconnects longer, the
delay grows quadratically, leading to a variety of circuit-level problems. As detailed in more
depth in later chapters, these problems are fixed by adding buffers in between the lengthy

interconnects to prevent circuit failure and enhance overall performance.
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CHAPTER 4: DESIGN AND IMPLEMENTATION OF RC
GLOBAL INTERCONNECTS WITH BUFFER INSERTION
TECHNIQUES

This chapter is dedicated to the study of buffer insertion and the challenges that arise in long
wires as interconnect length and resistance increase. An overview of inserting buffers and
repeaters in between long wires is given in this chapter. A general introduction is provided in
section 4.1. Various buffer types are covered in section 4.2. The suggested method for
connection architectures, which is followed by energy recovery logic, is explained in Section
4.3. Results and discussion are presented in Section 4.4, along with the comparison and

experimental analysis. Finally, the chapter's conclusion is given in section 4.5.

4.1 INTRODUCTION

Wire delay grows quadratically with interconnect length even when a wire is well-optimized
to minimise resistance and capacitance per unit length. For very long wires, this quadratic
delay characteristics cannot be tolerated as it would become so long even to dominate gate
delay. Small interconnects generally known as local interconnects cannot be bothered with
quadratic delay but the problematic issue arises when the wire becomes very long generally
global interconnects. These wires are associated with clocks, buses, and other major signals.
Since, the issue of quadratic delay becomes necessary to address it becomes important to find
a standard solution of inserting buffers/repeaters in between periodically along the long
wires. A long wire eventually becomes more advantageous to cut in half and insert a repeater
or a buffer to drive the other half. Contributing 1/4 of the RC delay to either side of the wire
reduces the total RC delay by a factor of 2 [87]. This converts the quadratic delay of long
wires into linear delay. However, the number of buffers to be inserted in between is also
important to be studied as if too many buffers are inserted the delay increases due to buffers
themselves and if too less buffers are inserted then the long wires are prone to quadratic delay
effect. The size of buffers to be inserted also becomes an important factor to determine the
area and the performance of the interconnect circuit design. Thus, finding the optimum
number of equal-sized buffers needed to determine and minimise the delay of the global

interconnects is known as buffer insertion problem.

HIMANI 72 JUIT, 2024



Design And Implementation of RC Global Interconnects with Buffer Insertion Techniques

4.2 BUFFER INSERTION IN LONG WIRES

It is well known that the wires are driven by the repeaters connected to them as shown in Fig.
4.1[88].

-

Ed

000 o />o ,\‘,»TAV__ - 0 A\/\T/A\VV___‘ )O e
!

Fig. 4.1. Global interconnect with buffers insertion [85]

In Fig. 4.1, L represents total length of the interconnect, and | represents per unit length. As
indicated in Fig. 4.2, the per unit resistance and capacitance of the long connection, or Rix
and Cin, respectively, were taken into consideration to determine the ideal number and size of

buffers to be inserted.
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Fig. 4.2. One segment of a long wire

Let N be the optimum number of buffers to be inserted in between including the first buffer.

Each segment includes a buffer driving the interconnect and a gate load. Considering
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minimum size of the buffers to 1X, the corresponding input and output capacitances as shown

in Fig. 4.2 can be expressed by Eq. (4.1) and Eq. (4.2) respectively [16].

Cin = Cc(1+B) (4.1)

Cou.t = C](l + B) (42)

Where Cj is the product of ¢, and W and C; is the product of C,rr and W (where W is the

width of NMOS of 1X buffer circuit), g is the ratio of PMOS to NMOS device size. For a
buffer larger than 1X buffer, let M be the multiplier. For M times larger buffer, the input and
output capacitances can be expressed by Eqg. (4.3) and Eq. (4.4) respectively [16].

Con= M=+ Cc(1+B) (4.3)
Cour = M+ C;(1+PB) (4.4)
Rorr = Regn/M (4.5)

Where R, is the resistance of buffer for size M. The Elmore delay for one segment of the

wire can be expressed by the Eq. (4.6).

R LC; R LR; LC;
_ eqn nt eqn mt nt
tseg = T(Mcf(l + B)+ N )+{ M + N ]( + MC;(1 +ﬁ)) (4.6)

2N

Using Eq. (4.6) total delay can be computed as the total delay is N times the segment delay.
Thus, the total delay for a wire can be expressed by Eq. (4.7) [16].

Lrotal = tseg * N

Roon C;
= N(Co + 6)Reqn(1+ ) + (Co(L+ PIMRyp +— T )1 .7
CintRint 2 )
(G5

Where N(Cg + C;)R,qn(1 + B) is the delay for buffer only, (CG (1+ B)MR;,; + L““MC‘”)L

is the delay for buffer and interconnect both, and (%) L? is the delay for interconnect

only. For optimal values of N and M, derivative is applied to Eq. (4.7) with respect to each
variable. The number of wire segments (N) to be done to insert optimal number of buffers can
be expressed by Eq. (4.8) and (4.9) respectively [16].
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attotai! CintRint
oy = 0= (Co+C)Ragn(1+B) _( 2N? )Lz “9

(CintzRint) L2

(Co + C))Rogn1 + B)

N - (4.9)

The buffer size (M) assuming all buffers to be of equal size can be expressed using Eq. (4.10)
and (4.11) respectively [16].

at otal LRe n.Cin.
i = 0= Co(L+B)LRy ——5 (4.10)
M = Reqncint (411)
CG (1 + ﬁ)Rint

Using the values of N and M, an optimum delay through interconnect can be evaluated.
According to Eq. (4.7), the middle part of the total delay is dependent on M. If the two
expressions are kept to be equal, an optimum value of M can be obtained. This value does not
depend on the length of the interconnect but rather the physical characteristics of the
transistors and wires. Therefore, this value can be computed once the process parameters are
defined.

4.2.1 TYPES OF BUFFERS/REPEATERS

The continuous scaling of VLSI technology has led to the increasing importance of
interconnect performance in the overall system performance. As interconnect lengths grow,
the need for effective buffer or repeater insertion strategies becomes critical to maintain
signal integrity and power efficiency [89]. The type of repeater or buffer needed for a given

circuit might determine its specific requirements.

i. CMOS inverter

HIMANI 75 JUIT, 2024



Design And Implementation of RC Global Interconnects with Buffer Insertion Techniques

The most commonly used buffer/repeater is the CMOS inverter circuit. It is one of the
simplest and compact buffer circuit which can be used to drive an interconnect circuit. The
CMOS inverter is the simplest and most straightforward circuit for the dynamic switching
operation. As seen in Fig. 4.3, it comprises a pull-up and pull-down network that connects it

to an input source and extracts the output.

EMOS 1

e
In I—D Out

—-—{% BB VE
! il

Fig. 4.3. Inverter circuit [90]

| |
T

The load capacitor in Fig. 4.3 is linked to the device's output, which when the input is low
and PMOS s triggered, charges to a high voltage. Similar to this, when the input is high, the
load capacitor's charge is discharged to zero, activating NMOS. This type of switching is

known as dynamic switching.
ii. Schmitt trigger

Even still, the circuit lacks noise immunity due to its minuscule complexity. To increase the
noise tolerance of the circuit, the CMOS inverter is flipped using a Schmitt trigger. The
Schmitt trigger circuit is a typical buffer circuit with hysteresis input-output characteristics.
These characteristics reject noise, stabilising the circuit. The Schmitt trigger circuit provides

noise shielding in the digital and analogue domains due to its hysteresis feature [91]. When
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used as a buffer, the Schmitt trigger circuit requires less power and delay than a CMOS

inverter since it is immune to noise. The basic Schmitt trigger circuit is depicted in Fig. 4.4.
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Fig. 4.4. Schmitt trigger circuit [90]

The Schmitt Trigger provides two different threshold voltage levels for the lowering and
rising edges. This is helpful since it can avoid mistakes when the user wants to acquire square
wave signals from noisy input signals. In total six transistors (6T) three PMOS and three
NMOS are used in it. It's a straight forward inverter circuit that serves as a buffer, and two
extra transistors give the circuit hysteresis and noise immunity. To provide noise immunity
through a hysteresis curve that a basic inverter cannot, the Schmitt trigger circuit also
employs dynamic switching with extra transistors [90]. In Fig. 4.4, six transistors are
connected with each other to provide the function of an inverter circuit along with noise
immunity. When the input of the circuit is held zero, PMOS 1 and PMOS 2 gets ON and
output gets charged to Vg4 Due to high output, NMOS 3 gets ON and gives path to V.
Similarly, when the input is changed from zero to one, NMOS 1 and NMOS 2 gets ON,
discharging output to zero. But an additional current is required that goes from NMOS 3 to
ground. This happens when output becomes zero and NMOS 3 gets OFF. This will give a
threshold voltage point when input goes from zero to Vg4q. Now, NMOS 1 and NMOS 2 are
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ON and load capacitance discharges to zero. But PMOS 3 gets ON and will give path to
ground. When the input is switched again, PMOS 1 and PMOS 2 gets ON but an additional
current is required to turn OFF PMOS 3. This gives the threshold voltage point from Vg4 to
zero and this property is called hysteresis.

iii. CMOS inverter using FInFET technology

Similar to MOSFET, FIinFET is a switching device. It's a non-planner device with a three-
dimensional structure. The gate in a FInFET is wrapped around the channel to aid in channel
control. FInFET preserves the lon/lor ratio, has low sub threshold leakage, and solves the
Drain Induced Barrier Lowering (DIBL) problem. They will be replaced with MOSFETS.
Compared to CMOS digital inverter circuits, FINFET offers a number of benefits. Among the
benefits are lower leakage current and faster switching, which reduces delay. However, the
CMOS technology requires less fabrication investment and is quite similar to planner bulk
technology. Therefore, converting bulk technology libraries that already exist into
CMOS libraries is simple. One more benefit of CMOS over FInFET is its excellent back gate
bias choice. The threshold voltage provided by CMOS devices (Vi) can be controlled by
setting up a back gate zone. It is hence appropriate for low-power applications. FInFET
technology can be applied to CMOS transistors to create an inverter circuit. The FInFET-

based CMOS inverter circuit is depicted in Fig. 4.5.
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Fig. 4.5. CMOS inverter circuit using FinFET technology [90]
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The two connected PMOS make up the pull-up network of the inverter circuit, as seen in Fig.
4.5, while the two linked NMOS make up the pull-down network. Since the two transistors'
gates are linked, the circuit is known as employing FInFET technology. It is commonly
known that FINFET technology performs better than CMOS technology in terms of latency
and power consumption. Still, some power dissipation occurs, which eventually turns into
heat. Furthermore, as technology moves towards compact devices (portable ones), heat
emission or temperature rise in the circuit design can be a major setback. These issues can be
avoided with the use of the adiabatic process. Adiabatic circuits that use adiabatic switching

have either very little or no heat transfer since most of the power is recycled or conserved.

Whatever type of buffer or repeater used, the algorithm for insertion problem remains the
same. Optimum length, size, and number of buffers must be identified before inserting them
in between long wires. A concise algorithm can be used to add buffers in between the lengthy

wires. Algorithm 4.1 illustrates how the buffer insertion approach is carried out.

Algorithm 4.1: Adiabatic Dynamic Logic-Based Novel Interconnect Structure with Buffer

Insertion

Input: Interconnect

Output: Delay, Power consumption

Start
Step 1: Determine the total resistance and capacitance of a wire with length (L).

Step 2: The interconnection is separated into (N+1) segments, and N number of buffers needs

to be placed. This is the optimal number of buffers to insert.

Step 3: Calculate the overall time after inserting the buffer: N x one segment’s delay.
Step 4: Apply a derivative to each variable to determine the value of N.

Step 5: Reduce latency by optimising the buffer's size.

End
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The effect of process, voltage, and temperature changes on the power and performance of the
interconnect-buffer system is a significant obstacle in buffer/repeater insertion [89].
Although, Schmitt trigger circuit provides noise immunity to the circuits and consumes less
power when compared with the CMOS inverter circuit but it is important to note that the less
the technology, more power will be consumed to operate properly. And more power
consumption will eventually release more power that means more heat generation. Major
concern is the power consumption as well as power dissipation that are to be addressed using
various techniques or methods. One such technique can be Energy Recovery Logic.

43 ENERGY RECOVERY LOGIC

The necessity to reduce power consumption and, consequently, heat dissipation in VLSI
circuits, along with the growing popularity of portable systems, have driven notable
developments in low-power design in recent years. As a result, there has been an explosion of
activity and quick evolution in the field of CMOS design, which deals with the low-power
design of digital integrated circuits. High-performance digital systems such as
microprocessors, digital signal processors (DSPs), and other applications are becoming more
and more dependent on low-power architecture [92]. Chips with high clock frequencies are
designed with increasing complexity as a result of increased operating speed and chip density.
In general, the chip's temperature and power dissipation increase linearly with increasing
clock frequency. It becomes crucial to take into account the cost of packing, cooling, and heat
removal because the chip temperature must be kept at a certain level [93]. Digital systems can
accomplish low power consumption through a variety of approaches, ranging from
algorithmic to device/process level. The connection qualities, device geometries, and device
characteristics (such as threshold voltage) all play a major role in reducing power usage.
Transistor power dissipation can be decreased by circuit-level techniques such as appropriate
circuit design style selection, voltage swing reduction, and timing systems. Architecture-level
techniques include things like intelligent power management of individual system blocks,
parallelism and utilisation of pipelining, and bus structure design. Lastly, by carefully
choosing the data processing algorithms to limit the amount of switching events for a
particular activity, the system's power consumption can be decreased. The notion of adiabatic
logic will receive particular attention in this chapter since it is an advantageous way to

lower power consumption by reverting back a portion of power back to the supply for reuse.
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Energy is transferred with each switching event in conventional level-restoring CMOS logic
circuits with rail-to-rail output voltage swings, either from the power supply to the output
node or from the output node to the ground. During the output's 0-to-Vpp transition, the

whole output charge Q = C;,,4Vpp IS drawn at a steady voltage from the power supply. Thus,

the energy of the type Eg,,p1 = CroaaVip is collected from the power supply during this

transition. At the end of the transition, energy Esorea = Cioaa Viop/2 is stored on the output
node when its capacitance is charged to the voltage level Vpp. As a result, only half of the
power source's energy is used by the output node; the other half is lost throughout the PMOS
network. The energy contained in the load capacitance in the NMOS network dissipates as a
result of a subsequent VDD-to-0 transition of the output node, and no charge is drawn from
the power source. The circuit designer can minimise switching occurrences, lower node
capacitance, lessen voltage swings or use a combination of these techniques to lower
dissipation. The energy that is extracted from the power source, however, is only ever used
once before disappearing. The energy extracted from the power source must be recycled
using several methods to increase the energy efficiency of logic circuits. A new family of
logic circuits called adiabatic logic makes it possible to recycle, or put to better use, some of
the energy that is gathered from the power source and further reduce the energy consumed
during switching events. To do this, occasionally major modifications must be made to the
circuit architecture and operating principles. The amount of energy that can be recycled using
adiabatic processes depends on voltage swing, switching speed, and manufacturing
technique. The term "adiabatic" is frequently used to describe thermodynamic processes that
do not lose energy as heat is dissipated or exchange energy with the environment. The electric
charge transfer between a circuit's nodes will be interpreted as the process in this case, and
various techniques to lessen energy loss—also known as heat dissipation—during charge
transfer events will be examined. In real-world situations, adiabatic and non-adiabatic
components typically make up the energy dissipation linked to a charge transfer event.
Consequently, it might not be able to eliminate energy loss, even at very high switching

speeds.

43.1 ADIABATIC DYNAMIC LOGIC

The logic uses adiabatic switching in dynamic CMOS circuits, as the name implies. Most of
the energy lost from the circuit is conserved and reused because of this process. It is well

known that complementary transistors coupled to the clock and an n-transistor network make
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up a dynamic CMOS circuit. Comparing this circuit to static CMOS circuits (2N), fewer
transistors (N + 2) are used. Furthermore, the circuits experience no static power loss [94].
Regarding the adiabatic switching procedure, it operates in two modes: evaluation and pre-
charge. The potential across the switching devices needs to be maintained low to consume
less power throughout the adiabatic switching process to achieve adiabatic swapping. By
raising the capacitance to a high voltage using a time-varying source, the load is charged.

Similarly, the signal can be angled back to 0V to complete the discharging process.

Examine the circuit as shown in Fig. 4.6, where a steady current source charges a load

capacitance.

ISOUTCG —— C

Fig. 4.6. An RC circuit charged with a constant current source [93]

Except for the fact that conventional CMOS circuits charge the output capacitance via a
constant voltage source rather than a constant current source, this circuit is comparable to the
related circuit used to simulate the charge-up event. Here, R represents the PMOS network's
on-resistance. Recall that a linear voltage ramp corresponds to a constant charging current.
Assuming that the capacitance-voltage VC is initially equal to zero, the voltage variation as a
function of time can be calculated using Eq. (4.12) [94].

1

Consequently, the charging current may be expressed as a simple function of V¢ and time t
using Eq. (4.13) [93].
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Ve(t) .
—

I = C (4.13)

The amount of energy wasted in the resistor R fromt =0to t = T can be expressed using Eq.
(4.14) [93].

T
Egiss = Rf I?dt = 1> *R*T (4.14)
0

The dissipated energy can alternatively be stated by Eq. (4.15) by combining Egs. (4.13) and
(4.14).

RC
Ediss = ? *C* VCZ (t) (415)

Equation (4.15) allows for the conclusion of some of the observations. First, if the charging
time T is greater than two RC, less energy is consumed than in an ordinary situation. Since
Eqiss IS inversely proportional to T, in reality, the wasted energy can be made arbitrarily little
by prolonging the charging period. Furthermore, it is demonstrated that the energy wasted is
proportionate to the resistance R, in contrast to the typical scenario in which the dissipation is
dependent upon the voltage swing and capacitance. Less energy will be dissipated if the
PMOS network’s on-resistance is decreased. It is evident that throughout the constant current
charging process, energy is successfully transmitted from the power supply to the capacitance
of the load. By switching the current source's direction, which permits the charge to return
from the capacitance to the supply, some of the energy that has been so stored in the capacitor
can also be recovered. Since energy in typical CMOS circuitry evaporates after a single
application, adiabatic operation is the only way to take advantage of this opportunity. There is
no doubt that the circuit's energy has to be replenished by the constant-current power supply.
Therefore, non-standard power sources with time-varying voltage also referred to as pulsed
power supplies are needed for adiabatic logic circuits. Additionally, Fig. 4.7 as illustrated can
be used to demonstrate the adiabatic switching.
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Fig. 4.7. Adiabatic switching process

Adiabatic switching comprises 2 modes of operation namely pre-charge and evaluation mode.

i.  Pre-charge mode: when the clock is high, diode is on and the output is charged to Vgq-
Vg4 where Vyq is the input supply provided to the signal and V4 is some voltage drop
across it.

ii.  Evaluation mode: depends on input that is if clock is low and input is high, output

gets discharged and if clock and input both are low, charge is retained.

Since adiabatic logic is defined to conserve and recycle power in the circuits, it can be used
into the buffer circuits for less power dissipation as well. Different buffers with adiabatic

dynamic logic can be observed such as:
i. Schmitt trigger inverter circuit using energy recovery logic

The design consists of an n-transistor network tied to the input power source and
conventional transistors connected to a clock. Even though dynamic CMOS circuits reduce
static power, some power utilisation issues persist. The increasing demand for small and
portable electronics has led to the need for smaller and more power-efficient integrated

circuit designs [91].

Adiabatic methods, which save the highest possible power while reusing the energy
discharged from the circuits, can be considered to increase circuit power. Via an ADL circuit,
adiabatic switching is used in dynamic circuits. Fig. 4.8 [92] illustrates a suggested Schmitt

trigger circuit with adiabatic switching.
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Fig. 4.8. A Schmitt trigger circuit with adiabatic switching [59]

ii. CMOS inverter circuit with FInFET technology using energy recovery logic

This proposed circuit applies adiabatic switching for low power consumption and also makes
use of dynamic CMOS logic. The CMOS inverter circuit with adiabatic switching is depicted
in Fig. 4.9.
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Fig. 4.9. CMOS inverter circuit using FinFET technology with adiabatic switching [57]

An inverter circuit utilising FINFET technology comprises a pull-down network, a diode, and
a capacitor that are connected in parallel. It is called FINFET because both the gates are
connected together.

44 RESULTS AND DISCUSSION

The interconnect circuit is fitted with various buffer types, and the power performance of
each kind was assessed. Compared to the NMOS transistor, the PMOS transistor is thought to
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have twice the width. An input pulse signal with a 500 ns duration and a 5 ns rise and fall
time is applied for adiabatic switching logic. A ramp signal with a 200 ns period and a 100 ns

rise and fall time is supplied with the clock signal. 1fF is the load capacitance [90].

4.4.1 INTERCONNECT CIRCUIT (H-MODEL) WITH SCHMITT TRIGGERAS A
BUFFER USING ENERGY RECOVERY LOGIC

Evaluation and pre-charge are the two modes of operation. The clock in the pre-charge mode
oscillates between 0 and VDD. The output is charged to logic high with a diode drop voltage
when the diode is turned on [95]. In the evaluation mode, the clock oscillates between VDD
and 0. The kind of input determines the diode's output since it is currently reverse-biased. The
output is fully depleted if the supply voltage reaches logic 1. The load capacitance maintains
the charge if the supply voltage drops to logic 0. Figure 4.10 shows the Schmitt trigger circuit
with the energy recovery logic functioning as a buffer between global connections.
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Fig. 4.10. The proposed interconnect circuit with Schmitt trigger as a buffer in between global interconnect

It was found that the simulated Schmitt trigger circuit, which included energy recovery logic,
required 3.20 pW of power. The transient analysis of the charge storage situation in the

simulated circuit is shown in Fig. 4.11.
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Fig. 4.11. Transient analysis

As illustrated in Fig. 4.11, the output flips to logic 1 with a diode drop voltage of 0.7V as the
clock signal (ramp) rises to logic 1. The term "pre-charge phase" describes this working
condition. The output when the clock signal changes from logic 1 to logic 0 depends on the
type of input. The output fully drains when the input supply is logic 1 with a descending
ramp. The output maintains its charge if the input supply is logic zero with a descending
ramp. The evaluation phase is the name given to this operational plan. By using less power

from the input source, the stored charge is further utilised during the evaluation process.
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4.4.2 INTERCONNECT CIRCUIT (H-MODEL) WITH CMOS INVERTER USING
FINFET TECHNOLOGY AS A BUFFER USING ENERGY RECOVERY
LOGIC

In the suggested circuit, the pull-down network, diode, and load capacitor are connected in

parallel using 45nm technology, which has twice the PMOS width compared to the NMOS

width. An adiabatic switching process occurs in the circuit. Fig. 4.12 depicts the connection

circuit with an inverter serving as a buffer.
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Fig. 4.12. Interconnect circuit with CMOS buffer using FinFET technology with energy recovery logic

It's an additional method of cutting down on power usage in an interconnect circuit. It can
offer reduced latency or faster switching speeds. This circuit applies adiabatic switching for
low power consumption and also makes use of dynamic CMOS logic. The reported power
consumption of the connection circuit, which functions as a buffer circuit using FInFET
technology and a CMOS inverter, is 15.37 pW.

443 COMPARISON OF RESULT

The power consumption of RC interconnect circuits with buffer insertion—using both kinds

of buffers with energy recovery logic is compared in Table 4.1.
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Table 4.1. The power consumption of RC interconnect circuits with buffer insertion is compared using both types of buffers and

energy recovery logic.

Technique used Power consumption (W)

Interconnect circuit with CMOS inverter 2.2nW
Interconnect circuit with CMOS inverter using FINFET technology 0.40nW
Interconnect circuit with Schmitt trigger as a buffer using energy 40 60\W
recovery logic P
Interconnect circuit with CMQOS inverter using FInFET technology as a

. 15.37pW
buffer and energy recovery logic

The recommended interconnect circuit with CMOS inverter employing FINFET technology as
a buffer using an energy recovery logic circuit shows amazing results when compared to
other interconnect circuits that are currently in use as buffers. The graph in Fig. 4.13 indicates

the way the novel approaches lead to a decrease in power consumption.

Power Consumption
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2.50E-09 "
2.00E-09 \
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CMOS inverter FinFET inverter ADL Schn|itt trigger ADL FinFEiTinverter
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Technique

Fig. 4.13. Decrease in power consumption along with the technology used

Using FInFET technology and energy recovery logic, the CMOS inverter circuit produces
outstanding results, as shown in Fig. 4.13. Furthermore, all of the main semiconductor
companies currently use FInFETSs as their production platform. But compared to the older

planar devices, they are more challenging to manufacture and provide more complex
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challenges (reliability, design, etc.). The FinFET platform is expected to be used in the

construction of future devices.

The power consumption in interconnect circuits with and without buffer insertion (RC
interconnect m-model) and varying connecting lengths is tabulated in Table 4.2. Table 4.3

provides an additional comparison with other innovative approaches.

Table 4.2. Comparison of power consumption of RC interconnect circuits with and without buffer insertion w.r.t interconnect

length
Power consumption Power consumption with
Length (mm) of distributed RC ADL Schmitt trigger buffer
interconnect (m-model) (UW) insertion (pW)
1 0.113 17.4
2 0.113 13.9
3 0.114 14.9
4 0.115 15.9
5 0.115 16.9
6 0.115 17.8
7 0.115 13.8
8 0.115 11.7
9 0.116 9.93
10 0.117 8.40

As technology is scaled back and circuit efficiency is decreased, the issue of power
consumption and dissipation in the form of heat in the circuits arises. Not all power
consumption is desired, even when it is necessary to operate a circuit. With technology
getting smaller, circuits must consume less power. It can be seen from Table 4.3 that after
applying adiabatic switching to the buffer circuits, the power consumption is reduced

considerably.

Table 4.3. Comparison of power consumption in RC interconnect circuits with state-of-art techniques for 10mm

interconnect length

Technology (nm) Supply voltage (V) Power consumption (W)
45nm [37] CMOS 0.6 7.41

32nm [38] FinFET 0.225 0.116 p

45nm (proposed 1 8.40p

interconnect buffered)
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It is clear from the comparison data that there has been a significant decrease in the circuits'
overall power. The proposed interconnect structure shows 92.76% decrease in power
consumption when compared with [38] and 99.89% decrease when compared with [37]. The
suggested buffered connection circuit with energy recovery logic produces superior results
even with a smaller technology node and FinFET technology [57], which is employed for low

power consumption. The area appears to be longer since buffers have been built in between.

45 CONCLUSION

This chapter used an enhanced Elmore delay assessment model to show the RC
interconnection structure with buffer insertion. The various buffer types were examined, as
well as how they operate. In addition to latency, power consumption was also regarded as a
primary concern, which was reduced by using an enhanced RC model. Buffers are
incorporated using the adiabatic switching technique to reduce power consumption in the
connecting circuits. It was observed that power consumption rapidly decreases with an
increase in interconnection length following buffer insertion. The proposed interconnect
structure showed 92.76% decrease in power consumption when compared with [38] and
99.89% decrease when compared with [37]. It was observed that the power utilisation of
both kinds of RC interconnect networks followed a straight line. Even though there would be
a slight increase in computation costs, the suggested structure with buffer insertion performs
better in terms of reducing circuit power consumption. Furthermore, it is generally accepted
that the buffer circuit serves to reduce the circuit's overall power consumption. Additionally,
various buffer circuits can be implemented for future angles, which can reduce power
consumption and delay. Correlations with copper material should be achievable, and other

substances can also be used to evaluate the distinctive variables for the circuits.

Since, adding buffers in between long wires causes area constraints in the integrated circuits.
It can increase the issues of delay, crosstalk, as well as heat generation as with the decrease in
technology area components become closer to one another. Also, with technology reduction
area automatically reduces with causes the issue of insertion of optimum numbers of buffers.
To resolve these issues, different techniques can be studied like voltage swinging, optimised
area and wire sizing, etc. one such technique will be studied in the following chapter which

will target not only delay but power consumption as well.
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CHAPTER 5: DESIGN AND IMPLEMENTATION OF RC
GLOBAL INTERCONNECTS WITH CURRENT MODE
SIGNALLING TECHNIQUE

This chapter examines the various signalling mechanisms and the problems that arise in long
cables as a result of increased connection resistance and length. An overview of the current
mode signalling approach for long wires is given in this chapter. A short introduction is
provided in section 5.1. Various signalling techniques are covered in section 5.2. The
proposed approach for interconnect designs is explained in Section 5.3. Results and debates
are explained in Section 5.4, which is followed by the comparative and experimental

evaluations. Finally, the chapter's conclusion is provided in section 5.5.

5.1 INTRODUCTION

Devices with the most features that are small, fast, and compact are necessary for modern
technology. Over time, there has been a significant increase in the need for portable sizes, and
engineers are facing more and more issues with the gadget. One such concern is the technical
scalability of interconnections. Although numerous approaches to improve connection
performance have already been put forth, achieving higher performance outcomes has proven
challenging due to shrinking component sizes and spacing. Sometimes resolving these
problems makes the design more complex. Although employing previously suggested
techniques and tools could help drivers operating interconnects, doing so results in higher
power usage. Even with less sophisticated technology, interconnects are acknowledged as the
primary source of power consumption in SoC designs. Because many electronics systems are
application-specific and battery-sensitive, it is essential to minimise energy usage in on-chip
interconnects [96]. Since interconnects are more than just transmission connections to ensure
signal integrity when signals are transmitted across the system, monitoring the system's
power function becomes crucial [97]. Different system levels, such as the circuit,
architecture, network, or system levels, can manage the power. Circuit noise modelling,
buffer sizing, and voltage swing signalling are all included at the circuit level. Interface
design and bus topology are included at the architecture level. At the network level, error
detection, correction, and appropriate routing are executed; at the system level, adaptive
voltage tuning and system-based power management are carried out. Each of these layers

helps to build SoC communication systems that are dependable and energy-efficient.
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This chapter's work is done at the circuit level, where the size of each buffer that needs to be
placed has already been decided. Additionally, it was noted that after the buffer was inserted
into lengthy cables, the delay increased but power consumption was reduced. But it was
determined that adding buffers between lengthy wires increased the number of layers in an
IC, which in turn increased the chip's overall area. And increase in area can affect the
performance parameters of an interconnect circuit. This chapter will explore several signalling
approaches to solve the area restrictions for an IC. We'll research and investigate voltage

swing signalling and current mode signalling.

5.2 TYPES OF SIGNALLING

The primary bottleneck in high-performance VLSI systems is signalling under global strains
since signal propagation delays are a common issue compared to circuit delays. For advanced
mode signalling, therefore, precise and accurate delay estimate models are required [76].
There are two different kinds of signalling techniques: current mode signalling and voltage
mode signalling. Many methods for simulating delay in voltage-mode interconnects have
been devised, from distributed RLC versions to lumped RC models. The foundation of these
methods is analytical closed-form formulations. Node voltages are used in voltage-mode
signalling to describe networks, whereas branch currents are used in current-style signalling.
Because current mode signalling keeps problems from arising from a fall in supply voltage

and an increase in operation speed, researchers are currently particularly interested in it.

521 VOLTAGE MODE SIGNALLING

Low-power functionality is necessary for today's internet-connected gadgets. With so many
gadgets connected to the online, the Internet has grown to be an indispensable aspect of
modern life. The Internet of Things (IoT) is the name given to this technology. 10T is a
collection of interconnected technologies rather than a single technology. Devices using this
technology have transceivers, computers, actuators, and sensors incorporated in them [98].
Wires are used to connect all of these parts and facilitate signal transmission between devices.
Although the 10T device's integrated components may be tailored to a particular application,
the transmission lines that link them are the main source of worry. Typically, a voltage supply
is applied to the connection to supply the circuit with an appropriate amount of current. To
improve the circuit's efficiency, modifications to the voltage supply can be made, such as
adjusting the power supply's voltage swing or switching activity. Sending low-voltage current

signals to the network branches is an alternative option that could speed up the system and
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use less energy. In any event, VLSI chips are where voltage mode signalling is most
frequently used. When using voltage mode signalling, the receiver's input impedance
termination is high (R =c0). Information is transmitted using voltage. The output voltage,
which depends on the input signal, is influenced by the supply voltage. The voltage value
derived from the signal on the connection, which varies during a full voltage swing, is used
by a sensing circuit at the destination. Fig. 5.1 [76] shows the theoretical model for the
implementation of a conventional voltage mode connection. An open circuit terminates the

output.

Vin Vout

RC Interconnect
= WAV S o ==

- -

Driver

Receiver

Fig. 5.1. CMOS depiction of voltage mode signalling [66]

The driver is made up of an inverter that powers a lengthy chain of RC interconnectors. The
high input impedance of the receiver's inverter circuit ends this RC chain. The receiver's high
input impedance causes a large input capacitance, which lengthens the RC connection chain's
charging and discharging times. As a result, voltage mode signalling is very delayed.
Electrostatically driven gate oxide breakdown may happen from the receiver's high input
impedance, which prevents the charge buildup at the input from having an efficient discharge

path to the ground.

It is easy to implement and examine the interconnect circuit using voltage mode signalling,
however, the signalling itself has many drawbacks. Some of the issues can be low signal
swing. The difference between the highest and lowest voltage levels in an electrical circuit or

signal is referred to as a voltage swing. It shows the voltage values that the signal is capable
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of reaching. While a smaller voltage swing could be more vulnerable to noise and
interference, a larger voltage swing often provides higher noise protection and signal
integrity. High switching noise injection is also one of the issues that can be sustained in a
circuit with voltage mode signalling technique. Also, voltage fluctuations can also be seen

and considered for creating delay issues in the circuits.

5.2.2 CURRENT MODE SIGNALLING

This type of signalling is considered better as compared to voltage mode signalling because
of its various advantages over it since it can be more suitable for small portable devices.
Since power is the primary concern, all current mode signalling schemes improve the
performance of interconnect circuits that are appropriate for Internet of Things devices. It has
emerged as one of the most intriguing advancements in the application of nanotechnology.
The Internet of Nano-Things (IoNT), a brand-new loT derivative, is expected to be created as
a result, expanding the idea of the Internet of Things to its utmost potential through
nanodevices [99]. Information is transmitted as a current signal in current mode signalling. At
its input, the receiver has low impedance (R; = 0). Shorting the wire ends the present mode

signalling line. Fig. 5.2 [76] depicts the current mode signalling theoretical model.

/MAA

Load
shorted
with wire

Fig. 5.2. Current mode signalling [76]
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In Fig. 5.2, R’ represent R; in the circuit. The receiver provides low impedance and detects a
current signal at its input. Fig. 5.3 [76] shows the CMOS representation of current mode

signalling technique.

A

RC Interconnect
= T WWW

—

Driver R s

Recerver

Fig. 5.3. CMOS representation of current mode signalling [76]

Considering that this technique depends on current to determine the logic values that are
transmitted via a wire. The three primary factors for determining delay are termination
impedance, driver output resistance, and voltage supply. By taking into account that the line
will be terminated with a low impedance termination, power and time can be saved by
preventing the charging of wire capacitance. However, this technique also consists of some
advantages and disadvantages. By providing low voltage, small delay, signal integrity, low
power, and low switching noise, the technique can be deemed to be advantageous for the
circuits. However, the circuits' drawbacks could include the need for an additional receiver
circuit and the potential for static power dissipation as a result of the low-impedance link to

the ground.
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5.3 PROPOSED METHODOLOGY

There are several kinds of interconnects, depending on what they are going to be used for. It
could be a global interconnect that runs high up in the devices acting as a bus or clock, or it
could be a local interconnect that connects two or more distinct transistors. The resistances
and capacitances that make up an RC global interconnect determine the wire's overall
performance. Since its geometry directly affects the system's performance parameters, it is
also a problem when developing interconnects for nanotechnologies. Various techniques and
algorithms can be developed to enhance the interconnect circuits' performance parameters,
taking into account the geometry of the circuits as listed in Table 1.1 in Chapter 3. Chapter 3
already examines and provides a detailed description of one such technique. By using this
strategy, the interconnect circuit's total resistance might be lowered by a factor of four while
maintaining the circuit's capacitance. Without making the gadget any more complex, the
resistance decrease enhanced the connection circuit's functionality. Both distributed networks
and lumped networks model types underwent resistance reduction. In this chapter, using
proposed H-model as mentioned in chapter 3 current mode signalling technique is applied to
the interconnect circuits. Drivers are typically responsible for driving the interconnected
lines. An interconnect line can be driven by a simple driver called a CMOS inverter for 45nm
technology. A driver and a receiver are required in order to run the gearbox line in current
mode. Low output impedance is a feature of one-bit current mode drivers. On the other hand,
low capacitance and low impedance are provided by the current mode receiver side. Fig. 5.4

[97] shows the connecting circuit that uses the CMS approach.

—

Fig. 5.4. Proposed interconnect circuit with CMS technique
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The connecting line is powered by the basic inverter, which also serves as a current-mode
driver. Using 45 nm CMOS technology, the aspect ratio of the receiver and current mode
driver is W,/W, = 360/180. The dynamic power consumption, which is represented by Eq.
(5.1) [100], is the power that is simulated.

P=xfCV (5.1)

Where Vyq is the voltage delivered to transistors, C is the capacitive load including buffer
and interconnect capacitance, f is the clock frequency and o is the switching activity. The
connecting circuit receives electricity from an inverter circuit for a delay. This inverter circuit
is the current source for the connecting line. Thus, Eq. (5.2) [100] can be used to express the
output current of the circuit:

io = A= l’1 (52)

: i i . R .
Where A is the current attenuation and i; is the input current. If TT and Cy stand for the wire's

total resistance and capacitance, respectively, then Eqg. (5.3) can be used to represent the
output current delay roughly [100]:

Ry 8Rp
_RTCT R3+ﬁ+RL(1+R—T)
T=—7% R (5.3)
Rg+5 +R,

Where the load resistance is represented by R; and the buffer resistance by Rg. The load for
the source configuration is R;= 0, which is the current mode type. As a result, the current

mode delay can be expressed by Eq. (5.4) [100]:

Ry

_ RiCr|Ret 135
T=—¢g R (5.4)

Rp +—7-

? >> Ry since global connection delay predominates over gate delay. Consequently, the

connection circuit's overall latency when utilising the CMS approach can be expressed by Eq.
(5.5) [100]:
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RrCr

T = >

4

Technique

(5.5)

In theory, an interconnect circuit's delay can be determined by looking at the wire's total

resistance and total capacitance without taking Rg into account. In reality, however, the total

delay of the interconnect circuit is determined by the resistance of the wires, buffers, and

capacitance. The delay for the wire with buffer resistance, and capacitance can be

summarised using Eq. (5.6) [100].

Ry (C
T — RB(CT + CB) +TT(_T+ CB)

2

(5.6)

In this case, Ry and C; represent the wire resistance and capacitance, respectively, and Rp

Cp represent the buffer resistance and capacitance.

5.4

RESULTS AND DISCUSSION

To find the ideal values for delay and power consumption, a simulation is performed using

the proposed interconnection circuit and the current mode signalling (CMS) technique. The

comparison of power usage and delay with and without the current mode signalling (CMS)

technique is shown in Tables 5.1 and 5.2.

Table 5.1. Delay comparison for interconnect circuits for different lengths with CMS technique.

Interconnect length (mm)

Simulated delay n-model

Theoretical delay for

interconnect circuit with

Simulated delay for

interconnect circuit with

(281 (ps) CMS technique (ps) CMS technique (ns)
1 2.82 0.21 0.04
2 10.75 0.87 0.35
3 23.68 1.97 0.65
4 42.14 3.51 0.91
5 65.91 5.49 1.16
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6 94.87 7.90 1.38
7 129.15 10.76 1.60
8 168.70 14.06 1.81
9 213.55 17.79 2.01
10 263.72 21.97 2.21

As demonstrated by Table 5.1, the m-model's delay is found to be superior to that of the

interconnect circuit using the current mode signalling technique. This is a result of additional

circuitry being added to the interconnect circuit to enhance the circuits' performance

specifications.

Table 5.2. Power consumption comparison for interconnect circuits for different lengths with CMS technique.

Length (mm)

Power for interconnect
circuit without CMS

Power for interconnect

circuit with CMS technique

technique [24] (LW) (nW)
1 11.3 18.7
2 11.3 20.8
3 11.4 23.6
4 11.5 26.5
5 115 29.4
6 115 32.3
7 11.5 35.1
8 115 37.9
9 11.6 40.7
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10

11.7 43.5

When compared to simple interconnect circuits, Table 5.2 shows that interconnect circuits

that use the current mode signalling (CMS) technique consume less power. Using the current-

mode technique

makes it more energy-efficient even though basic interconnect circuits lower

the parasitic component, which further reduces the power consumption in the circuits.

Additionally, Fi

g. 5.5(a) and (b) show the comparison of power consumption and delay when

compared to the interconnect circuits with buffer insertion approaches.
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Fig. 5.5. The comparison results of the proposed interconnect circuit with Schmitt trigger buffer insertion
technique using energy recovery logic and CMS technique (a) Delay (b) Power consumption
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Lastly, the proposed interconnect structure with current mode signalling technique can be
compared with the other state-of-art techniques and the results are tabulated in Table 5.3. It is
observed that the proposed interconnect structure with CMS techniques shows better speed
efficiency with 30.51% decrease in delay value when compared with [39] and 99.98%

decrease in power consumption values when compared with [40].

Table 5.3. Comparison with other state-of-art techniques

Technology/Models Delay (ns) Power Consumption (W)
Proposed interconnect circuit
with CMS technique (6mm, 1.38 32.3n
1GHz)

Interconnect circuit with CMS

technique (6mm) [39] 1.986 )

Buffered interconnect circuit
with CM technique (1GHz) [40]

- 0.15m

5.5 CONCLUSION

Small portable devices and 0T technology is being examined for various applications
because to the rise in demand for smart gadgets. However, as technology advances, there is a
growing demand for energy-efficient gadgets. Any nano device must have both high speed,
low power consumption, and less area; all characteristics can be adjusted at the circuit level
with a variety of instruments and methods. Reducing an interconnect line's resistance has
been shown to significantly lower wire delays and power usage. Additionally, the resistance
is dependent on whether the network is scattered or lumped in its structure. This
chapter reviews a distributed interconnect topology with a wire parasitic component that uses
a current-mode signalling mechanism with lower resistance. The interconnection power
consumption has been increased, according to the simulation results. The comparison was done
with interconnect circuits using buffers with adiabatic switching logic and interconnect circuits using
current mode signalling technique. The simulation and theory's delay values differed noticeably
from one another. The delay was lower than with state-of-the-art because the theoretical
values only depended on the capacitance and resistance of the wire. When compared to the
state-of-the-art, the simulated results with the additional buffer resistance and capacitance
added showed a little higher delay, but still less. It is observed that the proposed interconnect

structure with CMS techniques shows better speed efficiency with 30.51% decrease in delay
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value when compared with [39] and 99.98% decrease in power consumption values when

compared with [40].

This study aimed to reduce overall power consumption for Internet of Things applications by
optimising power usage in the connectivity circuit. The SPICE program is used to calculate
the power consumption for a range of connector lengths, from 1 mm to 10 mm. This chapter
has demonstrated that as compared to circuits with lower resistance, interconnect circuits
employing the CMS technique use a significant reduction in power consumption. The
additional circuitry required to drive the connection lines is the interconnect design's
drawback. This additional circuitry affects the device's latency and takes up space on the
chip. If the buffers are not sized correctly, the delay will also get longer. Even a small amount
of gate delay can increase the delay value for the entire interconnect design since the
interconnect delay is bigger than the gate delay. The CMS approach, with its quick and
energy-efficient processing, may be considered the future of VLSI interconnects, as
technology and circuits are becoming rare every year. Despite enhancing all the performance
parameters of the interconnects there still an issue persists. Inductance as a parasitic
component starts to dominate in the circuit with the technology decrease. It introduces itself
in the circuitry which becomes hard to neglect. That is why inductance as a parameter must
be reduced for better performance and will be covered in more detail in the upcoming
chapter.
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CHAPTER 6: DESIGN AND IMPLEMENTATION OF RLC
GLOBAL INTERCONNECTS

This chapter describes the VLSI interconnects as transmission lines and the problems which
occurs in long wires due to the increase in interconnect length and resistance. In this chapter,
an overview of the RLC interconnect circuits for long wires is provided. In section 6.1, basic
introduction about RLC circuits is presented. In section 6.2, inductance as a parasitic
component in long wires is discussed. Section 6.3 explains the proposed approach for RLC
interconnect designs. Section 6.4 explains results and discussions followed by the
experimental evaluations, and the comparison. Lastly, section 6.5 provides with the

conclusion of the whole chapter.

6.1 INTRODUCTION

Although, today’s technology is still working with RC interconnects but as the device size
keeps on shrinking, inductance have started to play an important role. A difficult problem
with inductance may arise when technology becomes smaller and the clock frequency rises.
On the other hand, inductance is not always restricted to a certain area, which presents a
challenge. When it comes to modelling, inductance is an electromagnetic phenomenon that
can be more complicated than resistance or capacitance. If not for little pieces, it becomes
nearly impossible to extract and analyse and is difficult to grasp [101]. The development of
VLSI technology has led to the dominance of inductance in wire geometry. Consequently,
interconnect latency and system performance have a major impact on the performance due to
the transmission lines effect now [102]. Inductance results in overshoot and increased latency,
which cannot be completely ignored. At gigahertz frequencies, long connecting wires
function similarly to transmission lines [103]. Inductance as a parasitic may severely disrupt
these chips performance at high operating frequencies. In the past, post-layout simulation was
primarily concerned with resistance and capacitance parasitics, with inductance extraction
restricted to custom inductor characterisation. That can't be true anymore as with the increase
in interconnect length inductance as a parasitic component have started to become an
important factor for a circuit’s delay. In order to provide realistic post-layout simulations,
inductance extraction for interconnect has become crucial due to the growing influence of
inductance parasitics on modern designs. Hence, inductor becomes important to be included

while modelling an interconnect circuit.

HIMANI 106 JUIT, 2024



Design And Implementation of RLC Global Interconnects

It is not optimal to have metal conductor interconnects separated by a dielectric. Material
parasitics (resistance, capacitance, and inductance) will always create delays in signals
passing across interconnects. Whereas capacitance parasitics are brought on by the electric
field between two conductors, resistance parasitics are created by the resistance of electrons
travelling through the metal. When current flows via a conductor, a magnetic field is
produced, which leads to inductance parasitics. Any conductor that has current flowing
through it produces a magnetic field. The same metal may then experience self-inductance
from this magnetic field, or another metal may experience mutual inductance when it crosses
the magnetic field [101]. Interconnect impedance can be expressed by Eq. (6.1) if we

concentrate on resistance and inductance.

Z =R+ j2nfL (6.1)

Where impedance is represented by Z, resistance by R (measured in Ohms), operating
frequency by f, and inductance by L (measured in Henrys). Resistance parasitics dominate
connection impedance at low frequencies and direct current (DC). But as the frequency rises,
inductive impedance takes centre stage and interferes with the transmission of the signal.
Besides, increase in frequency give rise to skin effect in the interconnect parasitics. The
current distribution is no longer uniform throughout the conductor cross-section as frequency
rises. Between the outside surface and a depth known as the skin depth, the current has a
tendency to flow closer to the conductor surface, or skin. This skin depth is determined by the
conductor depth's electrical and magnetic characteristics as well as the current's frequency. At
high frequencies, skin effects cause a conductor's resistance parasitics to grow [105]. They
also result in a frequency-dependent value for the current's perceived resistance and effective

inductance.

6.2 INDUCTANCE AS APARASITIC COMPONENT

Certainly, the goal of parasitics extraction is to match physical silicon measurements as
closely as feasible. Chip performance is impacted by inductance parasitics in several ways.
Long wires (such as buses) can have a variety of impacts, including ringing (signal
oscillation), overshooting (exceeding goal values), and delays. Impedance mismatch induces
reflections in transmission lines, which is another effect [106]. Inductance parasitics can
cause RF blocks to lose bandwidth and gain. Inductive parasitics can cause oscillation

frequency drift in a voltage-controlled oscillator (VCO) architecture. It is crucial to run
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inductance extraction during chip design and analysis to take these effects into account,
particularly for high-frequency analogue and radio frequency circuits. The magnetic field

produced by currents flowing through conductors causes inductance parasitics.

There are two primary obstacles to accurate inductance extraction [104]:

I. A phenomenon of loops is inductance. It is challenging to identify which current
loops are important since inductance is a characteristic of current loops.

ii.  The effect of inductance is long-lasting. Inductance is a long-range effect as opposed
to capacitance extraction, where the conductors hide the electric field, hence limiting
the couplings to the nearest neighbour. On nearby conductors, the magnetic field does

not terminate.

Due to a rise in clock frequency and a fall in resistance, the inductive effect starts to take hold
and affects global buses and clock routing. Deep submicron technology requires a
modification of the interconnect model from the inadequate RC model to the RLC model,
where L denotes inductance [107]. It becomes crucial to identify the near loop or return path
in the circuit as inductance is by definition defined for loops rather than wires. Inductance
extraction becomes challenging or unfeasible for the EDA tools [107]. There is a lot of
resistance in small electronics, such as gate resistance and wire resistance. The majority of
signals in the interconnect model are often dominated by RC delay when the gate ON
resistance is on the order of a kilo-ohm, which is typically R > > jwL. However, the
minuscule enough ON resistance of the huge driver allows the inductance to control the
system's dynamic response. Generally speaking, the mutual inductance term is more
noticeable and noisier in buses, whereas the self-inductance term is more prominent in
clocks. Power supply rail inductance causes power loss in addition to IR drop [108]. Due to
its ability to impose limitations on interconnect circuits, inductance behaviour is more
noticeable over extended distances than capacitive behaviour. Global buses and clocks are
frequently utilised as top-layer interconnects for data/information dissemination throughout
the semiconductor. Because inductance behaviour is more noticeable in lengthy connecting

cables, the top layers are thicker [74].

To study inductance from an electromagnetic point of view, consider a flux linearly related to
the current as expressed by Eq. (6.2) [16]. An electromagnetic field is created around a

conductor carrying current, and this flux stores energy.
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¢ =L~*i (6.2)

Where ¢ is the flux, L is the proportionality constant known as inductance which is measured
in Henrys (H), and i is the current associated with it. A voltage drop is caused by the
magnetic flux acting on the wire itself when the current varies. To get at Eq. (6.3) for a linear

inductor, a time derivative for Eq. (6.2) is considered and is represented by:

di
AV =L # d_; (6.3)

For a DC, Eqg. (6.3) suggests that there is zero voltage drop. This implies that for low-
frequency operation, the inductor can be thought of as a short circuit. The voltage drop
connected to the inductor in a chip increase as the current flowing through it does. Eg. (6.3)
also illustrates how quickly the rate of change of current concerning time increases for a
high-speed design. Thus, in the power distribution system and at the package pins, inductance

effects are very significant [16].

6.3 PROPOSED METHODOLOGY

The on-chip interconnect's length grows as technology gets smaller. The resistance,
capacitance, and inductance all rise in proportion to this increase in the connection length.

Fig. 6.1 represents basic RLC circuit.

H. I.-

VW

—{-1.

Fig. 6.1. Basic RLC circuit [106]
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The inductance characteristic is only noticeable at higher frequencies. Frequency rises with
decreasing connecting circuit area. Even basic wires within circuits begin to resemble
transmission lines at higher frequencies. Because inductance is a function of circuit area, a
smaller circuit will have a lower inductance. Additionally, the circuit's inductance directly
affects impedance. As a result, when inductance decreases, so does impedance. As inductance
decreases at high frequencies, the current's return route gets closer. As studied in chapter 3,
the reduction in resistance value was seen with a change in interconnect structure (H-model).
It was observed that the resistance has decreased by a factor of 4, substantially lowering the
interconnect circuits' performance metrics. The resistance and capacitance of the structure in
question are split into two sections, each having a half value that matches. It is simple to
model and has an almost elementary structure. The resistance and capacitance values are
divided when the circuits are connected in an inverted way, coupling one to the other. In this
article, as the circuit's frequency is raised, inductance is also seen as a parasitic component
alongside resistance and capacitance. When all of the parasitic elements are combined in an
inverted orientation, resistance and inductance are decreased by a factor of 4. When the two
circuits are connected, the resistance and inductance of the proposed structure is reduced by a
factor of four. As technology becomes smaller, inductance becomes more important. As
inductance increases, delay increases [98]. In the proposed layout, the inductance becomes
parallel to each other when two circuits are connected in parallel. The inductance value is
split between the two circuits when a single circuit is split into two. Moreover, the
performance characteristics are improved when the inductance decreases. The total
inductance of the proposed structure can be computed using Eq. (6.4).
1 1 1

To calculate the delay for the proposed RLC interconnect circuit consider Fig. 6.1 [98].

3
| D S
R U ST OO i S-S I S I e
(}:\) oL i” i s j—(, & £
T + | 1 1
L

Fig. 6.2. Proposed RLC interconnect circuit [107]
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The resistance and inductance of the suggested structure are lowered by a factor of four when
the two circuits are joined. In the suggested arrangement, the inductance likewise becomes
parallel when two circuits are connected in parallel. The inductance value was split across the
two circuits that results from splitting the single circuit into two. Additionally, the
performance parameters are optimised when the inductance decreases. To explain the entire
transient model for each interconnect circuit, four normalised ratios (base variables) are
required as expressed by Eq. (6.5), (6.6), (6.7), and (6.8), defined by [101, 109]:

line resistance R
Rratio = = 5 (65)

characteristic impedance Z,

load capacitance  Cy

Cratio = = 6.6
ratie " line capacitance ~ C (66)

time t
Tratio = ToF = g (67)
source resistance R,

characteristic impedance Z,

Where R is the total wire resistance, Rs is the source resistance, Z, is the wire impedance,

C_ is the load capacitance,C is the total wire capacitance, and ToF (t/) is the time of flight

which can be expressed by Eq. (6.9):

tr = LVIc (6.9)

The amount of time it takes a signal going through a medium at the speed of light to travel a
distance equal to the line's length is known as the time of flight. Similar basis variables may
exist for interconnects with completely different line parameters, such as length, driver size,
capacitance, load and resistance, and inductance per unit length. They will therefore likewise
be same when their transient properties are represented by the normalised ratios. In this work,
these dimensionless ratios are used to characterise connection properties such as time delay.
The finite line is driven by a source driver that is always connected to the connection circuit
and supplies some voltage. Eq. (6.10) was used to approximate the voltage at the end of a

finite line with a capacitive termination.
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27, _rt I SRV
Viin(L, 1) = Vddﬁe 2l [1 —e (G2, "‘f)] to(ta — tf) (6.10)
o 5

where characteristic impedance, source resistance, load capacitance, line resistance per unit
length, inductance per unit length, time delay, and time of flight of the line are represented,
respectively, by Z,, Rs, CL, r, |, tg, and t;. To get the 50% delay for a transmission line with
resistance and inductance that have been lowered by a factor of four, Eq. (6.11) can be used

and is expressed as:

%
Viin(L, 1) = % (6.11)

27 _rt (L Y (ta-t5) 1
Zo +ORSe 21 [1 — e (CLZO) a’f ],{,{O(td — tf) == E (6.12)

Vd d

For a lossless transmission line, resistance becomes 0. So, for lossless transmission line the

50%-delay can be expressed by Eq. (6.13).

27,

B YO 1
Vdd m [1 — e (CLZO)(td tf)],uo(td — tf) — E (613)

ty = t; + C,(0.45R, + 0.25Z,) (6.14)

Expressing the time delay for a lossy RLC line of length L is possible using Eq. (6.15).

L
ta =ty +C, (% + 0.45R. + 0.2520) (6.15)

Consider the resistance-capacitance delay model Sakurai model, which was presented in [61],

for estimating the value of y. Eq. (6.16) expresses the delay.

r r
t, = 0.377 (Z CLZ) +0.693 (RSCL FCgL+ RSCL) (6.16)

The distributed RLC line offers the same time delay as the RC line concept for highly

resistive lines with high resistance values. Presuming EL » Z,,C, » CL, and EL > Ry,

the value of y can be evaluated by Eq. (6.17), (6.18) [98]:
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t, = 0.693 (CLEL) (6.17)

y = 0.693 (6.18)

An approximate model for the time delay of a distributed RLC line with load capacitance is
obtained by substituting this value in Eq. (6.15) and simplifying the equation, as shown by
Eq. (6.19).

r
ty =ty + 0.693C, (Z L+ 0.65R; +0.36Z, ) (6.19)

Neglecting source resistance, the lossless transmission line time delay can be expressed by
Eqg. (6.20).

.
ty = t; + 0.693C; (ZL + 0.3620) (6.20)

According to Eq. (6.20), if resistance predominates, the real-time delay for a line is equal to
the RC delay; if inductance predominates, it is equal to the RLC delay [74]. Consequently,
each capacitor is coupled to a distributed inductance. The phrases resistive and inductive
dominate the line, and the terms RC and RLC just imply that since the response depends on
the resistance and characteristic impedance values. The RC effect will be predominant if Rt/4
>> Z,. On the other hand, an oscillating response will be seen if Ri/4 << Z, due to the
inductive effects.

6.4 RESULTS AND DISCUSSIONS

Considering uniform distribution, Table | as mentioned in chapter 3 is considered as the wire
geometry for 45nm technology. Table 6.1 tabulates the parasitic component values for
interconnect circuit for different lengths ranging from 1mm to 10mm and Table 6.2 tabulates

individual values of parasitic components [101].

Table 6.1. Different parasitic component values for different lengths of interconnect [98]

Parameters
Length ] .
(mm) Resistance (Q) Capacitance (fF) Inductance (nH)
1 110 191 1.58
2 220 383 3.44
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3 330 575 5.41
4 440 767 7.44
5 550 959 9.52
6 660 1150 11.65
7 770 1342 13.81
8 880 1534 15.99
9 990 1726 18.20
10 1100 1918 20.44

Table 6.2. Individual parasitic component values for different lengths of interconnect [98]

Lengths (mm) Individua(IQI'\;esistance Individual(ﬂ(i;ipacitance Individu?:]|l_|r1)ductance
1 27.5 95.5 0.39
2 27.5 95.75 0.43
3 27.5 95.83 0.45
4 27.5 95.875 0.46
5 27.5 95.9 0.47
6 27.5 95.83 0.48
7 27.5 95.85 0.49
8 27.5 95.875 0.49
9 27.5 95.88 0.50
10 27.5 95.9 0.51

The inductive effects can be implemented and simulated using Table 6.2 and the effects can

be seen in the form of waveform as shown in Fig. 6.2(a), (b), and (c).
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Fig. 6.3. Inductance effects (a) input signal (b) Interconnect length 2mm (c) Interconnect length 10mm

The performance parameters for the proposed distributed structures, which consider uniform
distribution or the distribution of segments per unit length, are estimated using the values of
resistance, capacitance, and inductance for each segment, which are displayed in Table 6.2 for
a range of lengths. Total values of capacitance and resistance are derived using Predictive
Technology Models (PTM) [23]. The waveform for the wired network with long (10 mm) and
small (2 mm) wire lengths for the pulse input supply is shown in Fig. 6.2. Furthermore,

estimated and tabulated performance values spanning from 1 mm to 10 mm, respectively, are
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shown in Table 6.3. When modelling the structures, values calculated from Tables 6.1 and 6.2
are taken into consideration. When a pulse input is applied to the interconnected circuit, the
RLC waveform is shown in Fig. 6.2. The waveforms demonstrate that the signal overshoots
at each peak and that the signal strength declines. This overshoot in the output signal
indicates that the circuit's delay increases when the transient value surpasses its ultimate
value. It also implies the presence of inductive effects in the circuit. In comparison to circuits
with longer wire lengths, the inductive effects are greater for circuits with shorter wire
lengths. This is because smaller-length wires become extremely resistive whereas global-

length lines become very resistive, overpowering the inductive effects in them.

Table 6.3. Performance evaluation for proposed RLC interconnect structure for Pulse input [70]

Theoretical Delay .

Length Simulated Delay (ps

(mr%) (ps) y(ps) Power (LW)
1 6.11 7.68 143.85
2 18.17 18.86 143.36
3 34.17 31.72 143
4 53.19 44.87 142.74
5 75.15 59.63 142.54
6 99.78 76.24 142.53
7 127.05 93.94 142.52
8 155.24 114.75 142.63
9 187.12 138.98 142.73
10 221.34 164.51 142.86

Table 6.3 lists the power consumption as well as the theoretical and simulated delays for the
RLC circuit at different lengths. It is clear that power consumption decreases and delay rises
with wire length. Figs. 6.3(a) and (b) provide a graphical representation of Table 6.3 as well.
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Fig. 6.4. The results for RLC interconnect circuits (a) Delay (b) Power consumption
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The performance parameters for the proposed interconnect structure can be compared with
the other state-of-art techniques and is tabulated in Table 6.4. The proposed interconnect
circuit shows better efficiency and speed with 41.63% decrease on average when compared
with [74].

Table 6.4. Comparison with other state-of-art technique.

Length (mm) Proposed Delay (ps) Delay (ps) [74]
2 18.86 29
4 44.87 74
6 - -
8 114.75 213
10 164.51 305

The suggested circuits exhibit improved timing performance even when current mode
signalling is used for the circuit in the research [71], which expands the bandwidth of the on-

chip interconnects. This is due to the interconnect circuit's minor reorganisation.

6.5 CONCLUSION

An inventive RLC connection structure was simulated in this study. With delay calculations,
the lossless RLC equivalent RC interconnect circuit was also built. It was shown that both
resistance and inductance values are significantly declining, which eventually improves the
interconnect circuits' overall performance. Every parasitic component's total and individual
values were assessed with a uniform distribution in mind. Furthermore, it was found that the
RLC network’s pulse input signal delay increases linearly and noticeably with increasing
connection length, while power consumption remaining almost constant. On the other hand,
the RLC waveform with regard to time showed overshoots, which indicate whether inductive
effects are present in the interconnect circuits. The recommended arrangement works better in
terms of reducing circuit power consumption, despite a modest increase in processing
expenses. Also, the proposed RLC interconnect structure shows 41.6% decrease in the
performance parameters as compared to the state-of-art technique. Furthermore, in the future,
the performance metrics of the circuits can be evaluated by comparing different materials to
copper material. Additionally, by further dividing the length of each segment and adding

buffers to the long  wires, inductance effects can be  minimised.
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CHAPTER 7: CONCLUSION AND FUTURE WORK

The latency of modern designs is mostly determined by interconnects, which are required to
quickly and reliably generate estimates of interconnect delay at various levels of abstraction.
Many connectivity strategies are utilised to improve performance in terms of noise reduction,
power reduction, and speed. Technological advances have made size and speed an
increasingly important feature of VVLSI interconnects. Tens of nanometres is the maximum
channel length for the device when technology descends to the deep submicron level. VLSI
chips therefore need long interconnects. Considered the essential building component,
interconnects are available in several sizes. They serve as a link between two or more blocks,
hence while developing an IC, scalability issues must be taken into consideration.
Interconnect became ever more important in VLSI circuits as scale increased. It regulates
every significant electrical feature on the chip. Interconnects can now vary in size and speed
thanks to downsizing technology, which has an instant impact on circuit characteristics. The
connection circuit resistance is one such metric. Resistance increases when the connection
geometry decreases. To minimise this resistance and enhance the connection circuit's
performance, a novel interconnect structure with an enhanced Elmore delay estimation model
was modelled. Additionally, lumped and distributed distribution segments for varying
connection lengths have been shown to exhibit EImore delay estimates for long wires with
pulse and ramp inputs. The findings indicate that in RC networks with lumped pulse input
signals, both power and delay rise linearly and significantly with increasing connection
length. Conversely, in dispersed RC networks, power increases marginally while delay grows
with increasing interconnect length. For both lumped and distributed networks, the ramp
input delay is nearly the same as the pulse input supply. However, for lumped circuits, the
power consumption increases linearly with the length of the interconnect; for distributed
circuits, the power increases initially and then decrease with the length of the interconnect. As
a result, the distributed network's performance metrics demonstrate greater efficiency as
compared to the lumped network. A computation of optimised Elmore delay was carried out
to lower the connection circuits' time constant. In addition to latency, power consumption was
found to be optimal when utilising an improved RC model. However, reducing resistance
may reduce some of the delay but as the wire length progresses the delay also increases. It is
well known that the delay of lengthy wires varies quadratically with their length. Buffers are
installed in between the lengthy cables to lessen the delay. Schmitt trigger inverter circuits

and CMOS inverter circuits with FINFET technology are utilised as energy recovery logic
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(ADL) buffers. These are used to simulate and implement the global interconnect circuits,
and then they are compared for improved overall performance. After comparing, it is found
that the connection circuit with the FinFET-equipped CMOS inverter and ADL logic
produces superior power consumption results. Yet delay is observed to be increased due to an
extra circuitry added to the circuit. To optimise overall performance of the circuit current
mode signalling technique is used. In this technique, interconnect circuits are required with a
driver circuit and a receiver circuit. After simulation, the results were observed and the delay
calculations were done by reducing the resistance of the circuit. However, with the
technology scale down, inductance effects start of dominate the interconnect wires. To reduce
these effects inductance as a parasitic component is considered and reduced by the factor of
four by introducing it into the proposed interconnect design. Further, for delay expression it
was concluded that the nature of the transmission line will depend upon the resistance and
impedance of the long wire. This means that if the wire's total resistance is greater than its
impedance, the wire's RC delay will predominate; otherwise, the RLC delay will.
Additionally, when comparing the two ladders—the RC ladder and the RLC ladder—power
consumption in the RLC circuit is improved by 99.78% when compared to the n-RC lumped
interconnect circuit, whereas power consumption in the n-RC distributed interconnect circuit
is raised by 87.5%. RLC interconnected over RC lumped and distributed circuits showed

delay improvements of 78.39% and 17.26%, respectively.

On achieving all the objective of this research work, finally the overall methodology of
power-efficient VLSI interconnects with both the types of networks for L and ©- model,
Buffer Insertion with Energy Recovery logic, Current Mode Signalling Technique and RLC
interconnect structure with reduced inductance value was shown in Fig 7.1. This research
methodology works upon the performance parameters in terms of timing constant and power
consumption as well as power dissipation of the VLSI interconnect circuits from length 1mm

to 10mm.
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i
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Fig. 7.1. Overview of the Methodology for Design of VLSI Interconnects for Power Optimisation
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7.1 APPLICATION

The interconnect design for high frequency circuits and low resistance components is
required to drive a device for proper functioning. Since, interconnect delay is dominating the
gate delay in today’s technology. It becomes a compulsion to look for low power devices with
high throughput. Different applications require the concept of low-power interconnect design
topologies be it healthcare, agriculture, house monitoring systems, etc. In [111], to facilitate
the simultaneous monitoring of bio-potential signals (EEG/ECG), authors have introduced an
active electrode design for electrical impedance tomography spectroscopy (EITS) that
includes both current stimulation and sensing channels. The suggested design offers a wide
bandwidth (20 MHz) at a low power consumption of 8 mW when operated at 5 V. In the
proposed design as mentioned in [111], the input supply wires are decoupled against noise
meaning the wires are set at such a way to minimize the noise injection in the device placed
closed to a capacitor. In paper [112], author gives a thorough analysis of the solutions and
trends that are now being offered in the context of smart mobility and supporting enabling
technologies. By describing its primary characteristics and the fundamental advantages of
utilising smart mobility in a smart city ecosystem, an overview of how smart mobility fits
within smart cities is given. The study also discusses several other opportunities and
difficulties with smart mobility. Finally, the key services and applications within smart
mobility that are anticipated to emerge in the upcoming years are examined along with
potential future trends and scope. The applications are focused on providing the customers
with fast, low-powered, and energy efficient devices. And, since interconnects rule the timing
constant and power consumption issues, it becomes necessary to address them for
applications purposes too. To observe an energy efficient and fast interconnect design an H-
model topology is proposed that can be used for the IoT applications of both RC and RLC

interconnect circuits as shown in Fig. 7.2(a) and (b) [113].
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Fig. 7.2. Proposed H-model (a) RC ladder (b) RLC ladder

Since, in the modern world a day would not be complete without the internet. Every job relies
on technology, which is developing daily. The Internet of Things has a lot of potential in the
future. The term "Internet of Things" (10T) refers to a network of physical objects that have
sensors, computers, networks, and software incorporated in them. Examples of these objects
include autos and other products. This allows the objects to communicate with each other and
gather data. The circuit efficiency has a significant impact on the system's overall
performance. The device's interconnect performance suffers greatly with scale-down
technology. The system may lag as a result of power consumption and dissipation problems
brought on by the smaller computing module. These problems might also result in signal
delays. Improving timing restrictions alone won't improve the circuit's performance. For
improved circuit efficiency, power dissipation and consumption must also be taken into
account. With the advancement of current technology, one of the essential components for
establishing a link between multiple sensors or interfaces for wireless information
transmission is now the Internet. In addition, low power consumption and high speed are
necessary for 10T apps to work efficiently on devices. In the proposed H-model, the focus
was to reduce not only resistance but inductance as well for overall improvement in the
interconnect circuits. Upon reduction of the parasitic components of the long wires, their

performance parameters were also improved as shown in Table 7.1.
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Table 7.1. Comparison table in terms of performance parameters

Evaluation parameters Power (LW) Delay (ps)
Proposed RLC interconnect circuit 0.94 218.18
Proposed n-RC lumped interconnect circuit 427.61 1010
Proposed n-RC distributed interconnect circuit 0.117 263.72

Table 7.1 tabulates the performance of interconnect circuits using H-model for simple RC and
RLC lines. Even though the suggested interconnected circuit achieves superior delay
reduction results, the computation cost issue still exists. In addition, the suggested
interconnect topology also reduces power consumption, however, distributed RC networks
consume less power as compared to RLC interconnect circuit. This can be due to addition of
another parasitic component into the wire. As a result, noise-related problems may arise in the
device and cause additional errors. Wire routing and placement design must also be
considered to study these challenges since the area becomes one of the critical variables for
tiny device wireless transmission. Additionally, spacing can be taken into account for RLC
circuits to lessen the issue of crosstalk noise, which will improve communication and
minimise data distortion. When comparing the RLC circuit to the 7-RC lumped interconnect
circuit, power consumption is improved by 99.78%, and when comparing the RLC circuit to
the n-RC distributed interconnect circuit, power consumption is increased by 87.5%. RLC
interconnected over RC lumped and distributed circuits showed delay improvements of
78.39% and 17.26%, respectively.

7.2 FUTURE SCOPE

The calculation cost issue still exists even though the suggested interconnected circuit
performs better in terms of time constant and power saving. In addition, the suggested
interconnect topology makes use of ramp input, which is inexpensive to create and simple to
integrate into Internet of Things applications for quick data transfer; yet, noise-related
problems may arise in the device and cause additional errors. Since area becomes one of the
key considerations for tiny device wireless transmission, wire routing and placement designs

must also be taken into consideration in order to investigate these issues. Additionally, RLC
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circuit spacing can be taken into account to lessen the issue of crosstalk noise for improved

communication and reduced data distortion.
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