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ABSTRACT

Fading causes major impairment in the wireless signals. One of the methods to combat
this problem is using diversity techniques. The concept of diversity is to send multiple
copies of the message signal from the transmitter to the receiver. Our project
“performance evaluation using diversity techniques in beyond 3G networks” aims at
improving the reliabiiity of the message signal and the hence, the performance in an
OFDM system. While some copies may undergo deep fades, others do not. Since all the
replicas undergo different amount of fading, so at the receiver end, signal combination
methods like selection combining and maximum ratio combining are used for obtaining

the optimal signal produced from diversity.

In our project we have implemented an OFDM system using matlab.. Receiver diversity
has been implemented on the OFDM system. Maximum Ratio Combining and Selection
Combining techniques have been applied to combine the faded replicas and obtain the
optimum  signal at the receiver end. We have implemented 16, 32 and 64 QAM

modulation techniques,

Finally various plots of BER vs. SNR have been drawn for MRC and Selection
Combining in an OFDM system under the various modulation techniques. These plots
are helpful in evaluating the performance of the system.. In this report, the concepts used

in our project have been elaborated.
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CHAPTER 1
INTRODUCTION

1.1 INTRODUCTION TO OFDM

Orthogonal frequency division multiplexing (OFDM) is a special case of multicarrier
transmission, where a single data stream is transmitted over a number of lower rate

subcarriers.Essentially, OFDM is configured to split a communication signal in several
different channels. Each of these channels is formatted into a narrow bandwidth
modulation, with each channel operating at a different frequency. The process of OFDM
makes it possible for multiple channels to operate within close frequency levels without
impacting the integrity of any of the data transmitted in any one channel. OFDM can be

seen as either a modulation technique or a multiplexing technique.

One of the main reasons to use OFDM is to increase the robustness against frequency
selective fading or narrowband interference. In a single carrier system, a single fade or
interferer can cause the entire link to fail, but in a multicarrier system, only a small
percentage of the subcarriers will be affected. Error correction coding can then be used to
correct for the few erroneous subcarriers. Generaily, the process of OFDM is focused on
preventing the occurrence of crosstalk, or any other type of outside interference with the

quality of the transmission.

The use of OFDM is common worldwide. Many radio networks around the globe make
use of OFDM to service their broadcast ranges. Some amateur radio systems also employ
elements of OFDM for sending out signals as well. Due to the high data rate transmission
and the ability to against frequency selective fading, orthogonal frequency division

multiplexing (OFDM) is a promising technique in the current broadband wireless

communication system,




| 1.2 HISTORY OF OFDM

The history of OFDM goes back to the 1960s. At the time, there was a need to make
more efficient use of bandwidth transmissions without creating situations where signals
would be subject to a phenomenon referred to as crosstalk. Essentially, crosstalk occurs
when two audio sources are broadcasting at the same time. The end result is that the
message of each broadcast is partially obscured for anyone attempting to listen to either
of the messages. Crosstalk can be compared to two people choosing to speak while
another individual is already speaking. Modulaton and demodulaton implementation is
done by Fourier transforms, usirig the summation of sine and cosine. Preservation of
crthogonality within ecach channel permits establishing individual channel data
transmission rates equal to the channel bandwidth. This is half the ideal Nyquist rate.
However, due to the fact that adjacent channels are synchronized, they can be overlapped
by 50percent, as is shown in Fig 1.1 (b).In 1967, Saltzberg [2] analyzed and demonstrated
the performance of the efficient parallel data transmission systems, where he concluded
that the strategy of designing an efficient parallel systein should concentrate on reducing
crosstalk between adjacent channels than on perfecting the individual channels
themselves. His conclusion has been proven far-sighted today in the digital baseband
signal processing to battle Inter Carrier Interference ICI. Each sub-channel’s
orthogonality in the OFDM system can be preserved through the QAM technique.
However, the difficulty of sustaining orthogonality with an analog system emerges when

a large number of subcarriers are required.

The advantage of OFDM 1s reduced if orthogonality cannot be maintained between the
subcarriers. If more subcarriers are required, the modulation, synchronization ,and
coherent demodulation produce a complicated OFDM circuit requiring additional
hardware cost. This leads to an impractical analog implementation of the Fourier
transforms using oscillators at the required frequencies. The oscillator drift in analog

1 components led to the initial failure of orthogonality which results in an increased

ocurrence of ICL.
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Figure 1.1 (a)The frequency spectrum of eight channels shown utilizing

frequency division multiplexing.(b) The frequency spectrum of OFDM is shown where
sub-channels are orthogonal to the adjacent channels. The percentage of bandwidth used
to transmit the same data is reduced by 50%.

1.2.1 DISCRETE FOURIER TRANSFORM

Throughout the development of OFDM technology, there have been a number of
remarkable contributions. The first milestone came about in 1971 when Weinstein and
Ebert used a discrete Fourier transform (DFT) to perform baseband modulation and
demodulation in the receiver{1]. It should be noted that in 1970, the application of the
DFT to an FDM system was first proposed by Darlington [4]. This renovation of the
original analog multicarrier system to a digitally implemented OFDM eliminates banks of
subcarrier oscillators and coherent demodulators and thus reduces the implementation
complexity. This evolution makes the modern low-cost OFDM systems plausible today
DFET-based OFDM can be completely implemented in the digital baseband for efficient
processing, eliminating bandpass filtering. All subcarriers still overlap in the frequency

k domain while the DFT ensures orthogonality. It transforms the data from the frequency

domain to the time domain.When the DFT of a time domain signal is computed, the




frequency domain results are a function of the sampling period 7" and the number of

sample points N. The fundamental frequency of the DFT is equal to NT1 , where NTis
equal to the total sample time. Each frequency represented in the DFT is an integer
multiple of the fundamental frequency. The maximum frequency that theDFT can
represent a time domain signal sampled at a rateof 7'l is 7 f21max ][], as given by the
Nyquist sampling theorem. This frequency is located in the center of the DFT points. The
IDFT performs the inverse operation to the DFT. It takes a signal defined by frequency
components and converts them to a time domain signal. The time duration of the IDFT
time signal is equal to NT. The Fast Fourier Transform (FFT), a fast algorithm for
computing DFT, can further reduce the number of arithmetic operations from N2to
NlogN, where N is the size of the FFT. The IST and ICI were mitigated by using a guard
time between the symbols and raised-cosine windowing in the time domain. Weinstein
and Ebert also added a guard interval in the case of multipath channels. Even though the
proposed system did not achieve perfect orthogonality among the subcarriers over a time

dispersive channel, it was nevertheless an important contribution to OFDM.

1.2.2 CYCLIC EXTENSION

Ancther milestone in OFDM c¢ame about in 1980, when Peled and Ruiz solved the
orthogenality problem by introducing a cyclic extension (CE), morc commonly referred
to today as cyclic prefix In their scheme, CE are substituted for the conventional null
guards of the OFDM symbol. This effectively converts the linear convolutive channel to

simulate a channel performing cyclic convolution ensuring orthogonality The cyclic

extension is added to the data stream after the FFT-1 is computed.
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Figure 1.2:Cyclic prefix in OFDM

The above figure illustrates the implementation of cyclic prefix.T is the OFDM symbol

period and is given by
I'=1+T,

where
* is symbol period and

£ is guard band period

1.2.3 CHANNEL EQUALIZATION

An important advantage of the OFDM transmission technique as compared to single
carrier systems is seen in lrequency-selective channels. The signal processing in the
receiver is rather simple in this case. The orthogonality of the OFDM sub-carriers is
maintained after transmission over the radio channel and the effect of Inter Carrier
Interference(ICI) is reduced to a multiplication of each subcarrier by a complex transfer
factor. Therefore, equalizing the signal is very simple, whereas equalization may not be
feasible in the case of conventional single carrier transmission covering the same
bandwidth. In 1980, Hirosaki introduced an equalization algorithm to further suppress
Inter Symbol Interference( ISI) and ICT , which results from a channel impulse response
or timing and frequency errors such as channel distortion, synchronization error, or phase

error. His implementation as designed for a subchannel-based equalizer for an

orthogonally multiplexed QAM system.




CHAPTER 2
PRINCIPLES OF OFDM

In this chapter the basic principles used in the generation and implementation of an

OFDM signal are introduced.

2.1 SINGLE CARRIER VS MULTICARRIER
MODULATION

Wireless broadband communications systems are characterized by very dispersive
channels. To face this phenomenon, two modulation techniques can be used: single
carrier(SC) modulation with broadband equalization, or multi carrier modulation with

orthogonal frequency-division multiplexing(OFDM).

2.1.1 SINGLE CARRIER MODULATION

In a single carrier modulation scheme each data symbol is transmitted sequentially on a
single carrier such that the signalling interval is equal to data symbol duration .In a single
carrier modulation scheme the modulated carrier occnpies the entire available bandwidth
.Single-carrier transmission is the conventional approach to digital communications.
Until the appearance of CFDM, digital communication was almost entirely handled with
single-carrier transmission. Unfortunately, this approach faces a major technical
difficulty, namely multipath interference, which occurs when waves are reflected off
buildings, mountains and such like. This type of interference can seriously deform the

received waveform, making equalizers essential to shape the waveform at the receiver.

6
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4 frequency
Figure2.1:single carrier
Figure 2.1 shows that in a single carrier system the signal representing each bit uses all

of the available spectrum.

2.1.2 MULTI CARRIER MODULTION

Multi-carrier modulation (MCM) is a method of transmitting data by splitting it into
several components, and sending each of these components over separate carrier signals.
The individual carriers have narrow bandwidth , but the composite signal can have broad
bandwidth.In a multi-carrier modulation scheme N sequential data symbols are
transmitted simuitaneously on N multiple carriers carriers; thus the signalling interval is
equal to N times the data symbol duration Tn a multi-carrier modulation scheme each
modulated occupies only a small part of the entire available bandwidth .The advantages
of MCM include relative immunity to fading caused by transmission over more than one
path at a time (multipath fading), less susceptibility than single-carrier systems to
interference caused by impulse noise, and enhanced immunity to inter-symbol

interference. Limitations inciude difficulty in synchronizing the carriers under marginal

conditions, and a relatively strict requirement that amplification be linear.
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Figure 2.2:Multi carrier

Figure 2.2 shows that in a multi carrier system the available spectrum is divided into
many narrow bands .The data is divided into parallel data streams each transmitted on a
separate band '

MCM was first used in analog military communications in the 1950s. Recently, MCM
has attracted attention as a means of enhancing the bandwidth of digital communications
over media with physical limitations. The scheme is used in some audio broadcast
services. The technology lends itself to digital television , and is used as a method of
obtaining high data speeds in asymmetric digital subscriber line ( ADSL ) systems. MCM

is also used in wireless local area networks ( WLAN s).

2.2 FREQUENCY DIVISION MULTIPLEXING SCHEME

Frequency Division Multiplexing is possible when the useful bandwidth of the
transmission medium exceeds the required bandwidth of signals to be transmitted. A
number of signals can be carried simultaneously if each signal is modulated onto a
different carrier frequency and the carrier frequencies are sufficiently separated such that

the bandwidths of the signals do not overlap. Figure below shows frequency division

multiplexing.




Figure2.3:Frequency division Multiplexing

Frequency-division multiplexing (FDM) can also be defined as a scheme in which

numerous signals are combined for transmission on a single communications line or

channel. Each signal is assigned a different frequency (subchannel) within the main

channel of the transmission. Frequency Division multiplexingor FDM is an analog |
technique which is used to multiplex signals. It can be applied when the bandwidth of a

link (in hertz) is greater than the combined bandwidths of the signals to be transmitted. In

FDM, the signals generated by each sending device modulate different carrier {
frequencies. After that, these modulated signals are combined into a single composite

signal that can be transported by the link. Carrier frequencies are separated by sufficient

band width to accommodate the modulated signal. These bandwidth ranges are the

channels through which the various signals travel. From FDM-Frequency Division

Multiplexing figure above there are Six signal sources are fed into a multiplexer,which

modulates each signal onto a different frequency (fi, . . ., 6). Each modulated signal

requires a certain width centered around its carrier frequency, referred to as a channel. To

prevent interference, the channels are separated by guard bands, which are unused

portions of the spectrum. The composite signal transmitted across the medium is analog.

However, that the input signals may be either digital or analog. In the case of digital

input, the input signals must be passed through modeims to be converted (o analog. In

either case, each input analog signal must then be modulated to move it to the appropriate

frequency band. When FDM is used in a communications network, each input signal is

sent and received at maximum spced at all times. This is its chief asset. However, if many




signals must be sent along a single long-distance line, the necessary bandwidth is large,
and careful engineering is required to ensure that the system will perform properly
2.3 CFDM
OFDM is a special case of {requency division multiplexing. As an analogy an FDM
channel is like water flow out of a faucet, in contrast an OFDM signal is like a shower. In
a faucet all water comes out in one stream and cannot be subdivided. OFDM shower is
made up of a number of different streams.
i
..«,7-'""'@
////%/;,‘:
a
/1 !
(a) {b)
\
. Figure2.4: (a)A regular FDM single carrier-A whole bunch of water coming all in one

stream. (b)orthogonal FDM-same amount of water coming from a lot of small streams.

The difference between FDM and OFDM is that they both respond differently to
interference.If a hand is put in front of the faucet, the water flow can be stopped but if a
hand is put in front of the shower,the water flow cannot be stopped. In a classical parallel
data system, the total signal frequency band is divided into N non overlapping frequency
subchannels. Each subchannel is modulated with a seperate symbol and then the N
subchannels are frequency-multiplexed. It seems good to avoid spectral overlap of
channels to eliminate interchannel interference. However, this leads to inefficient use of
the available spectrum. To cope with the inefficiency, the ideas proposed from the mid-
1960s were to use parallel data and FDM with overlapping subchannels, in which, each

carrying a signaling rate b is spaced b apart in frequency to avoid the use of high-speed
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equalization and to combat impulsive noise and multipath distortion, as well as to fully

use the available bandwidth[4].

OFDM FDM
W=2R
N=1
f
-R R R R
W=3R/2 W=2R
!
[ N=2
-3R/M4 R4 R/4 ER/M f -R-Ri2 R2R J
|
W=4R/3 W=2R ,.
I\
N=3
f f |
2RI RI3 RIT 2RI R-RE RS R |
(a) (b)
'
Figure2.4:. Concept of OFDM signal: (a)orthogonai multicarrier technique
versus (b)conventional multicarrier technique
Figure 2.4 illustrates the difference between the conventional non overlapping
multicarrier technique and the overlapping multicarrier modulation technique. As shown
in Figure 2.4, by using the overlapping multicarrier modulation technique, we save
almost 50% of bandwidth. To realize the overlapping multicarrier technique, however we
need to reduce crosstalk between subcarriers, which means that we want orthogonality
between the different modulated carriers.
L

11




7.4 ORTHOGONALITY

-

The word orthogonal indicates that there is a precise mathematical relationship
between the frequencies of the carriers in the system. As stated earlier, orthogonality of
carriers is a necessary condition for the proper functioning of an OFDM system. Two

functions f(x) and g(x) are said to be orthogonal in the period [a, b] iff

5
j F0g" (Ddx=0

Physically, if f(x) and g(x) are signals, then the LHS of (1) is a measure of how much
common energy the spectra of these two signals have.

, J 2maft

In the case of OFDM, carriers are sinusoidal. Consider two sinusoidal functions ¢ |
o4 2t L
and © . Then, “
¥
. f
L.@ ¥ i . O0,m#n t

! J ol AR il gy JI ?

=R
i -

-

where, T = 1/f.

Equation (2) shows that all harmonics of a sinuseid of frequency f are orthogonal to each
other. This property is used in the generation of orthogonal carriers for OFDM signals. In
a normal frequency-division multiplex system, many carriers are spaced apart in such a
way that the signals can be received using conventional filters and demodulators[3]. In
such receivers, guard bands are introduced between the different carriers and in the
frequency domain, which results in a lowering of spectrum efficiency.It is possible,
however, to arrange the carriers in an OFDM signal so that the sidebands of the
individual carriers overlap and the signals are still received without adjacent carrier
interference. To do this, the carriers must be mathematically orthogonal. The receiver
acts as a bank cf demodulators, translating each carrier down to DC, with the resulting

signal integrated over a symbcl period to recover the raw data. If the other carriers all

12




beat down the frequencies that, in the time domain, have a whole number of cycles in the
symbol period T, then the integration process results in zero contribution frem all these

other carriers. Thus, the carriers are linearly independent (i.e., orthogonal) if the carrier
spacing is a multiple of 1/T.

(a) (b)
Figure 2.6: Spectra of (a) an OFDM subchannel and (b) and OFDM signal

2.5 ORTHOGONALITY IN OFDM

In OFDPM, a large number of closely spaced orthogonal sub-carrier signals are used to
carry data.The main concept in OFDM is orthogonality of its subcarriers. The Orthogonal

Frequency Division Multiplexing (OFDM) transmission scheme is the optimum version

of the multicarrier transmission scheme. In the past, as well as in the present, the OFDM
is refered in the literature M‘ti—carrier, Multi-tone and Fourier Transform.
]
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Figure 2.5(a)Example of four subcarriers within one OFDM signal (time domain)

(b)Spectra of individual subcarriers (frequency domain)

2.5.1 IMPORTANCE OF ORTHOGONALITY

Figure 2.6(a) shows the spectrum of the individual data of the subchannel. The OFDM
signal, multiplexed in the individual spectra with a frequency spacing equal to the
transmission speed of each subcarrier, is shown in Figure 2.6(b). Figure 2.6(b) shows that
at the center frequency of each subcarrier, there is no crosstalk from other channels.
Therefore, if we use DFT at the receiver and calculate correlation values with the center

of frequency of each subcarrier, we recover the transmitted data with no crosstalk.

The orthogonality of subchannels in OFDM can be maintained and individual
subchannels can be completely separated by the FFT at the receiver when there are no
intersymbol interference (ISI) and intercarrier interference (ICI) introduced by the
transmission channcl distortion. GFDM transmission system offers possibilities for
alleviating many of the problems encountered with single carrier systems. It has the

advantage of spreading out a frequency selective fade over many symbols. This

effectively randomizes burst errors caused by fading or impulse interference so that

instead of several adjacent symbols being completely destroyed, many symbols are only
slightly distorted. This allows successful reconstruction of majority of them even without
forward error correction. Because of dividing an entire signal bandwidth into many
"mn‘ow sub bands,

the frequency response over individual subbands is relatively flat due to are

smaller than coherence bandwidth of the channel. Thus, equalization is potentially
simpler than in a single carrier system. The orthogonality of sub channels in OFDM can
be maintained and individual sub channels can be completely separated by the FFT at the

receiver when there are no intersymbol interference (ISI) and intercarrier interference

(ICI) introduced by the transmission channel distortion.




2.6 OFDM GENERATION

The basic principle of OFDM is to split a high-rate datastream into a number of

lower rate streams that are (ransmitted simultaneously over a number of subcarriers. The
relati‘;fc amount of dispersion in time caused by multipath delay spread is decreased
because the symbol duration increases for lower rate parallel subcarriers. Intersymbol
interference is eliminated almost completely by introducing a guard time in every OFDM
symbol. In the guard time , the symbol is cyclically extended to avoid intercarrier
interference. In OFDM design, a number of parameters are up for consideration, such as
the number of subcarriers, guard time, symbol duration, subcarrier spacing,modulation
type per subcarrier. The choice of parameters is influenced by system requirements such
as available bandwidth, required bit rate, tolerable delay spread, and Doppler values.
Some requirement are conflicting.[6] For instance, to get a good delay spread tolerance, a
lél'ge number of subcarriers with small subcarrier spacing is desirable, but the opposite is

true for a good tolerance against Doppler spread and phase noise.

2.6.1 DATA TRANSMISSION USING MULTIPLE CARRIERS

An OFDM signal consists of a sum of subcarriers that are modulated by using

phase shift keying (PSK) or quadrature amplitude modulation (QAM). If

d.
*are the complex QAM symbol,

* is the number of subcarriers,

T the symbol duration, and

fi=F+ Ij ; . _
’ the carrier frequency, then one OFDM symbol starting at

=1

X
can be written as:

15




J =
N,=1

s(ty=Re( Y d exp(j2af,(t —1,)}, t,st<t +T ()
i=0 '
s()=0, t<t. A t26 +T

In the literature, often the equivalent complex notation is used, which is given by (2). In
this representation, the real and imaginary parts correspond to the in-phase and
quadrature parts of the OFDM signal, which have to be multiplied by a cosine and sine of
the desired carrier frequency to produce the final OFDM signal. Figure (2.7) shows the

operation of the OFDM modular in block diagram

N1

S()=D'd exp(j2af,(t 1), t, St <(, +T  (2)
i=0

s(t)=0, t<t, A t>t +T

exp( j27f,(t ~¢,))

i OFDM signal

exXpPlJ27f 5 (£ —1,))

OFDM meodulatoy

Figure 2.7 OFDM Modulator




As an example , figure (2.8) shows four subcarriers from one OFDM signal. In this
example, all subcarriersn have the phase and amplitude, but in practice the amplitudes
and phases may be modulated differently for each subcarrier.Each subcarrier has exactly
an integer number of cycles in the interval 7', and the number of cycles between adjacent

subcarries differs by exactly one. This properly accounts for the orthogoality between

subcarriers.
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Figure 2.8:An OFDM signal comprising of four orthogonal subcarriers

For instance, if the jth subcarrier from (2) is demodulated by downconverting the signal

with a frequency of /+ =/« ‘4 and then integrating the signal over T seconds, the
result is as written in (3). By looking at the intermediate result, it can be seen that a
complex carrier is integrated over T seconds. For the demodulated subcarrier J, this
integration gives the desired output - (multiplied by a constant factor T'), which is the

M value for that particular subcarriers. For all other subcarriers , this integration is

. = .
zero, because the frequency difference r produce an integer number of cycles

within the integration interval T ,such that the integration result is always zero.

17




AT N o=

I eXpl—j2af (1 —1)) Zf!i CXPUy 2 (=1 ))di

=

S

i !, .y
! (>}
L N =1 oAl f— ;
‘ = Zd}. J uxp{jz;rrr—?_‘—{!—l\ Ndt =d [T

=0 .

The orthogonality of different OFDM subcarriers can also be demonstrated in another

way. According to (1), cach OFDM symbol contains subcarriers that are nonzero overa T

-seconds interval. Hence, the spectrum of a single symbol is a convolution of group of

Dirac pulses located at the subcarrier frequencies with the spectrum of a square pulse

that is one for a Tsecond period and zero otherwise. The amplitude spectrum of the

square pulse is equal to sine(pfT) , which has zeros for all frequencies f that are an

integer multiple of /T . This effect is shown in figure which shows the overlapping

sinc spectra of individual subcarriers. At the maximum of each subcarrier spectrum, all

other subcarrier spectra are zero. Because an OFDM receiver calculates the spectrum 1

values at those points that correspond to the maxima of individual subcarrier, it can 1

demodulate each subcarrier free from any interference from the other subcarriers.

Basically, Figure (2.8) shows that the OFDM spectrum iulfills Nyquist’s criterion for an

§ inter symbol interference free pulse shape. Notice that the pulse shape is present in
frequency domain and not in the time domain, for which the Nyquist criterion usually is
applied. Therefore, instead of intersymbol interference (iS1), it is intercarrier interference
(ICI) that avoided by having the maximum of one subcarrier spectrum correspond to zero

crossing of all the others.

%
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Figure 2.9:0FDM subcarriers follow Nyquist criterion

2.6.2 GENERATION OF SUBCARRIERS USING THE IFFT

i B
invaran Daneine tranofamm A0 NS MANM inenat cmdal Tha tinan dicarata Avivsernland 10 tha
LIUVOLOT 'UULICL UL alldIuLLLL vt WALVE Hiput DYHIUUL, 11T LT UIdDLLICLT Cyuvalcrit 15 uic

inverse discrete Fourier transform (IDFT), which is given by :

e | ’
: . iii :
s(n)=D'd exp(j2x—) (4)
{=0 N
? Where the time ¢ is replaced by a sample number . In practice, this transform can be

E «¥mplemented very efficiently by the inverse Fast Fourier transform (IFFT) as shown in
E figure(2.10) and (2.11).
'
|
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2.6.3 GUARD TIME AND CYCLIC EXTENSION 1

One of the most important reasons to do OFDM is the efficient way it deals with

multipath delay spread. By dividing the input data stream in v, subcarriers, the

S ——
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symbol duration is made N, times smaller, which also reduces the relative multipath
delay spread, relative to symbol time, by the same factor. To eliminate intersymbol
interference almost completely, a guard time is introduced for each OFDM symbol. The
guard time is chosen larger than the expected delay spread, such that multipath
components from one symbol cannot inierfere with the next symbol. The guard time
could consist of no signal at all .In that case, however, the problem of intercarrier (ICI)
would arise. ICI is crosstalk between different subcarriers,which means they are no
longer orthogonal. This effect is illustrated in figure (2.12) in this example, a subcarrier 1
and a delayed subcarrier 2 are shown. When an OFDM receiver tries to demodulate the
first subcarrier, it will encounter some interference from the second subcarrier, because
within the FFT interval, there is no integer number of cycles difference between

subcarrier land 2. At the same time, there will be crosstalk from the first to the second

subcarrier for the same reason.
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Figure 2.12:Intercarrier interference in OFDM
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Figure 2.13:Elimination of Intercarrier interference

To eliminate ICI, the OFDM symbol is cyclically extended in the guard time, as shown in
figure(2.13). This ensures that delayed replicas of the OFDM symbol always have an
integer number of cycies within the FFT interval, as long as the delay is smaller than the
guard time. As result, multipath signals with delays smaller than the guard time cannot
cause ICL.As an example of how multipath effects OFDM, figure(2.14) shows received
signal for tow-ray channel, where the dotted curve is a delayed replica of the solid curve.
Three separate subcarriers are shown during three symbol intervals. In reality, an OFDM
receiver only sees the sum of all these signals, but showing the separate components

makes it more clear what the effect of multipath is. From the figure, we can see that the

, @FDM subcarriers are BPSK modulated, which means that there can be 180-degree

phase jumps at the symbol boundaries. For the dotted curve, these phase jumps occur at a
certain delay after the first path. In this particular example, this muitipath delay is smaller
than the guard time, which means there are no phase transition during the FFT interval.
Hence, an OFDM recerver “sces™ the sum ol pure sine waves with some phase ofisets.
This sumimation does not destroy the orthogonality between the subcarries, it only
introduces a different phase shifi for each subcarrier. The orthogonality does become lost

if the multipath delay becomes larger than the guard time. In that case, the phasc
p Y g g p
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transitions of delayed path fall within the FFT interval of the receiver . The summation of

the sine waves of the first path with the phase modulated waves of the delayed path no

longer gives a set of orthogonal pure sine waves, resulting in a certain level of

i interference.
: iy 1-:.-
I ¥ i 1 PIA <yt ¥
‘ ‘\1 1 o B
| :
X : .K\\ / . ; % "\ / _“)\'\" l:
i *‘ey.“ & \;u I F b b ;‘{‘\ 5 \."‘.‘f
; [\ \ / 3 F LTy f N\ f i
| / % \\1; !a:.;z ! "-_\ i ‘x i z \‘ ,g |}
, ¥ e 34 A
Reflection ¢ : . . %,
Retlection delay Gtard e FET integration time * Phase transitions
|
Figure 2.14:Received OFDM signal |
[
l
To get an idea what level of interference is iniroduced when the multipath deiay excecds
the guard time, Figure (2.15) depicts three constellation diagrams that were drived from a
simulation of an OFDM link with 48 subcarriers,each modulated by using 16-QAM.
Figure (2.15)a shows the undistorted 16-QAM constellation, which is observed whenever
the multipath delay is below the guard time. In figure (2.15)b, the multipath delay
exceeds the guard time by a small 3% fraction of the FFT interval. Hence, the subcarriers
D | .. are not orthogonal any more but the interference is still small enough to get a reasonable
'a"i'eceived constellation. In Figure (2.14)¢, the multipath delay exceeds the guard time by
10% of the FFT interval. The interference is now so large that the constellation is
f

seriously blurred, causing an unacceptable error rate.
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Figure 2.15(a) undistorted QAM constellation (b)slightly distorted QAM  constellation
(c)blurred QAM constellation

2.6.4 CHOICE OF OFDM PARAMETERS

The choice of various OFDM parameters is a tradeoff between various, often conflicting
requirements. Usually, there are three main requirements to start with: bandwidth, bit
rate, and delay spread. The delay spread directly dictates the guard time. As a rule, the
guard time should be abo{n two to four times the root-mean-squared delay spread. This
value depends on the type of coding and QAM modulation. Higher order QAM (like 64-
QAM) is more sensitive to ICI and ISI than QPSK; while heavier coding obviously
reduces the sensitivity to such interference.Now the guard time has been set, the symbol
duration can be fixed. To minimize the signal-to-noise ratio (SNR) loss caused by guard
_time, it is desirable to have the symbol duration much larger than the guard time. It
Ytannot be arbitrarily large, however, because a larger symbol duration means more
subcarriers with a smaller subcarrier spacing, a larger implementation complexity, and
more sensitivity to phase noise and frequency offset, as well as an increased peak-to-
average power ratio. Hence, a practical design choice to make the symbol duration at
least five times the guard time, which implies a 1dB SNR loss because the guard time.
After the symbol duration and guard time are fixed, the number of subcarriers follows
directly as the required —3 dB bandwidth divided by the subcarrier spacing,which is the

inverse of the symbol duration less the guard time. [Alternatively, the number of
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i subcarriers may be determined by the required bit rate divided by the bit rate per
]5 subcarrier. The bit rate per subcarrier is defined by the modulation type, coding rate, and
symbol rate.

An additional requirement that can affect the chosen parameters is the

demand for an integer number of samples both within the FFT/IFFT interval

and in the symbol interval.
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CHAPTER 3
FACTORS AFFECTING OFDM PERFORMANCE

3.1FADING

In wireless communication fading is deviation or the attenuation that a carrier modulated
telecommunication signal experiences over certain propagation media. The fading may
vary with time, geographical position 0;' radio frequency, and is often modeled as a
random process. A fading channel is a communication channel comprising fading. In
wireless systems, fading may either be due to multipath propagation, referred to as
multipath induced fading, or due to shadowing from obstacles affecting the wave
propagation, sometimes referred to as shadow fading.In wireless systems (radio systems )
changes in the physical environment cause the channel to fade[2]. These changes include
both relative movement between transmitter and receiver and moving scatterers/reflectors
in the surrounding space.

A major problem in most wireless systems is the presence of a multipath channel. In a
multipath environment, the transmitted signal reflects off of several objects. As a result,

multiple delayed versions of the transmitted signal arrive at the receiver. The multiple

versions of the signal cause the received signal te be distorted.

Figure3.1:Example of multipath due to diffraction effects

Researches have shown that multiple propagation paths or multi-paths have both slow
and fast aspects.
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k Generally there are two types of fading.

« LARGE SCALE FADING: It is the fluctuation in the average signal

strength over a large distance and is caused by terrestrial change. This occurs
when a mobile travel from a lake to mountainous are to a lake area or from an
open area to a tall buildings area. Large scale fading can be mitigated by

: controlling the transmit power.
o SMALL SCALE FADING: Occurs as a result of the fluctuations in the

received signal strength over a small distance and is caused by multipath and

Doppler's shift. Doppler shift refers to the change on frequency of the signal

_“ because of relative motion between the transmitter and the receiver.

3.2 PARAMETERS OF MOBILE MULTIPATH CHANNEL

In order to understand fading better a few parameters of mobile multipath chaninels are
introduced
e Delay spread
e Doppler spread
) e Coherence Bandwidth

e Coherence time

3.2.1 DELAY SPREAD q

The different signal paths between a transmitter and a receiver correspond to different
transmission times. For an identical signal pulse from the transmiiter, muitiple copies of
signals are received at the receiver at different moments. The signals on shorter paths
reach the receiver earlier than those on longer paths. The direct effect of these
unsimultaneous arrivals of signal causes the spread ol the original signal in time domain.

This spread is called delay spread.
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3.2.2 DOPPLER SPREAD

If a transmitter is moving away [rom a receiver, the frequency of the received signal is
lower than the one sent out from the transmitter; otherwise, the frequency is
increased(Doppler Effect). In wireless communications, there are many factors that can
cause relative movement between a transmitter and a receiver. It can be the movement of
a mobile such as a cell phone; it can be the movement of some background objectives,
which causes the change of path length between the transmitter and the receiver. [5] The
lengths of signal path are often different, which correspond to different movement speeds
of transmitter signals, and in turn different frequency shifts on the signal paths. As a

result, a frequency spread is caused in the signal spectrum.

3.2.3 COHERENCE TIME ‘

Corresponding to Doppler spectrum spread, the concept of coherence time, is related to
the reciprocal of the maximum Doppler shift. Coherence time is used to measure a time
interval, in which a smaller amount of fading has occurred. Specifically, if the baseband
signal varies faster than the coherence time, the distortion from Doppler spread fading is
negligibie. Such a situation is called slow fading. Otherwise, if the baseband signal varies
more slowly than the coherence time, the distortion from Doppler spread fading may be

significant. This situation is called fast fading.

3.2.4 COHERENCE BANDWIDTH
The coherence bandwidth measures the sepatation in frequency after which two signals will experience
uncorrelated fading, Coherence bandwidth is defined as 10% of the reciprocal of root mean

square (rms) delay delay spread.

3.3 TYPES OF FADING

The following types of fading occur in wireless communication




—_—— . ———

e Slow fading
o Fast fading
e Frequency fading

o Flat fading

The terms slow and fast fading refer to the rate at which the magnitude and phase change
imposed by the channel on the signal changes.

3.3.1 SLOW FADING

Slow fading arises when the coherence time of the channel is large relative to the delay
constraint of the channel. In this regime, the amplitude and phase change imposed by the
channel can be considered roughly constant over the period of use. Slow fading can be
caused by events such as shadowing, where a large obstruction such as a hill or large
building obscures the main signal path between the transmitter and the receiver. Slow
fading 1s the result of shadowing by buildings, mountains, hills, and

other objects.

3.3.2 FAST FADING

Fast fading occurs when the coherence time of the channel is small relative to the delay
constraint of the channel. In this regime, the amplitude and phase change imposed by the
channel varies considerably over the period of use. The phenomenon of fast fading is

represented by the rapid fluctuations of the signal over small areas.

3.3.3 FLAT FADING

In flat fading  the coherence bandwidth of the channel is-larger than the bandwidth of the signal.

Therefore, all frequency components of the signal will experience the same magnitude of fading,
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334 FREQUENCY SELECTIVE FADING

In frequency-selective fading, the coherence bandwidth of the channel is smaller than the
bandwidth of the signal. Different frequency components of the signal therefore experience decorrelated
fading. [7].Some carriers are affected to a greater extent than others. Figure 3.2 shows the
effect of frequency selective fading on carrier amplitude. The S/N ratio will be lower on

some carriers than on others.

il
1]
it

Figure 3.2: (a)carrier amplitude before fading (b)carrier amplitude after fading

3.4 INTER SYMBOL INTERFERENCE (1SI)

The delay spread puts a constraint on the maximum transmission capacity on the wireless
channel. Specifically, if the period of baseband data pulse is larger than that of delay
spread, inter-symbol interference (ISI) will be generated at the receiver. That is, the data
signals on two neighbouring pulse periods are received at the same time, which causes
the receiver not to be able to distinguish them. As a result of the multipath the delayed
version of the first symbol shifts into the next symbol time and thus causes overlap
between the symbols. In OFDM this is taken care of where more time is give for each
symbol to be received at the receiver by inserting a guard time [8]. Coherence bandwidth
is used to measure the up-limit bandwidth that can be transmitted for a channel to be free

of ISI. If the bandwidth of a transmitter signal is less than the channel coherence
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bandwidth, the channel shows flat fading to be free of ISI. Otherwise, the channel shows

frequency selective fading, and may suffer from ISI.

Ilain S1gznal

Delayed Zignal

[ =

I5I Ll
Figure 3.3:Inter Symbol Interference

3.5 INTERCARRIER INTERFERENCE(ICI)

The Doppler shift introduces another type of interference in OFDMA i.e. inter carrier
interference (ICI). OFDM divided the spectrum into narrowband subcarriers and they are
tightly spaced simply because they are orthogonal. One of the requirements for
orthogonality is to maintain the subcarrier spacing exactly the reciprocal of the symbol
period. The freq uency shifts thus changing the subcarrier spacing which results in the
loss of orthogonality. This loss of orthogonality creates interference among the signals
which is called as ICI. Since the subcarriers in OFDM are usually very narrow hence the
OFDM system becomes very sensitive to ICL. ICI destroys the orthogonality of the

OFDM system which is overcome by the use of cyclic prefix mechanism.
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OFDM TRANSCEIVER
The basic implementation of the OFDM system transceiver is presented below. The
functions of each block of this system are described ahead.
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Figure 4.1 OFDM transceiver system
|
|
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4.1 Serial and Parallel concepts

In OFDM system design, the series and parallel converter is considered to realize the

concept of parallel data transmission.

4.1.1 Series

In a conventional series data system, the symbols are transmitted sequentially, with the
frequency spectrum of each data symbol allowed to occupy the entire available
bandwidth. When the data rate is sufficiently high, several adjacent symbols may be

completely distorted over frequency selective fading or multipath delay spread channel.

4.1.2 Parallel

The spectrum of an individual data element normally occupies only a small part of the
occupied bandwidth. Because of dividing an entire channel bandwidth into many narrow
sub-bands, the frequency response over each individual sub channel is relatively flat. A
parallel data transmission system offers possibilities of alleviating this problem

encountered with serial systems. Ii also offers resistance te frequency selective fading.

4.2 Modulation / Mapping

The process of mapping the information bits onto the signal constellation plays a
fundamental role in determining the properties of modulation. An OFDM signal consists
of a sum of sub carriers, each of which contains M-ary phase shift keyed (PSK) or

quadrature amplitude modulated (QAM) signals.

4.3 TFFT and FFT

Signal representation is done using IFFT and FFT. IFFT and FFT algorithms are fast

implementation for IDFT and DFT.
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4.4 Guard Interval and Cyclic Extention

To eliminate ICI, the OFDM symbol is cyclically extended in the guard interval. This
ensures that the delayed replicas of the OFDM sysmbol always have an integral number

of cycles within the FFT interval, as long as the delay is smaller than the guard interval.
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Figure 4.2. Guard time interval for ofdm symbols
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CHAPTER 5
DIVERSITY

5.1 INTRODUCTION TO DIVERSITY

Diversity is a powerful communication receiver technique that provides wireless link
improvement at a relatively low cost. Diversity techniques are used in wireless
communications systems to primarily to improve performance over a fading radio
channel. In such a system, the receiver is provided with multiple copies of the same
information signal which are transmitted over two or more real or virtual communication

channels. Thus the basic idea of diversity is repetition or redundancy of the information.

5.2 TYPES OF DIVERSITY

We know that fading can be classified into small scale and large scale fading. Small-scale
fades are characterized by deep and rapid amplitude fluctuations which occur as the
mobile moves over distances of just a few wavelengths. For narrow-band signals, this
typically results in a Rayleigh faded envelope. In order to prevent deep fades from
occurring, microscopic diversity techniques can exploit the rapidly changing signal.

If the antenna elements of the receiver are separated by a fraction of the transmitted
wavelength, then the various copies of the information signal or generically termed as
branches, can be combined suitably or the strongest of them can be chosen as the
received signal. Such a diversity technique is termed as Antenna or Space diversity.
Large scale fading, caused due to shadowing, can be combated using macroscopic
diversity wherein the distances of consideration are of the order of the distances between
two base stations [9]. Diversity techniques are effective when the branches considered are

assumed to be independently faded or the envelopes are uncorrelated.

PRACTICAL DIVERSITY TECHNIQUES

There are mainly five techniques of diversity practically used:




5.2.1. FREQUENCY DIVERSITY:

The same information signal is transmitted on different carrieis, the frequency separation
between them being at least the coherence bandwidth. This radio diversity option uses a
single antenna with two simultaneous frequency channels. As the likelihood is that the
signals will not suffer the same level of attenuation at different frequencies, the receiver
with the strongest signal “assumes control” of the transmission. Like space diversity,
frequency diversity requires a second receiver. But it also requires double the spectrum
usage — and this is generally less favored by regulators. Signals are sent in multiple
frequency locations separated by more than the coherence bandwidth as shown in the

figure below.

(Coherence Bandwidth

b, b, b,
b, b, b,
s e froquensy

Diversity Combining

Figure 5.1 Diversity Combing for frequency diversity
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Figure 5.2 Frequency Diversity
5.2.2. TIME DIVERSITY
The information signal is transmitied repeatedly in time at ropularly intervals. Thas

separation between the transmit times should be greater than the coherence time, Tc. The
time interval depends on the fading rate, and increases with the decrease in the rate of
fading. For diversity combining, interleaving of the bits is done over an interval fonger
than the coherence time.

Coherence time
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Figure 5.3 Time Diversity Combining
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5.2.3 SPACE DIVERSITY:

In Space diversity, there are multiple receiving antennas placed at different spatial
locations, resulting in different (possibly independent) received signals. The difference
hetween the diversity schemes les in the fact that in the first two schemes, there is
wastage of bandwidth due to duplication of the information signal to be sent. Thus
problem is avoided in the remaining three schemes, but with the cost of increased antenna
coiplexity. The idea is that rather one antenna catches the signal which othier antenia is
not able to catch due to fading (or undesirable radio conditions) and vice versa. So that
when signals received by antennas are combined, we will have much better signal-to-
noise ratio.

To achieve this, it is correct to say that two antennas should not be at same place; that
way both antennas are likely to experience same radio conditions. So two antennas are to
be "appropriately" put (far apart); that way overall best signal-to-noise ratio can be
received [10]. By placing two receivers (with 2 separate antennas) at a sufficient distance
from one another, multipath will become uncorrelated between both receivers. Thus,

statistically, the chance for destructive fading at both ends decreases significantly.

Tansnitied
Signal

Recelver 1

o)

-

Recm_red

Signal

tombining

Figure 5.4 Space Diversity
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In our project, we have emphasized on Receive Diversity. Beneath is the

detailed discussion on Receive Diversity.

5.3 RECEIVE DIVERSITY

5.3.1 Receive Diversity with single antenna

. . . . . o1 .
Let there is one transmit antenna, sending signals with energy 13‘6 and one receive

antenna. If we consider only BPSK modulation, the signals which are sent out are either

o 5T, ; ) " i
+5% or =V EY. Let there be a single receive antenna having a thermal noise (aka
My
AWGN) with mean & = 0 and variance ° = 2 .

The probability density function of noise is,

= )

pln)= 5= 2

The received signal is of the form, ¥ =17 where¥is the received symbol,
xis the transmiited symbol (taking values v/ Epeg and_\fEb‘s) and

7. 1s the Additive White Gaussian Noise (AWGN). Probability of bit error is,

Py = %erfc(»/%%)

5.3.2 Receive Diversity with two antennas

Now consider the case where we have two receive antennas each having thermal noise
Ny
(AWGN) with mean # = Oand variance = "2 . As the noise on each antenna is
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independent from each other, in signal processing parlance, we can say that noise on each

antennas are Lid i.e independent and identically distributed. The transmitter is still

sending symbols with energy 8. The received sianal is of the form,
g 8y gy g

y \ .
3)==4]74]

U % -~ . "
where, “ 7 are the received symbols from receive antenna 1, 2 respectively,

. : ; [TiTes s
& 1s the transmitted symbol (taking values v/ Elyeg and v £ s) and
Ll ,*2is the Additive White Gaussian Noise (AWGN) on receive antenna 1, 2

respectively.

For simplicity, let us assume that the signal + Epwas transmitted. At the receiver, we

now have
¥i1= VEptn land 1
Yo = VB +1q

To decode, the simplistic (and the optimal in this scenario) is to take the mean of yl, Ya
and perform hard decision decoding, i.e
ity :
i e ' T, . 1% 0 ;
Ys 2 andif¥Ys 2 Dll]lplICS the transmitted bit is 1 and ¥ s = |Dlmplles transmitted

bitis 0.

When compared with the single antenna case, we can see the variance of the noise term is
scaled by a factor of 2. This implies that the effective bit energy to noise ratio in a two

receive antenna case is twice the bit energy to noise ratio for single antenna case.

{E;.] 2By
Holgipa— N0,

So the bit error probability for two receive antenna case 1s,




&

Olog,,(2) =3d B

o . . \ i
Expressing in decibeis, with two receive antennas, we need only

lower bit energy £y [11]

5.3.3 Receive diversity with N receive antenna

With a general N receive antenna case, the received symbol is,

Y1 "y
Y- 2
oot

| YN N

! 1 . . .
where ¥ 1, Ya — Y N are the received symbols from receive antenna 1, 2 respectively,
g : g ST 5T, .
ais  the transmitted symbol (taking values +VE%s  and—v bi&v's) and
B ﬂ'Z,... " W is the Additive White Gaussian Noise (AWGN) on receive antenna 1,

b

2,... N respectively.

For demodulation, we computeys which is the mean of all the N received symbols, and

if¥s 2 Oimplies the transmitted bit is 1 and ¥'s < Uimplies transmitted bit is 0.
(nq+ngte - dny) i
The variance of the noise term I is 20,

Effective bit energy to noise ratio in a N receive antenna case is N times the bit

energy to noise ratio for single antenna case.

{Eb} _NE)
Nolerw— No |
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So the bit error probability for N receive antenna case is,

5

1 (N E}
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' CHAPTER 6
DIVERSITY COMBINING TECHNIQUES

Assume that there are M independent copies of the transmitted signal available from M
independent paths or branches in a diversity system. We_ shall analyze the various
*

combining methods of diversity systems and choose the optimum one for practical

systems:

6.1 SELECTION DIVERSITY

With selection diversity, the receiver selects the antenna with the highest received signal

power and ignore observations from the other antennas. Consider M branches assuming

, i
that the signal to noise ratio achieved on each branch is yi (i=1, 2..M).The chosen receive
| o max(y,)
anienna is one which gives = . \

The combining method of selection diversity is by picking the best branch of the set of ,
received branches by comparing each one with every other branch. In short, it picks ihe
maxi{yi}. The main handicap of selection diversity is that the signals must be monitored

at a rate faster than that of the fading process if the largest of them all is to be selected.
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Recejver

Transmitter

Figure 6.1 Receive Diversity in a wireless link

To analyzc the bii error rate, let us first find the outage probability on the i receive
antenna. Outage probability is the probability that the bit energy to noise ratio falls below
a threshold. The probability of outage on i receive antenna is, 'sis the defined

threshold for bit energy to noise ratio.

In N reveive antenna case, the probability that all bit energy to noise ratio on all the

i
receive antenna are below the threshold 7 s is,

Poyr = P['Tlm'}‘-z;' t ‘:’)’Nfi"}'s]

Where 71772 " Y W are the bit energy to noise ratio on the Ist, 2nd and so on till the
Nth receive antenna [12]. Since the channel on each antenna is assumed to independent.

the joint probability is the product of individual probabilities.
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Pout = -p{)}F]_ ‘f-"_}"s]‘p["i"“;“f—-'}" - "p['_}'_g\_,r “':'TS}

Note that the equation above defines the probability that the effective bit energy to noise
ratio with N receive antennas (lets call 7') is lower than the threshold Vs This is infact
the cumulative distribuition function (CDF) of Y. The probability density function

(PDF) 1s then the deriviate of the CDF [13].

dFout
B ="
5 g -1
— __LE‘(EafNu)[l_e"(EsmoJ]
(Ey/ o) ' .

Given that we know the PDF of ¥, the average output bit encrgy to noise ratio is,

[ele]
B(y) = / ye(y)dy

0
] J.N ==

¥ i 4
N T aE. AT I S AT Y
= [vm2me (Eb/NU)[I_E (%+/10)
0

By X
=T 2.1

=1

6.2 MAXIMUM RATIO COMBINING (MRC):

Maximum ratio combining (MRC) is the optimum spatial diversity strategy to reduce the
signal fluctuations caused by multipath propagation in wireless communications.

Maximal ratio combining represents a theoretically optimal combiner over fading
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channels as a diversity scheme in a communication system. Theoretically, multiple copies
of the same information signal are combined so as to maximize the instantaneous SNR at
the output . It is a very effective technique to mitigate the effects of severe fading in
wireless communications. System designs often assume that the fading is independent

across multiple diversity channels of the combiner.
On the -ﬁ’f}’“receive antenna, the received signal is,

Y, = hotn, +h

iwhere?zis the received symbol on the 2
th

: L
receive antenna, ‘*zis the

: ; ; ; 7. , P
channel on the 2*"*receive antenna,  is the transmitted symbol and "“#s the noise on Jth

receive antenna.
Expressing it in matrix form, the received signal is,

¥= h:ﬂ—|—?’b’ where

¥= [ylyZ' Y ] is the received symbol from all the receive antenna

= I . .
h= [hlhﬁ- . -"‘LN] is the channel on all the receive antenna

2 is the transmitted symbol and

PR T P
B = [nlﬂ‘ﬁ' ' "1'4?.'\?] is the noise on all the receive antenna.

The equalized symbol is,

"y

AR = Z g

The term, r=1 i.e sum of the channel powers across all the receive

antennas.
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A
In MRC, all the branches are used simultaneously. Each of the branch signals is weighted

with a gain factor proportional to its own SNR [14].

- 17

(@) (&) ()

| L& | Cophasingand Sumining

l

Figure 6.2 Maximum Ratio Combining

»-..-

i

Co-phasing and summing is done for adding up the weighted branch signals in phase.

The gain associated with the ith branch is decided by the SNR of the corresponding
branch. i.e., gi=(S/N)i The MRC scheme requires that the signals be added up after
bringing them to the same phase. [15] The sum of the SNRs of the individual branches

yields the final SNR of the output.
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CONCLUSION AND FUTURE WORK

We designed an OFDM transmitter and receiver system on which Receiver Diversity was
implemented. Combining techniques such as Maximal Ratio Combining and Selection
Combining were applied to the system and BER performance under various modulation
techniques like 16QAM, 32QAM and 64QAM in a Rayleigh and AWGN fading channel

was analyzed. We conclude that:

* For any modulation scheme the performance is best for Maximal Ratio combining
followed by Selection Combining and least without any combining technique.

® As far as modulation techniques are concerned BER performance is best in case
of 16QAM followed by 32QAM and 64QAM.

e Hence, we have obtained the best results are obtained when we implemented 16

QAM using Maximum Ratio Combining.

Since diversity is used to enhance the reliability of the communication system, hence
there lies a great future scope in these techniques for the beyond 3G and 4G networks.
Research can be carried out to improve the combining techniques such that much more
better performance can be obtained. Also rescarch can be carried out to improve the

performance in case of higher modulation techniques like 64 QAM toc.
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APPENDIX A

SIMULATION PARAMETERS

S.no. Parameter Value

1. Carrier modulation techniques 16 QAM, 32 QAM, 64
QAM

2. IFFT size 64

3. Guard period Cyclic extension of the
symbol

4, Number of receivers 2

5. SNR range 0 to 40 (dB)




APPENDIX B
SIMULATION RESULTS

7.1 Matlab codes for the implementation of OFDM using 16
QAM, 32 QAM and 64 QAM

clc

16; % Size © "
log2 (M 1); % HNumbe £
256000;

==
I -

I

% 1 = Fandirti(i 11) 5
¥xsym 1 = bi2de (reshape(x_1,k_1,length(x 1)/k 1)."',

xsym_l=reshape (xsym 1,1000,64) ;
y_1 = gammeod (xsym 1,M 1);

ytx 1=y 1;

inv_ft_l:ifft(ytxil);
inv_oned_l= reshape(inv ft 1,64000,1);

gﬁi:lengfh(inv#onedil);
ygbu1=[inv_oned_l{g_1—0.25*g71+1:q_1);inv_onedilJ;

ygbl_l:reshape(ygbﬁl,1000,80);




snr= [0:40]; ik
or ii=1:length(snr);
ynoisy 1 = awgn(ygbl 1,snr(ii),'meas: i)

yrx l=reshape (ynoisy 1,80000,1);
yrxl l=yrx 1(0.25*g l+l:length(yrx 1));
yrx2 l=reshape{yrxl 1,1000,64);

disc_ft_lﬁfft(yrx27l);

zsym 1 = gamdemod (disc_ft 1,M 1);
z 1 = de2bi(zsym 1,° Fe=tisht) ;
z 1 = reshape(z_1.',prod(size(z_1)),1); {

v X

[error_l(ii),errorrate_l(ii)] = biterr(x 1,z 1);

end

clc

= 32; % iz
= logZ{M 2);
256000;

s w a
GOSN S I =l
| 3
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X 2 = randint(n 2,1);

Xsym 2 = biZ2de (reshape(x 2,k 2,length(x 2)/k 2).

)i
xsym Z2=reshape (xsym 2,800, 64);
y 2 = gammod (xsym 2,M 2);

ytx 2 =y 2;

iny ft 2=ifft (yvEx 2);
inv oned 2= reshape (inv ft 2,51200,1);

g _Z=length (inv omed 2] ;
ygb_2=Zinv oned 2(g_2-0.25)g 2*19g 2);inv_oned 2\;

ygbl Z2=reshape(ygb 2,800,80);

snr= Z0940\ ; A
for ii 1=19length(snr);
ynoisy 2 = augn(ygbl 2,snr(ii 1), 'mezsured’);

yrx Z2=reshape (ynoisy 2,64000,1);
yrxl 2=yrx 2(0.25)g 2%191length(yrsx 2));
yrx2 Z2=reshape(yrxl 2,800,64);

disc ft 2=fft(yrxz 2);
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zsym 2 = gamdemod (disc ft 2,M 2);

7z 2 = deZbi{zsym 2, "'l wh') ;

z 2 = reshape(z 2.',prod(size(z 2)),1);

[error 2 (i1 1) ,exrorrate 2(ii 1)]

end

= 64; i
= log2 (M) ;
=288000;

~ =

e

x = randint(n,1l);

Xsym = bi2de (reshape (x, k%, length (x)/k).", "I~

xsym=reshape (xsym, 750, 64) ;
y = dgammod (xsym, M) ;

inv ft=ifft (ytx);
inv_oned= reshape({inv_ft,48000,1);

g=;ength(invioned);

biters (s 4.2 2);

ygbh=[inv_oned(g-0.25*g+1l:g);inv_oned];

vgbl=reshape (ygb,750,80) ;
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snr= [0:40];
11 2=1:length (snr);
ynoisy = awgn(ygbl,snr{ii 2), : : );

yrx=reshape (ynoisy, 60000,1) ;
yvrxl=yrx (0.25*g+1l:1length(yrx));
yrx2=reshape (yrx1l,750,64);

disc ft=fft (yox2)g

zsym = gamdemod (disc ft,M);
z = deZbi(zsyn, ' -0 ¥y
z = reshape(z.',prodisize(z)),1);

Il

[error(ii_2),errorrate(iiMZ)}

end

close !
figure
semilogy (snr,errorrate 1,'c-m’, "LineWidth'

hold
semlilogy(snr,errorrate £, . '
hold

semilogy(snr,errorrate, "k');
grid

biterr (x,z)

14

—
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legend ('uic LT i Tofcdin usd e g b
| 1)

grid
xlabel ( i
ylabel ('sni ) ;

comparison between’16, 32 and 64 QAM in OFDM
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e s i

| —©— OFDM using 16 gam
—%— OFDM using 32 gam .
ODM asingoaigem 1o

aar

10°

BER

4o

10

e

10°

{
|
|
|
|
|
|
|
|
|
L
F
|
|
g s gens

-

| 10 - r S e - R
l 0 5 10 15 20 25

[So]
o

BER

Figure 7.1 Plot for the cdmparison of ofdm using 16, 32 and 64 QAM

From the above plot we can infer that at the same SNR value, the bit error rate

deteriorates as we move from 16 QAM through 32 QAM to 64 QAM
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7.2 Matlab code for comparing the performance of an ofdm
system implemented with maximum ratio combining and
selection combining with 16qam modulation

cle

Yy e §-EEEE: PAaraniciers.

M =16;"
1052(1\/[),

nl =256000;

[ Mapping

0% Convert the bits in
= andmt(nl 1) binary d
Xsym = b:Zde(lcslmpe(x k length(x)/k)

“a NModulate v UsH } 6 Q A M
XSym= xeshape(xsym 1000,64);
yl ammod(‘(sym M)

wx:yh |
inv_ ft 1fft(ytx)
mv_oned— reshape(inv_{1,64000,1);
lic e f1x
g—length(nw oned);
ygb=[inv_oned(g-0.25%g+1:g);inv_oned];
ygb2=reshape(ygb,1,80000); .
ygbl=reshape(ygb,1000,80);
nRx = [1 7]
snr= [(0:40];

for i1=1:length(snr);
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n = 1/sqri(2)*[randn(1,80000) + j*randn(1,80000)];

h = l/sqt[(’)) [randn(1,80000) + j*randn(1,80000)];

s, 1)

y = h*ygb2 + 107 (-snr(ii)/20)*n;

det = y/.l

yrx=reshape( yHat,SOOOO, l )
yrx1=yrx(0.25*g+1:length(yrx));
yrx2=reshape(yrx1,1000,64);

Tl ESCTELC TOUrer irgnsicm

i Demodulate signal using 16-0AM .
zqym qamdemod(dlsu ft M)

o Symboi-to

31t \§m LS

Undo the |

z= deZbl(zsym elt-msb); % Con

96 Convert 2 [rom a matrix 1o
%= reshflpe(z prod(ql/e(z)) l)
BER Cog

yHation

% the bit ervor rate
[error(ii), CIFOIIHR](H)] = biterr(x,z);
end

ior jj = l:length(nRx);
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for n=1:length(snr);

n = l/sqtl(?) ‘[randn(nRx(jj),80000) + j*randn(nRx(j;j),80000)]; *

l 1/5(]1t(7) [1'111dn(11R\ 11),80000) + j*randn(nRx(jj),80000)]; “o o

bD kron(one&.(nRx(]]) 1) ygb’))
= h.*sD + 10"(-snr(ii)/20)*n;

yHat = sum(conj(h) y,l)/sum(h *COll_](h) 1);
i YOI e r

yIrx= 1eshape(yHat 80000 1)

yrx 1=yrx(0.25%g+1:length(yrx));

yrx2=reshape(yrx1,1000,64);

sadiserete fourier ftansfonn

disc_ft=fft(yrx2);

. te signat using 16-QAM. [
Asym = qamdemud(dlsc ft,M);

-Bit Mapping

= de2bi(zsym lefl- (o bits
Clonvert 2 from a malrx 1o g vecton

7= 1csnapc(z ,procl(51zc(z)) 1);

3R Comnputation e
the bit error rate
[error(ii),errorrate3(i1)] = biterr(x,z);
end
S |

A cic

for )2 = L:length(nRx);
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for u2=1:length(snr);

n2= lfsq1t(2) [nndn(nRx(]JZ) 80000) + j*randn(nRx(j;2),80000)];
h” = l/squ(7) [ an(ln(nR\U]Z) 80000) + j*randn(nRx(jj2),80000)];

sD2 = kron(ones(nRx(jj2),1),ygb2);
=h2.#sD2 + 10"(-snr(1i2)/20)*n2;

wlhing the 1 POWSE O [N Cnanmnel on ait X hain

hPowex.— h2. *conJ(hQ)

e find 1 the maximun n power
[hMaxVal ind] = max(hPower,[],1);
hMaxValMat = kron(ones(nRx(jj2),1),hiMaxVal);

9% selecting the chain with the maximum power
ySel = y2(hPower==hMaxValMat);
hSel = h2(hPower==hMaxValMat);

%y eaualization with the selected ix chain

yHat2 = ySel./hSel,

yHatZ = 1eshape(yHa12,1,80000) s just to get the matrix dimension propes A
o Coto remove the x’\k'iia“ 0 weliy

yrx_(=reshape(yHat2,80000,1);

yrxl t=yrx t(0.25*g+1:length(yrx_t));

yrx2 (=reshape(yrx1_t,1000,64);

,,,,,,

dlsc ft2 fft(y1x2 t)

Meal Using i 0-3JA

zsym?2 = qamdemod(disc_fi2,M);
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z t=de2bi{zsym2, it} DU ems s s s

: i

z_t =reshape(z_t." prod(sizc(z_t}),1);

S ERTER AT SN

HEEOHS

J N
[ E R

[error(ii2),crrorrate2(ii2)] = biterr(x,z_t);
end

end

close i -

figure

semilogy(snr,errorratel, o1, Line Widily|2);
hoid on

semilogy( snr,errorrate3, 17, ineWidih|2);
hold on

semilogy(snr,errorrate?, v i, LineWidth'|2);
hold on

axis([10 40 0.00001 17)

legend{oiiy ofdey, vidny wsing MRC, using selection combining’),;

S somidogyvisarerrermte R
grid v

grid on
xlabel("#31°R);
ylabel{ s 3y,

>
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Figure 7.2 BER vs SNR plot for 16 QAM OFDM, MRC and Selection Combining

From the above plot we can infer that at the same SNR value, the bit error rate is
maximum for 16 QAM ofdm system on which no combination technique has been

applied. The bit error rate decreases ie. improves for Selection Combining and is best for

signals combined through Maximum Ratio Combining
.
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7.3 Matlab code for comparing performance of an ofdm

system implemented with mrc and selection combining with

32qgam modulation

clc

M= 32; :
k = log2(M);:
nl =320000;

X = randinti{nl,1l}; KRR

Xsym = bi2de(reshape(x,k,length(x)/k).‘,!3:?”~%ﬁh’);

xsym=reshape(xsym,10é0,64);
yl = gammod{asym,M) ;

ytx = vl;

inv ft=ifft{ytx);
inv oned= reshape (inv_ft, €4000,1);

gslengthfinvioned);
ygb=[inv oned{g-0.25*g+1:qg);inv_oned];
yab2=rechape (ygh, 1, 80000} ;

ygbl=reshape{ygb, 1000, 80);

nRx = [1 27;
snr= [0:40];

- ii=l:length(snr};

64

i
;1,
!




n o= 1/sqrt(2)*{randn{1,80000) + J*randnil,8C000;];
h = 1/sgrt{2)*{randn(l1,80000) + j*randn(1,80000}];

h.*ygb2 + 10~ {-snr(ii)/20)*n;
yHalt = vy./h;
yrx:reshape(yHat,86000,1};

yrxl=yrx(0.25%g+l:length{yrx}};
yrxZ2=reshape(yrxl,1000,¢64);

disc ft=fft (yrx2);

Zsym = qamdemod(discﬁft,ﬁ);

de2bi (zsym, " ': wein Ty g

z = reshapei{z.',prod{size(z)),1);

[error{ii),errorratel (ii)] =
s

biterri{x,z);

© 33 = 1l:length{nRx);

3 ii=1:length{snx);

n = 1/sqrt(2)*(randn(nRx(%j),80000) + j*randn(nRxz(33j),80000)];

h = 1/sqrt (23 * [randn (nRx (i3}, 80000) + j*randn (nkRx{3j),8C000)];




sD = kron{cnaes (nRx{jj}, 1), yab2};

v = h.*sD + 10~ (-snr{ii})/20)*n;

yHat = sum{conj(h}.*y,1)./sum{h.*conjth),1};
yrx:reshape(yHat,SOOOO,1);

yrrl=yrx{0.25*g+1l:length(yrx));
yrxZ2=reshape (yrxl, 1000, 64} ;

disc ft=fre(yrx2);

zsym = gamdemod {disc_ft,M);

.

2 = de2bi(zsym, ' ioi: g

z = reshapeiz.',prod(size{z)),1);

l[error{ii),errcrrate3(ii)] = biterr(x,z};
e .

+ 192 = 1l:length{nRx);
v ii2=1:length{snr};

n2=  1/sqrt(2)*[randn (nRx{jj2),80000) + J*randn{nRx (332),80000)1];

h2z = .l/sqrt(Z)*{randn(

nRx(§92),80000) + i*randn{nRx{jjZ},B8G000)];

sD2 = kron(ones{nRx(jj2},1),yagb2};
ye = hZz. sbe + 1o {-spriiiz)/:z

O) " 1e;

hPower = h2.*conj(hz);
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[hMaxVal ind] = max (hPower, [1,%];
hMaxValiat = kron(ones{nRkx{jj2),i},hMaxVal);

ySel = y2{hPower==hMaxValMat);
hSel = h2{hPower==hMaxValMat} ;

yHaﬁz = y3el./hSel;
yHat?2 = reshape(yHatZ,1,80000};

Yr%x_t=reshape(yHat2,80000,1);
yrxl t=yrx t{0.25*g+l:lengthiyrx t));
vrx2_ t=reshape(yrzl t,1000,64};

disc_fr2=fft(yrx2 t);

zsymZ = gamdemod{disc ft2,M};

™
.
1

deZbi (zsym2, " ! 3?-‘--,‘.': A

z t = reshape(z t.',prod{sizei{z t)},1);

[error(ii2},errorrate2 (1i2}] = biterr(x,z_t};

L

close =% .

figure
semilogy{snr,errorratel, "o-w', M Tanoiiann 2);
hold

semilogy({ snr,errorrate3, o', tilioonaniht,2) )
hold

semilogy({snr,errorratel, "v-o', Tl camboin ', 2)
hold

axis([10 40 0.00001

11)
legend(* " tesdl

grid
grid
xlabel { =57
yiabel {":
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Figure 7.3 BER vs SNR plot for 32 QAM OFDM, MRC and Selection
Combining , A

From the above plot we can infer that at the same SNR value, the bit error rate is
maximum for 32 QAM ofdm system on which no combination technique has been
applied. The bit error rate decreases ie. improves for Selection Combining and is best for

signals combined through Maximum Ratio Combining
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7.4 Matlab code for comparing the performance of an ofdm
system implemented with mrc and selection combining with 64

gam modulation

cle

M 64d;
k log2 (M) ;
nl =384000;

[T

¥ = randinti{nl,1l}; R U SO SO PR TR
xsym = biZde(reshape(x, k,lengthi{x)/k).",

¢ . .

X3 :reshape(xsym,1000,64);
vyl = gqammod (xsym, M} ;

ytx = yl;

inv_ fr=iff{ytx);

inv_oned= reshape{inv_ft, 64000, 1});
g=lengthfinv_oned);

ygb=[(inv oned{g-0.25*g+l:g);inv_oned];
ygbhZ=reshape{ygb,1,80000);

ygbl=reshape{ygh, 1000, 80);

nkx = [1 2);
snr= {0:40];

fer ii=l:lengthisnr};

n = 1/sqrt(2}*{randn(1,80C000) + J*randn(l,80000)]);
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= 1/sgri(2)*[randn(l,800C00} + jJ*randnil,80000)%;

o

y = h.*yghZ + 10%{-snr{li)/20)*n;

yHat = y./h;

yrx:reshape(yHat,SCOOO,1);
vrrl=yrx{0.25*g+1l:length{yrx)};
yruz=reshape (yrxl,1000,64};

disc ft=fft{yrxZ);

Zsym = qamdemodfdiscift,M);

¥

z = deZbi(zsym, Lnﬁ.~“'éf

vy

z = reshape(z.",prod(size{z)},1):;

[error(ii),errorratel (ii)] = biterr{x,z);

for 3] = 1l:length(nRx};

o1 ii=1:length(snr};

n = i/sqrt(2)*[randn{nkx{jj},B80007) + J*randn{nRx(3j3j),80000)];

£
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h = ]/sqrt(Z)*[randn{qu(jj),BOQOO) + .j*randn(nRx(jj),80000)1];

sD = kron(ones (nRx(jj),1),ygb2};
y = h.*sD + S Bl (-l B e B O 2 N B e

yHat = sum(conj(h).*y,l]./sum(h.*conj(h),l);
yrx=reshape (yHat,80000,1);
yrxl=yrx (0.25*g+1:1length(yrx));
yrx2=reshape (yrxl,1000,64);

disc ft=fft(yrx2);

zsym = gamdemod (disc ft,M);

z = deZbi(zsym, 'laft-msn');

z = rechape(z.',prod(size(z)),1);

[error (ii),errorrate3(ii)] = biterr(x,z);

cle
for 332 = l:length(nRx);
or ii?ﬂl:length(sng);
n2= 'l/sqrt(Z)*irlandn(nB_X(ﬁﬂfSOOOO) + j*randn(nRx(3j2),80000)];
. V:Aéﬁ:- ‘ jﬁ:f — ;/SQrt(Z)*[randn(nRx(jj2),SOOOO) 1
j*randn (nRx(jj2),80000)); Lanai Ghantie
J

sD2 = kron (ones(nRx(jj2),1),yyb2);
y2 = h2.*sD2 + 10" (-snr (1i2) /20)*n2;
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hPower = h2.*conj (h2);

[hMaxVal ind] = max (hPower, [],1);

hMaxValMat = kron(ones(nRx(jj2),1),hMaxval);

ySel = y2 (hPower==hMaxValMat);
hSel = h2 (hPower==hMaxValMat) ;

yHat2 = ySel./hSel;

yHatZ = reshape(yHat2,1,80000);
yrxﬁt=reshape(yHat2,80000,l);

yrxl t=yrx_t(0.25*g+l:length(yrx t));
yrx2_ t=reshape (yrxl t,1000,64);

discift2=fft(yrx2_t);

LT

¥

zsym2 = qamdemod(disc

deZbi (zsym2, . 1o It

N
a1 W
E e
2

z t = reshape(z_t.',prod(size(zft)),l);

[exrror (ii2) ,errorrate2 (ii2)] = biterr(x,2 t);
end

and

close al‘

figure
semilogy(snr,errorratel, 'oc~m', 'Ling®idth',2);
hold =»n

semilogy( snr,errorrate3,*s-r', ‘Lin

hold on

semilogy (snr,errorrateZ, "v-p', "LineWidth', 2);
hold

axis([10 40 0.00001 11])

legend ("OEDNY; "ofin veing MECY, "ofdm using se v Yip
grid ou
grid




xlabel ("BER") ;
vlabel ("sn AL

BER
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Figure 7.4 BER vs SNR plot for 64 QAM OFDM, MRC and Selection Combining

From the above plot we can infer that at the same SNR value, the bit error rate is
maximum for 64 QAM ofdm system on which no ccembination technique has been
applied. The bit error rate decreases ie. improves for Selection Combining and is best for

signals combined through Maximum Ratio Combining
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