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SUMMARY

With the advent of genomic technologies and High Throughput computing,
there is an exponential growth of sequence data at both genomic and proteomic level
and characterizing these sequences with traditional experimental methods remains a
challenge if one considers the growth of data. When we are talking about proteins
there is a specialized group of them which are performing very important activity of
catalyzing various biochemical reactions. Almost 99% of processes in our body take
help of enzymes. With discovery of every new protein and its sequencing completed,
it’s also expected to find out whether it has any catalytic activity associated with it or
not. Thus it would be highly beneficial to explore in-silico means to classify newly
found sequences into enzymatic and non enzymatic and if enzymatic then into their
respective enzyme classes to gain an insight into its catalytic mechanism and their
biological function.

We had an Enzyme Data Warchouse called EnHouse which contains a total
of 2,02,000 enzyme sequences along with its various physiochemical properties. It
also consists of information of 60,000 non enzyme sequences. Using the predicted
properties of this enzymatic & non-enzymatic protein, data mining approach has
been applied to develop a model which would predict whether a given protein
sequence is an enzyme or not based on the predicted properties of the sequence. The
data was divided into training and test data at 70:30 ratios and a model was
developed by applying multiple regression technique using the training data.
Validation of the model was done using 30% of the test data, which showed R? value
of 0.82 and accuracy of 72% indicating the quality of the model developed.

Furthermore, we have translated the protein sequence into a set of 62
parameters utilizing hydrophobicity and hydrophilicity parameters of amino acids as
well as by applying spectral coherence technique. These parameters were used to
classify a protein sequence into different subclasses of enzymes. For an example we
have apply this technique for the classification of enzyme sequences belonging to
class 6 into different subclasses. Thus, we intend to develop a classification tool
EnClass for enzymes in which when a user enters a sequence it would predict
whether sequence is an enzyme or a non-enzyme, if enzyme then it belongs to which
class and subclass.
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CHAPTER -1
INTRODUCTION

1.1. Enzymes

1.1.1. About Enzymes

Enzymes are proteins that catalyze (i.e., increase the rates of) biochemical reactions.
In enzymatic reactions, the molecules at the beginning of the process are called
substrates, and they are converted into molecules, called as products. Almost all

processes in a biological cell need enzymes to occur at significant rates.

Most enzymes are much larger than the substrates they act on, and only a very small
portion of enzyme (only 3-4 amino acids) is directly involved in catalysis. The
region that contains these catalytic residues, binds the substrate, and then carries out
the reaction is known as the active site. Enzymes can also contain sites that bind
cofactors, which are needed for catalysis. Some enzymes also have binding sites for
small molecules, which are often direct or indirect products or substrates of the

reaction catalyzed.

1.1.2 Physico-Chemical properties of enzymes

Like all proteins, enzymes are made as long, linear chains of amino acids that fold to
produce a three-dimensional product. Each unique amino acid sequence produces a
unique structure, which has unique properties.
These properties are essential for us to classify the enzymes and on the basis of
which a model could be designed for prediction of enzymatic class for a given
protein.some of the properties are:

e Length of sequence:

The number of amino acids present in a sequence determines the length of the

sequence.




e Hydrophobicity:
hydrophobicity is the physical property of a molecule (known as a hydrophobe) that
is repelled from a mass of water. It is the prime descriptor being used for
classification system. Amphiphilic protein structures are characterized by a structural
segregation of hydrophobic and hydrophilic amino acid residues and therefore, to
describe or to quantify the amphiphilicity of a given structure requires knowledge of
the relative hydrophobicity of each residue contributing to that structure.

e Molar percentage of amino acids:

This is the number of specific amino acid residues per 100 residues in a protein

1.1.3. Importance of EC number

Traditionally the enzymes are classified into six major classes based on their EC
Number. The Enzyme Commission number (EC nﬁmber) is a numerical
classification scheme for enzymes, based on the chemical reactions they catalyze. As
a system of enzyme nomenclature, every EC number is associated with a
recommended name for the respective enzyme [ExPASy].Every enzyme code
consists of the letters "EC" followed by four numbers separated by periods. Those

numbers represent a progressively finer classification of the enzyme.

For example, the tripeptide aminopeptidases have the code "EC 3.4.11.4",

whose components indicate the following groups of enzymes:

o EC 3 enzymes are hydrolases (enzymes that use water to break up some other
molecule)

e EC 3.4 are hydrolases that act on peptide bonds

o FEC 3.4.11 are those hydrolases that cleave off the amino-terminal amino acid

from a polypeptide

o EC 3.4.11.4 are those that cleave off the amino-terminal end from a tripeptide




Top Level EC numbers

Enzyme
Class Reaction catalyzed Typical reaction |lexample(s) with
trivial name
To catalyze oxidation/reduction|AH + B — A +
EC 1|reactions; transfer of H and O|BH (reduced)|[Dehydrogenase,
Oxidoreductases|atoms or electrons from onel|A + O — AO|oxidase
substance to another (oxidfzed)
Transfer of a functional group
EC 2|from one substance to another.|AB + C — A +||Transaminase,
Transferases  ||The group may be methyl-, acyl-,|[BC kinase
amino- or phosphate group
EC 3(|Formation of two products from a|AB + H,O —|Lipase, amylase,
Hydrolases substrate by hydrolysis AOH + BH peptidase
Non-hydrolytic ~ addition  or
EC 4|removal of groups from substrates.[RCOCOOH —
Lyases C-C, C-N, C-O or C-S bonds may|[RCOH + CO,
be cleaved
Intramolecule rearrangement, i.e.
EC > [somerase,
isomerization changes within a||AB — BA
\Isomerases e e mutase
EC 6|[Join together two molecules by|[X + Y+ ATP —
Synthetase
Ligases synthesis of new C-0, C-S, C-N ||XY + ADP + Pi

Basically all the enzymes available in the nature are classified into six major classes

based on their mechanism of action. They are discussed as:

Class 1. Oxidoreductases.




To this class belong all enzymes catalysing oxidoreduction reactions. The substrate
that is oxidized is regarded as hydrogen donor. The systematic name is based on
donor:acceptor oxidoreductase. The common name will be dehydrogenase, wherever
this is possible; as an alternative, reductase can be used. Oxidase is only used in
cases where O, is the acceptor. The second figure in the EC-Number of the
oxidoreductases, is 11, 13, 14 or 15, indicates the group in the hydrogen (or electron)
donor that undergoes oxidation: 1 denotes a -CHOH- group, 2 a -CHO or -CO-
COOH group or carbon monoxide, and so on, as listed in the key. The third figure,
except in subclasses EC 1.11, EC 1.13, EC 1.14 and EC 1.15, indicates the type of
acceptor involved: 1 denotes NAD(P)+, 2 a cytochrome, 3 molecular oxygen, 4 a
disulfide, 5 a quinone or similar compound, 6 a nitrogenous group, 7 an iron-sulfur
protein and 8 a flavin. In subclasses EC 1.13 and EC 1.14 a different classification
scheme is used and subclasses are numbered from 11 onwards. It should be noted
that in reactions with a nicotinamide coenzyme this is always regarded as acceptor,
even if this direction of the reaction is not readily demonstrated. The only exception
is the subclass EC 1.6, in which NAD(P)H is the donor; some other redox catalyst is
the acceptor. Although not used as a criterion for classification, the two hydrogen
atoms at carbon-4 of the dihydropyridine ring of nicotinamide nucleotides are not
equivalent in that the hydrogen is transferred stercospecifically. The class

oxidoreductases is further classified into 21 sub-classes as mentioned in the Table 1

based on more specilised mechanism.




Table 1. Classification of oxidoreductases into 21 subclasses.

Enzyme Classification FUNCTION
number (E.C)

EG-1:1

EC:1:2
EC13

EC14
EC 1.5

EC1l.6

Ef51:7
BC-1:8

EC 1.9
EC 1.10
EC 1.11
EE:112
EC 1.13
EC 1.14
EC1.15
EC1.16
E¢ 1.17
EC1.18
EC1.20
36w b
EC:1,97

Acting on the CH-OH group of donors.

Acting on the aldehyde or oxo group of donors.

Acting on the CH-CH group of donors.

Acting on the CH-NH(2) group of donors.

Acting on the CH-NH group of donors.

Acting on Nadh or nadph.

Acting on other nitrogenous compounds as donors.

Acting on a sulfur group of donors.

Acting on a heme group of donors.

Acting on diphenols and related substances as donors.
Acting on a peroxide as acceptor.

Acting on hydrogen as donor.

Acting on single donors with incorporation of molecular oxygen.
Acting on paired donors, with incorporation or reduction of.
Acting on superoxide as acceptor.

Oxidizing metal ions.

Acting on Ch or CH(2) groups.

Acting on iron-sulfur proteins as donors.

Acting on phosphorus or arsenic in donors.

Acting on x-H and y-H to form an x-y bond.

Other oxidoreductases.

Class 2. Transferases.

Transferases are enzymes transferring a group, e.g. a methyl group or a glycosyl
group, from one compound (generally regarded as donor) to another compound

(generally regarded as acceptor). The systematic names are formed according to the




scheme donor: acceptor group transferase. The common names are normally formed
according to acceptor grouptransferase or donor grouptransferase. In many cases, the
donor is a cofactor (coenzyme) charged with the group to be transferred. A special
case is that of the transaminases. Some transferase reactions can be viewed in
different ways. For example, the enzyme-catalysed reaction :X-Y + Z = X + Z-Y,
may be regarded either as a transfer of the group Y from X to Z, or as a breaking of
the X-Y bond by the introduction of Z. Where Z represents phosphate or arsenate,
the process is often spoken of as 'phosphorolysis' or ‘arsenolysis', respectively, and a
number of enzyme names based on the pattern of phosphorylase have come into use.
These names are not suitable for a systematic nomenclature, because there is no
reason to single out these particular enzymes from the other transferases, and it is
better to regard them simply as Y-transferases. In the above reaction, the group
transferred is usually exchanged, at least formally, for hydrogen, so that the equation

could more strictly be written as:

X-Y + Z-H = X-H + Z-Y. Another problem is posed in enzyme-catalysed
transaminations, where the -NH2 group and -H are transferred to a compound
containing a carbonyl group in exchange for the = O of that group, according to the

general equation:
R1-CH(-NH2)-R2 + R3-CO-R4 R1-CO-R2 + R3-CH(-NH2)-R4.

The reaction can be considered formally as oxidative deamination of the donor (e.g.
amino acid) linked with reductive amination of the acceptor (e.g. oxo acid), and the
transaminating enzymes (pyridoxal-phosphate proteins) might be classified as
oxidoreductases. However, the unique distinctive feature of the reaction is the
transfer of the amino group (by a well-established mechanism involving covalent
substrate-coenzyme intermediates), which justified allocation of these enzymes
among the transferases as a special subclass (EC 2.6.1, transaminases). The second
figure in the code number of transferases indicates the group transferred; a one-
carbon group in EC 2.1, an aldehydic or ketonic group in EC 2.2, an acyl group in
EC 2.3 and so on. The third figure gives further information on the group transferred;

e.g. subclass EC 2.1 is subdivided into methyltransferases (EC 2.1.1),
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hydroxymethyl- and formyltransferases (EC 2.1.2) and so on; only in subclass EC
2.7, does the third figure indicate the nature of the acceptor group. The class

transferases is further classified into 8 sub-classes as mention in Table 2.

Table 2. Classification of Transferases into 8 sub-classes.

Enzyme Classification FUNCTION

Number (E.C)

EG2:1 Transferring one-carbon groups.

EC 2.2 Transferring aldehyde or ketone residues.

B35 Acyltransferases.

EC2.4 Glycosyltransferases.

EG2:5 Transferring alkyl or aryl groups, other than methyl groups.
BC 2.6 Transferring nitrogenous groups.

EC 2.7 Transferring phosphorous-containing groups.

EC2.8 Transferring sulfur-containing groups.

Class 3. Hydrolases.

These enzymes catalyse the hydrolytic cleavage of C-O, C-N, C-C and some other
bonds, including phosphoric anhydride bonds. Although the systematic name always
includes hydrolase, the common name is, in many cases, formed by the name of the
substrate with the suffix -ase. It is understood that the name of the substrate with this
suffix means a hydrolytic enzyme. A number of hydrolases acting on ester, glycosyl,
peptide, amide or other bonds are known to catalyse not only hydrolytic removal of a
particular group from their substrates, but likewise the transfer of this group to
suitable acceptor molecules. In principle, all hydrolytic enzymes might be classified
as transferases, since hydrolysis itself can be regarded as transfer of a specific group
to water as the acceptor. Yet, in most-cases; the reaction with water as the acceptor
was discovered earlier and is considered as the main physiological function of the

enzyme. This is why such enzymes are classified as hydrolases rather than as

transferases. Some hydrolases (especially some of the esterases and glycosidases)




pose problems because they have a very wide specificity and it is not easy to decide
if two preparations described by different authors (perhaps from different sources)
have the same catalytic properties, or if they should be listed under separate entries.
An example is vitamin A esterase (formerly EC 3.1.1.12, now believed to be
identical with EC 3.1.1.1). To some extent the choice must be arbitrary; however,
separate entries should be given only when the specificities are sufficiently different.
Another problem is that proteinases have 'esterolytic' action; they usually hydrolyse
ester bonds in appropriate substrates even more rapidly than natural peptide bonds.
In this case, classification among the peptide hydrolases is based on historical
priority and presumed physiological function. The second figure in the code number
of the hydrolases indicates the nature of the bond hydrolysed; EC 3.1 are the
esterases; EC 3.2 the glycosylases, and so on. The third figure normally specifies the
nature of the substrate, e.g. in the esterases the carboxylic ester hydrolases (EC
3.1.1), thiolester hydrolases (EC 3.1.2), phosphoric monoester hydrolases (EC.3.1.3%
in the glycosylases the O-glycosidases (EC 3.2.1), N-glycosylases (EC 3.2.2), etc.
Exceptionally, in the case of the peptidyl-peptide hydrolases the third figure is based

on the catalytic mechanism as shown by active centre studies or the effect of pH. The

class Hydrolases further classified into 10 subclasses (Table 3).



Table 3. Subclasses of Hydrolases enzymes and their function,

Enzyme Classification FUNCTION

Number (E.C)
3.1 Acting on ester bonds.
4.2 Glycosylases.
33 Acting on ether bonds.
34 Acting on peptide bonds (peptide hydrolases).
3.9 Acting on carbon-nitrogen bonds, other than peptide bonds,
3.6 Acting on acid anhydrides.
gri Acting on carbon-carbon bonds.
3.8 Acting on halide bonds.
Sl Acting on carbon-phosphorus bonds.
3.13 Acting on carbon-sulfur bonds.
Class 4. Lyases.

Lyases are enzymes cleaving C-C, C-O, C-N, and other bonds by elimination,
leaving double bonds or rings, or conversely adding groups to double bonds. The
systematic name is formed according to the pattern substrate group-lyase. The
hyphen is an important part of the name, and to avoid confusion should not be
omitted, e.g. hydro-lyase not 'hydrolyase'. In the common names, expressions like
decarboxylase, aldolase, dehydratase (in case of elimination of CO2, aldehyde, or
water) are used. In cases where the reverse reaction is much more important, or the
only one demonstrated, synthase (not synthetase) may be used in the name. Various
subclasses of the lyases include pyridoxal-phosphate enzymes that catalyse the
elimination of a b- or g-substituent from an a-amino acid followed by a replacement
of this substituent by some other group. In the overall replacement reaction, no
unsaturated end-product is formed; therefore, these enzymes might formally be
classified as alkyl-transferases (EC 2.5.1...). However, there is ample evidence that
the replacement is a two-step reaction involving the transient formation of enzyme-

bound a,b(or b,g)-unsaturated amino acids. According to the rule that the first
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reaction is indicative for classification, these enzymes are correctly classified as
lyases. Examples are tryptophan synthase (EC 4.2.1.20) and cystathionine b-synthase
(EC 4.2.1.22). The second figure in the code number indicates the bond broken: EC
4.1 are carbon-carbon lyases, EC 4.2 carbon-oxygen lyases and so on. The third
figure gives further information on the group eliminated (e.g. CO2 in EC 4.1.1, H20
in EC 4.2.1). The class Lyases is further categorised into 6 subclasses based on their

specific function (Table 4).

Table 4. Subclasses of Lyases and their defined function.

Enzyme Classification Number Function

E.C)

4.1 Carbon-carbon Iyéses

4.2 Carbon-oxygen lyases.

4.3 Carbon-nitrogen lyases.
4.4 Carbon-sulfur lyases.

4.6 Phosphorus-oxygen lyases.
499 Other lyases.

Class 5. Isomerases.

These enzymes catalyse geometric or structural changes within one molecule.
According to the type of isomerism, they may be called racemases, epimerases, cis-
traﬁs-isomerases, isomerases, tautomerases, mutases or cycloisomerases. In some
cases, the interconversion in the substrate is brought about by an intramolecular
oxidoreduction (EC 5.3); since hydrogen donor and acceptor are the same molecule,
and no oxidized product appears, they are not classified as oxidoreductases, even
though they may contain firmly bound NAD(P)+. The subclasses are formed
according to the type of isomerism, the sub-subclasses to the type of substrates. The

Isomerases are further categorised into 6 sub-classes (Table 5).

10
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Table 5. Classification of Isomerases into 6 sub classes.

Enzyme Classification FUNCTION

Number(E.C)

ol Racemases and epimerases.

3.2 Cis-trans-isomerases.

53 Intramolecular oxidoreductases.

54 Intramolecular transferas;es (mutases).
5.5 Intramolecular lyases.

5.99 Other isomerases.

Class 6. Ligases.

Ligases are enzymes catalysing the joining together of two molecules coupled with
the hydrolysis of a diphosphate bond in ATP or a similar triphosphate. The
systematic names are formed on the system X:Y ligase (ADP-forming). In earlier
editions of the list the term synthetase has been used for the common names. Many
authors have been confused by the use of the terms synthetase (used only for Group
6) and synthase (used throughout the list when it is desired to emphasis the synthetic
nature of the reaction). Consequently NC-IUB decided in 1983 to abandon the use of
synthetase for common names, and to replace them with names of the type X-Y
ligase. In a few cases in Group 6, where the reaction is more complex or there is a
common name for the product, a synthase name is used (e.g. EC 6.3.2.11 and EC
6.3.5.1). It is recommended that if the term synthetase is used by authors, it should
continue to be restricted to the ligase group. The second figure in the code number
indicates the bond formed: EC 6.1 for C-O bonds (enzymes acylating tRNA), EC 6.2
for C-S bonds (acyl-CoA derivatives), etc. Sub-subclasses are only in use in the C-N

ligases. The enzyme Ligases are further classified into 5 subclasses.

11
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Table 6. Classification of Ligases into 5 subclasses.

Enzyme Classification Function

Number(E.C)

6.1 Forming carbon-oxygen bonds.
6.2 Forming carbon-sulfur bonds.
6.3 Forming carbon-nitrogen bonds
6.4 Forming carbon-carbon bonds.
6.5 Forming phosphoric ester bonds.

1.1.5. Need for prediction and classification of enzymes:

Enzymes are substances that occur naturally in all living things, including the human
body. If it's an animal or a plant, it has enzymes. Enzymes are critical for life. At
present, researchers have identified more than 3,000 differént enzymes in the human
body. Every second of our lives these enzymes are constantly changing and
renewing, sometimes at an unbelievable rate. Our body's ability to function, to repair
when injured, and to ward off disease is directly related to the strength and numbers
of our enzymes. That's why an enzyme deficiency can be so devastating. All life

processes consist of a complex series of chemical reactions.

Using the protein engineering techniques, new enzymes are been created, ranging
from food enzymes to the enzymes used for curing diseases. The large international
genome sequence projects are gaining a great amount of public attention and huge
sequence data bases are created it becomes more and more obvious that we are very
limited in our ability to access functional data for the gene products - the proteins, in
particular for enzymes. It seems quite improbable to experimentally determine
function and structure of each candidate protein. So a revolutionary method is
needed to solve this computation catastrophe. Primary sequence of these proteins are
readily available, therefore a method using the sequence derived features will prove a

much valuable and a cost effective process of determining and classifying these

12
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proteins into broader enzyme/non-enzyme and specifically into 6 major classes as

defined by international enzyme commission.

1.2 Spectral Coherence:
The extraction of sequence order information is not simple as protein sequence data
suffers from the issue of unequal cardinality (i.e. sequences are of different lengths).
In our study we purpose a spectral coherence approach to extract sequence-order
based on the amphiphilic and amphipathic characteristics of residues that are vital in
the functional characterization wiof sequences.
Coherence is the property of vectors that quantifies the degree interference. By
interference we imply that if at least two random events are combined and depending
on the relative phase between them, they can add constructively or subtract
destructively.[7]
The major issues related to a protein are:

e the presence of an unbalanced number of proteins in different subclasses

e unequal length of the proteins
To solve these issues consistent cardinality of feature vector for such proteins should
be discovered, which will enable uniformity in feature treatment by the classification

schema.

1.3. Current Scenario of Insilico enzyme classification

Currently there is no enzyme classification tool existing independently with respect
to all the enzymes that quickly classifies a protein into a particular enzyme class (if
enzymatic nature is present). With respect to insilico classification of enzymes,
previous studies have method being used which comprises of the following
components - Integration of all the known hydrophobicity scales from the AAlIndex ;
then performing feature extraction using spectral coherence and carry out a
supervised classification as validation for the goodness of using spectral coherence to
capture sequence order information, which was a good effort with prediction

accuracy but was only done for EC 1, i.e. Oxidoreductase [2].

13



Taking the same as base of our study we are also trying to develop an insilico

classification system up to 2nd levels.

1.4. Objective
To build an insilico Enzyme Classification Tool called EnClass which will perform
the following functions:

1. Sequence Property calculations: To calculate the properties of the given
sequence namely the length of sequence, Molar_aliphatic, Molar_aromatic,
hydrophobicity, Molar_acidic.

2. Next, The tool would predict whether the entered protein sequence is an
enzyme or not.

3. If'the predicted sequence is an enzyme , the tool predict its class and subclass

on the basis of the spectral coherence based method.

14




CHAPTER- 2
TOOLS AND TECHNIQUES

2.1. Model development
The model for predicting whether a sequence is an enzyme or not, was developed

using the following softwares.

2.1.1. Statistica 9.0

Statistica is a product by Statsoft. STATISTICA provides the most comprehensive
array of data analysis, data management, data visualization, and data mining
procedures. lIts techniques include the widest selection .of predictive modeling,
clustering, classification, and exploratory techniques in one software platform.
STATISTICA is a tried and true analytics platform. STATISTICA is provided in six
basic categories of product lines:

1. Enterprise: STATISTICA products designed for use by multiple users
across a site or an entire organization, including the use of STATISTICA
through thin client (Web browser) architectures access across a Wide Area
Network.

2. Web-Based Analytic Applications: STATISTICA products deployed in a
highly scalable, Web-based architecture for customized, turnkey Web based
analytic applications.

3. Data Mining Solutions: The most comprehensive and effective system of
user-friendly tools for the entire data mining ﬁrocess - from querying
databases to generating final reports.

4. Desktop: STATISTICA products designed for use on a single workstation.

5. Connectivity and Data Integration Solutions: The cdnﬁgurations to data

ok sources in STATISTICA Enterprise are defined and managed centrally using
the STATISTICA Enterprise Manager Administration tools.
6. Power Solutions: Power Solutions is a combination of products and

consulting. These solutions, based on predictive data mining and analytics,
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produce immediate, significant improvement, and are offered at a fraction of
the cost of the respective hardware upgrades necessary to produce similar

but often not as effective - outcomes. [3]

2.1.2 Multiple Linear Regression- Statistica

Multiple linear regression (MLR) is a method used to model the linear relationship
between a dependent variable and one or more independent variables. The dependent
variable is sometimes also called the predictand, and the i.ndependent variables the
predictors. MLR is based on least squares: the model is fit such that the sum-of-
squares of differences of observed and predicted values is minimized. In the process
of fitting, or estimating, the model, statistics are computed that summarize the

accuracy of the regression model.

Coefficient of determination- The explanatory power of the regression is
summarized by its

“R-squared” value, computed from the sums-of-squares terms as
R2=1- Z(ﬁ 5 Y_)z/Z(Yi ~7y?

This is also called the coefficient of determination.

It is important to keep in mind that a high R* does not imply causation. The relative
sizes of the sums-of-squares terms indicate how “good” the regression is in terms of
fitting the calibration data. If the regression is “perfect”, all residuals are zero, SSE is
zero, and R? is 1. If the regression is a total failure, the sum-of-squares of residuals
equals the total sum-of-squares, no variance is accounted for by regression, and R? is

zero.[8].

2.2. Calculation of Physico- Chemical properties of novel sequence and model
validation
The properties of the novel sequence and the parameters for model validation were

calculated using perl scripts.[Appendix Al ]

2.3 Calculation of mean squared coherence values
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2.3.1 Mean Squared Coherence

Our method comprises three main components: Integration of all the known
hydrophobicity scales from the AAlndex [9]. We then perform feature extraction
using spectral coherence and carry out a supervised classification as validation for

the goodness of using spectral coherence to capture sequence order information.

2.3.2 Integration of scales

There are 34 different scales found in [9] to estimate the hydrophobicity of amino
acids. Each of the 34 scales depicts different aspects of the intermolecular forces
involved within the protein and the properties of the protein itself,

For the purpose of integration, each hydrophobicity scale is first normalized between

zero and one using the following relation.

8" () = (S,(1)—min(S,)) /(max(S,)—min(S,)) M

where is the normalized property values of scale S of index «, i stands for the amino
acid ,and min(S) and max(S) represent the minimum and maximum of the scale S

respectively.

Given a 20x34 vector, each amino acid i is represented as a vector in a 34
dimensional continuous space, where the components are the normalized property

values.

2.3.2.1 Scalar product:

The scalar product between two vectors and , where i and j refer to different amino

acids is given by
Q, =8'()eS'())
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34
i 1 + 1 .
0y =284 (), ()
e 3
The positive symmetric 20x20 matrix consists of the scalar products of the property

vectors and , where i=1..20 and j=1..20.

2.3.2.2 Eigenvalues and Eigenvectors:
The Eigenvectors E and eigenvalues ) of the matrix are calculated using Principle

Component Analysis (PCA)[10].
T

As is of order 20, we obtain 20 eigenvectors and eigenvalues A and the smallest
eigenvalue A 20 is equal to 0 due to normalization of the properties. Thus if p
represents the index of eigenvalue and eigenvector, then the elements of the matrix
can be equated to eigenvalues and eigenvectors as:

20

i o
0,= 34,5 &,
=1 (5)
The first two significant eigenvalues are selected for the representation of amino

acids, thus can be written as:

2
=25 nyt JU
Q!'i - Elﬂb,. =y
= ©)

Each amino acid can be represented as a vector in the two dimensional space with
each dimension orthogonal (perpendicular) to each other. The coordinates of the ith
amino acid can be written as:

)
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The resultant vectors of equation (7) are believed to be the combined representation
of all 34 scales, with one vector best representing hydrophobicity and the other

hydrophilicity respectively.

2.3.2.3 Feature extraction
Once the two eigenvectors , where p= {1, 2} are extracted, our next immediate
objective of merging the expression levels of both the eigenvectors for a given

protein sequence.

To solve the issues related with the length cardinality of protein sequences we opted

to use Magnitude(Mean) Squared Coherence (MSC) function [11].
Let Pi, be a protein sequence of arbitrary length, where i be the index of amino acids
in the sequence P .Given eigenvectors £, can be represented as two random process

such that x(Pi) and y(Pi) are the representations of Pi when u=1 and 2 respectively.

Now, for x(Pi) and y(Pi)

0N =] =] =]
X(Pi)= [Carx1"™ 5 ChupX2"™ y mmmmmmmeme, C g 20 X%20" ]

Y(P)= [Cya1.x1 ‘"=2, Caa2X; £ { il sl CAAzo-xzoﬂzz /

where, Caa is the composition of particular amino acid in protein Pi.

X1, x2, x3, ------, x20 are the components of eigen vector.

2.3.2.4 Cross-Correlation Function:

The discrete cross=correlation  at tag - for discrete signals  x,, and .
ny(i)=2 XnYn—j
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2.3.2.5 Auto-Correlation Function:

The discrete autocorrelation [t at lag J for a discrete signal ' is

2.3.2.6 Discrete-Fourier Transform:
N—-1

Xk e Z T, - 6—;'271'1—.'\"‘,-:1_
n=0
We have used N=64 and k=0, 1,2,3.......cccevvvnenn... 64.

2.3.2.7 Mean Squared Coherence:

Coherence is the property of vectors that quantifies the degree of interference. By
interference we imply that if at least two random events are combined and depending
on the relative phase between them, they can add constructively or subtract

destructively.

eET

The coherence function is the normalized cross spectral density,

() a e i)
T (00, (0)

(8)

where @y, () is the cross spectral density at frequency @ between two zero-mean
eigenvector (E) representations of Pi, x(Pi) and y(Pi) , with auto spectra @ (®)
and Oy (®).

In particular, the magnitude-squared coherence (MSC) is represented as follows.

|hry ()|

2 —
e @) = )
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For computing coherence we used the Fast Fourier Transformation (FFT) along with

equation (9) to generate the Spectral coherence for a given protein Pi , using
Eigenvector £” where u=1 and 2 respectively.

The feature extraction was done using matlab

2.4 Matlab

MATLABJ[12] (matrix laboratory)  is  a numerical - computing environment
and fourth-generation programming language. Developed by Math Works,
MATLAB  allows matrix ~ manipulations, plotting  of functions and data,
implementation of algorithms, creation of user interfaces, and interfacing with
programs written in other languages, including C, C++, Java, and Fortran. Although
MATLAB is intended primarily for numerical computing, an optional toolbox uses
the MuPAD symbolic engine, allowing access to symbolic computing capabilities.
An additional package, Simulink, adds graphical multi-domain simulation

and Model-Based Design for dynamic and embedded systems.

2.5 Development of classification model using weighted random forests in
statistica: i

A Random Forest consists of a collection or ensemble of simple tree predictors, each
capable of producing a response when presented with a set of 64 predictor values.
For classification problems, this response takes the form of a class membership,
which associates, or classifies, a set of independent predictor values with one of the
categories present in the dependent variable. Alternatively, for regression problems,
the tree response is an estimate of the dependent variable given the predictors. The
Random Forest algorithm was developed by Breiman. A Random Forest consists of
an arbitrary number of simple trees, which are used to determine the final outcome.
For classification problems, the ensemble of simple trees vote for the most popular
class. In the regression problem, their responses are averaged to obtain an estimate of
the dependent variable. Using tree ensembles can lead to significant improvement in
prediction accuracy (i.e., better ability to predict new data cases). The response of

each tree depends on a set of predictor values chosen independently (with
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replacement) and with the same distribution for all trees in the forest, which is a
subset of the predictor values of the original data set, The optimal size of the subset
of predictor variables is given by loga M+1, where M is the number of inputs.
For classification problems, given a set of simple trees and a set of random predictor
variables, the Random Forest method defines a margin function that measures the
extent to which the average number of votes for the correct class exceeds the average
vote for any other class present in the dependent variable.
This measure provides us not only with a convenient way of making predictions, but
also with a way of associating a confidence measure with those predictions. For
regression problems, Random Forests are formed by growing simple trees, each
capable of producing a numerical response value. Here, too, the predictor set is
randomly selected from the same distribution and for all trees.
Given the above, the mean-square error for a Random Forest is given by:

mean error = (observed - tree response):
The predictions of the Random Forest are taken to be the ziverage of the predictions
of the trees:
Where, the index £ runs over the individual trees in the forest,

Typically, Random Forests can flexibly incorporate missing data in the predictor

-variables. When missing data are encountered for a particular observation (case)

during model building, the prediction made for that case is based on the last
preceding (non-terminal) node in the respective tree. So, for example, if at a
particular point in the sequence of trees a predictor variable is selected at the root (or
other non-terminal) node for which some cases have no valid data, then the
prediction for those cases is simply based on the overall mean at the root (or other

non-terminal) node.

2.6 Web Interface Development
The front end of EnClass was developed using HTML/CSS scripts.

2,6.1. HTML / CSS
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HTML, which stands for Hyper Text Markup Language, is the predominant markup
language for web pages. HTML is the basic building-blocks of web pages. Web
browsers can also refer to Cascading Style Sheets (CSS) to define the appearance
and layout of text and other material. CSS is designed primarily to enable the
separation of document content (written in HTML or a similar markup language)

from document presentation, including elements such as the layout, colors and fonts,

[6]

2.7. Validation Method

2.7.1. Accuracy Calculation

For multiple linear regression model- The accuracy of the model was calculated by
comparing the predicted value from the model developed and the actual values, i.c. a
flag was used where 0 was used to depict the non-enzymes and 1 depicts enzymes
from EnClass, and the true positives ,true negatives ,false positives and false
negatives were calculated using a perl script [Appendix A2] based on the following

criteria from the table given below:

Actual

Enzyme (1) Non -Enzyme(0)
Predicted
Enzyme(1) True positive False negative
Non-Enzyme(0) False positive True negative

Where, for regression model
True positive indicates that predicted value >0.45
False negative indicates that predicted value >0.45

False positive indicates that predicted value <0.45
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True negative indicates that predicted value <0.45

True positives + True negatives
True positives + True negetives + False negetives + False positives

Accuracy =

! For weighted random forests model- The accuracy was calculated by comparing the predicted
' value from the model developed and the actual values, if the two values are equal it counts true

positive and if the values are unequal it counts false negative.this was done using a perl script
1 [Appendix A5] .
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CHAPTER -3
METHODOLOGY

3.1. Protocol for multiple linear regression model

We had 2,02,000 enzyme sequences and 60,000 non enzyme sequences as our input
data.[7] This data is split into training set and test set. The training set consists of the
data on the basis of which the model will be trained. The test set consists of the data
which would be used to check the robustness of the newly developed model and to
check if it is giving high accuracy results. The data in the training and the test set is

partitioned in a 70: 30 ratio.

To divide the data into test and training data, firstly we clubbed the 2,02,000
enzymes and 60,000 non-enzymes so that there will be no biasedness. After the data
was partitioned, we applied our algorithm, Multiple Linear Regression, which would
be used for building up of the model. Multiple Linear Regression, algorithm only
takes into account the most efficient set of attributes which are bound to give the best

accuracy.

STEP 1: Training:
The data that has been partitioned into training set(70%) is taken and Multiple Linear
Regression was applied onto it. The algorithm took various parameters into account

and generated a model.

STEP 2: Testing:

The model developed is given the 30% of the test data set, which was not used for
training, to check for its robustness. We have given a flag value of 0 to the data that
are non-enzymes and 1 to the data that are enzymes. The model predicts the values
of this flag as a dependent variable. The actual flag values were compared with

predicted flag values and in this way the robustness of the model generated is tested.

STEP 3: Validation:
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The model has been developed, trained and tested. It is now that we need to know if
the model can correctly classify any novel user entered sequence into its appropriate
class. Validation is a method of measuring the performance of a previously
developed quantitative method. It is an objective way of verifying that the
development stage has been successful and the method is performing to its
expectations.

The validation techniques we used to predict the robustness of our model were:

v" Squared correlation coefficient R

v" Accuracy prediction

Accuracy:

Accuracy is the proportion of true negatives and true positives that are correctly
identified by the model. [Appendix A2]

After the multiple linear regression model was developed and validated, to improve
the accuracy and to solve the two major problems related with the protein data , we

applied mean spectral coherence and random weighted forests.

3.2 Protocol for development of model using mean squared coherence and

weighted random forests

1. The scalar product was calculated using a perl script [Appendix Ad] . The
program takes the hydrophobicity scales [Appendix B1] values as input and
returns the dot poduct matrix table [4ppendix B2] as output. This dot product
matrix values are used for calculation of eigenvectors and eigenvalues.

2. The eigenvectors and eigenvalues are calculated using a matlab program .

3. For each protein Pi, we have two vectors associated with it x(Pi) and y(Pi) or
we can say that we have represented each protein into two vectors or

directions.

4. These vectors were calculated using a perl script [Appendix A4] which takes
into input the protein sequence and the perl script itself calculates the

frequency of each amino acid in the sequence and the length of sequence and
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gives the amino acid vectors , say x vector and y vextor for x(Pi) and y(Pi)
where Pi is the protein sequence, as output. These vectors are used for
calculation of MSC values for each protein sequence.

5. We get 39 values for both cross-correlation and auto-correlation using the
matlab program [Appendix C1] .

6. The MSC was calculated using matlab program [Appendix C1] which takes

the amino acid vectors i.e the x vector and y vector as input and returns 64
MSC values for a protein as an output.

7. When all these 64 values for all the proteins present in our database were
calculated , we used those 64 values to develop a model using weighted
random forests which will help in classification of a given sequence into its

respective class and subclass.

4
A
|

¢: 8. The MSC values file for every class was imported to Statistica one by one

and weighted random forest data mining technique was applied onto it.

The conditions applied for the classification are given in the snapshot from statistica

i 9. Using the above conditions the trees were built and the accuracy was
=
— = calculated. To improve the accuracy more trees were built and the results
=E
oF

were tabulated. [Appendix AS5)
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10. Visual basic code was generated for the developed models and these code can

be used for classification purposes.[ Appendix D]
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RESULTS AND CONCLUSION

Work Plan

Tazsk Name

: ot Nov Dec Jan Feb Mar Apr May
Literature review
Tools and Techniques review
Data import and calaulations. 3 W
Model development and Validation 4 0
Properties caloulations of novel sequences 5 o
Sequence Enzyme Prediction 6 <o
Speciral Coherence leaming 7 iy L
Applicalion of S.C. method for enzyme classification 8 e
Integration of the Final classification methed to Webserver. ; g
Using MLR the data has been divided into training and test data and the model was o
generated using the training data set. The model was tested on the test data set where {;‘1
- the accuracy came out to be 72% with the threshold value as 0.45 (if model 2

predicts the value > 0.45, then the protein sequence is an enzyme and value <0.45
signifies entered protein sequence is a non-enzyme.) [Appendix Al]

The coefficient of determination came out to be 0.82 which is significant.

Using Weighted Random Forests the classification model was developed and for

classes 6 and 4 the accuracy was achieved as follows:
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Table 7. Accuracy of class 6.

2 sk bitean e bitelel aiakingi bkl sl

subclass correct predictions wrong predictions accuracy

6.2 423 1297 0.24 1720
6.3 6990 2477 0.74 9467
6.4 2893 1204 0.7 4097
6.5 2341 1349 0.63 3690
6.6 1038 1015 05 2053

Table 8. Accuracy of class 4.

class subclass

Correct predictions

Wrong predictions

accuracy

total

4 41 2979 3666 0.45 6645
4.2 7286 1674 0.83 8960
43 211 891 0.19 1102
4.4 10 434 0.022 444
4.5 31 22 0.58 53
4.6 169 320 0.345 489
4.99 42 383 0.098 424

The accuracy can further be improved by generating more number of trees for each

class.

Conclusion

As previously reported, the classes of enzymes are known to be correlated
considerably with amino acid composition. Thus it is a challenge to find descriptors
that are independent of the amino acid composition and yet capable of differentiating
between the subfamilies of enzymes.

To this end, our ullimate goal was to introduce a unique method of extracting
sequential order information based on the hydrophobic behavior of proteins using the
statistical technique of Spectral Coherence. We have shown that this approach of
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feature extraction based on correlation between frequency amplitudes of two
orthogonal profiles of the same sequence could identify unique patterns of
amphiphilic residues. We validated our hypothesis; by training and testing our

feature vector with a benchmark dataset to obtain comparable degrees of accuracies.
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APPENDIX A
PERL SCRIPTS

Al.) To calculate the physico-chemical properties of the novel protein

sequences and hence predicting whether the given sequence is an enzyme

or non-enzyme.

#1/usr/bin/perl

print "\n**enter ur fyl name::";

$f=<stdin>;
open (MYFILE, "$f");

while (<MYFILE>)

chomp § ;
lastif ($_eq");

$seq=$_;

close (MYFILE);
@nwseq=split //,$seq;
print "@nwseq";
$len=@nwseq;

print $len;
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print "\n";
$Molar_Aliphatic= 0;
$Molar_Aromatic=0;

$Molar Acidic=0;
$hydrophobicity =0;
$count_of A =0.405767851;
$count_of C =0.602701239;
$count_of D = 0.260904801;
$count_of E =0.314868239;
$count_of F =0.643956039;
$count_of G =0.319570698;
$count_of H =0.365550068;
$count_of 1=0.729315631;
$count_of K =0.322638396;
$count_of L =0.641919103;
$count_of M =0.569061629;
$count_of N =10.275187319;
$couﬁt_(;f_15 n 0.405406469;

$count_of Q=0.257203131;
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$count_of R =0.33985266;
$count_of S =0.275544549;
$count_of T =0.326643491;
$count_of V =0.633610582;
$count_of W =10.586783692;
$count_of Y = 0.573512903;

foreach $base (@nwseq)

if ($base eq 'A") || ($base eq 'I' ) ||($base eq 'L' ) || ($base eq'V"h)

S

++$Aliphatic;

S wars

if ($base eq 'F' ) || ($base eq 'H' ) |[($base eq 'W' ) || ($base eq 'Y"))

{

++$Aromatic;

if ($base eq 'A") || ($base eq 'C' ) ||($base eq FII ($base eq 'G")|| ($base
eq-Tl—($base-eq'L'){($base-eq"M" ) || ($base eq 'P)|| ($base eq 'V"
)I($base eq'W")||($base eq'Y"))
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++$Non_Polar;

if ($base eq'D') [| ($base eq 'E' ) |($base eq 'H' ) || ($base eq 'K ($base
eq R' )| ($base eq 'N') [|($base eq 'Q" ))

{

++$Charged;

if(($base eq 'D') || ($base eq 'N') [|($base eq 'E') | ($base eq 'Q"))

{
++$Acidic;
4
} |
if ($base eq 'A') "lf,
{
$hydrophobicity=$hydrophobicity+$count_of_‘A;
}

elsif ( $base eq 'C')

$hydrophobicity=$hydrophobicity+$count_of C;

elsif ( $base eq 'D')
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$hydr0ph0bicity=$hydroph0bicity+$c0unthof_D;

elsif ( $base eq 'E')

$hydr0phobicity=$hydrophobicity+$count_of__E;

elsif ( $base eq 'F')

$hydrophobicity=$hydrophobicity+$count of F;

elsif ( $base eq 'G')

$hydr0phobicity=$hydrophobicity+$count_of_G;

elsif ( $base eq 'H')

$hydrophobicity=$hydrophobicity+$count_of H;
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elsif ( $base eq 'I')
$hydrophobicity=$hydrophobicity+$count_of_l;
elsif ( $base eq 'K')
$hydrophobicity=$hydrophobicity+$count__of_l(;
elsif ( $base eq 'L')
$hydrophobicity=$hyclr0phobicity+$count__of_L; ?l
elsif ( $base eq 'M')
$hydrophobicity=$hydr0ph0bicity+$count_of__M;
elsif ( $base eq 'N')

$hydroph0bicity=$hydrophobicity+$count_of_N;
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elsif ( $base eq 'P')

$hydrophobicity=$hydrophobicity+$count_of P;

elsif ( $base eq'Q")

$hydrophobicity=$hydrophobicity+$count_of Q;

elsif ( $base eq'R')

$hydr0phobicity=$hydr0phobicity+$count_of_HR;

elsif ( $base eq 'S')

$hydrophobicity=$hydrophobicity+$count_of S;

elsif ( $base eq 'T")




$hydrophobicity=$hydrophobicity+$count_of T;

elsif ( $base eq 'V")

$hydrophobicity=$hydrophobicity+$count_of V;

elsif ( $base eq'W'")

$hydrophobicity=$hydrophobicity+$count_of W;

else{

if ($base eq'Y")

$hydrophobicity=$hydrophobicity+$count_of Y;

}

$Molar_Aliphatic= (($Aliphatic/$len)*100);

$Molar_Aromatic=(($Aromatic/$len)*100);
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$Molar_Acidic=(($Acidic/$len)*100);

print "aliphatic = $Molar_Aliphatic\n";
print "aromatic=$§Molar_Aromatic \n";
print "acidic =$Molar_Acidic\n";

print "hydrophobicity =$hydrophobicity\n";

$flag=(2.83+(0.00866* $Molar_Acidic)(10.7*$hydrophobicity)+(0.0384*$Molar
_Aromatic) + (0.0578* $Molar_Aliphatic));

print "\n the predicted value is $flag\n";

if($flag>0.45)
{
print " \n the given sequence is an enzyme\n"; \‘ll
) /
else |
{
print "\n the given sequence is a non enzyme\n";
}
<stdin>;

A2.)) To calculate the accuracy of the model .

#1/usr/bin/perl
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print "enter ur file name::";

$file=<stdin>;
$g="data.txt";
open (OUTFYL, ">>$g");

my @data;

$accuracy=0;
open( FILE, $file ) or print "Can't open file '$file'; $!";
while( <FILE>)
{
chomp;
my @row = split;
push @data, \@row;
}
close( FILE );
$counttn=0;
$countfp=0;
$counttp=0;
$countfn=0;

for($i=0; $i<10000; $i++)
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print OUTFYL "$data[$i][7] and $data[$i][8]\n\n";

if(($data[$i][7]==1 && $data[$i][8]>0.50) )

{
$counttp++;
print OUTFYL " ::tp \n";
H
else{}

if(($data[$i][7]=='0' && $data[$i][8]>0.50))

{

$countfn++;

print OUTFYL " ::fn \n";

else{}

if(($data[$i][7]==1 && $data[$i][8]<=0.50))

{

$countfp++;

print OUTFYL " ::fp \n";
}
else{}

if(($data[$i][7]=='0' && $data[$i][8]<=0.50))
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$counttnt++;

print OUTFYL " ::tn \n";

else{}
}
print OUTFYL "false positives equals to $countfp\n\n";
print OUTFYL "true positives equals to $counttp\n\ﬁ";
print OUTFYL "false negatives equals to $countfn\n\n";
print OUTFYL "true negatives equals to $counttn\n\n";
$accuracy= (($counttp+$counttn)/($countfn+$counttp+$counttnt+Feounttp));

print OUTFYL " \n\n the accuracy of the model is: $accuracy";<stdin>;

A3) Program to calculate the dot(scalar) product of normalized hydrophobicity

scales between two different amino acids.
#!/usr/bin/perl

print "enter ur file name::";
$file=<stdin>;
$g="data.txt",

open (OUTFYL, ">>$g");

my @data;




$j=0;
$k=0;
$r=0;
$nwmat=0;
open( FILE, $file ) or print "#ith###Hi###@HCan't open file '$file": $!";
while( <FILE>) {
chomp;
my @row = split;
push @data, \@row;
}
close( FILE );
for($i=0;$i<20;$i++)
{
for($j=0;$j<20;$j++)
{
for($k=0;$k<34;$k++)
{
$new[$r]=$data[ $k][$i]*$data[$k][$]];
print "\n dot is _e_q_ual.to:: $new[$r]";
$nwmat=$nwmat-+$new[$r];

$r++ 2
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}

$nwmatl=$nwmat;
$nwmat=0;

print "\n\ngettin it:: $nwmat1";
$r=0;

$aa[$i][$j]=$nwmatl;

}

}

print "\n";
for($p=0;$p<34;$p++)

{

for($u=0;$u<20;$u++)

{

print OUTFYL "$aa[$p][$u] ";
)

print OUTFYL "\n";

y<stdin>;

A4) A program to calculate the amino acid vectors that represent a protein into

two directions .

print "enter the name result file::";
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$g=<stdin>;

open (QUTEYL, ">>$output_aminoacid_vector");
print "enter ur file name::";

$file=<stdin>;

$count_of A=0,

$count_of C=0;

$count_of D=0;

$count_of E=0;

$count_of F=0;

$count_of G=0;

$count_of H=0;
$count_of [=0;

$count_of K=0;
$count_of 1=0;
$count_of M=0;

$count_of N=0;

$count_of P=0;
$count_of Q=0;
$count_of R=0;
$count_of _S=0;

$count_of T=0;




$count_of V=0;

$count_of W=0;

$count_of Y=0;

$length=0;

open( FILE, $file ) or print "##HHHHHHHHH@#Can't open file '$file": $!";
while( <FILE> ) {

chomp;

my @row = split;

push @data, \@row;

}

close( FILE );

#print OUTFYL "\n";

for($i=0; $i<3101; $i++)

{

$r=%i+1;

print "\n\nS.no ($r.) \n";
$length=$data[$i][1];

print "\nlength = $length\n";
$count_of A=S$data[$i][2];

print "Adenine = $count_of A\n";

$count_of C=$data[$i][3];
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print "Cysteine = $count_of C\n";
$count_of D=$data[$i][4];

print "Aspartic acid = $count_of D\n";
$count_of E=$data[$i][5];

print "Glutamic acid = $count_of E\n";
$count_of F=$data[$i][6];

print "Phenyl Alanine= $count_of F\n";
$count_of G=S$data[$i][7];

print "Glycine = $count_of G\n";
$count_of H=$data[$i][8];

print "Histidine = $count_of H\n";
$count_of I=$data[$i][9];

print "Isoleucine = $count_of I\n",
$count_of K=$data[$i][10];

print "Lysine = $count_of K\n",
$count_of L=$data[$i][11];

print "Leucine = $count_of L\n";
$count_of M=$data[$i][12];

print "Methionine = $count_of M\n";
$count_of N=S$data[$i][13];

print "Aspargine = $count_of N\n";

T




$count_of P=$data[$i][14];

_.: print "Proline = $count_of P\n";

! $count_of Q=$data[$i][15];

print "Glutamine = $count_of Q\n";
$count_of R=$data[$i][16];

print "Arginine = $count_of R\n";
$count_of S=$data[$i][17];

print "Serine = $count_of S\n";
$count_of T=$data[$i][18];

print "Threonine = $count_of T\n";
$count_of V=8$data[$i][19];

print "Valine = $count_of V\n";
$count_of W=S$data[$i][20];

print "Tryptophan = $count_of W\n";
$count_of Y=$data[$i][21];

print "Tyrosine = $count_of Y\n";
$xv[0]=($count_of A*-0.2108)/$length;
$xv[1]=($count_of L*-0.1464)/$length;

$xv[2]=($count_of R*0.1220)/$length;

$xv[3]=($count_of K*-0.1836)/$length;

$xv[4]=($count_of N*0.0831)/$length;
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$xv[5]=(-0.1665*$count_of M)/$length;
$xv[6]=($count_of D*0.1249)/$length;
$xv[7]=($count_of F*0.3028)/$length;
$xv[8]=($count_of C*0.3215)/$length;
$xv[9]=($count_of P*0.2561)/$length;
$xv[10]=($count_of Q*0.2683)/$length;
$xv[11]=($count_of S*0.0148)/$length;

$xv[12]=($count_of E*0.1675)/$length;

$xv[13]=($count_of T*-0.4140)/$length;

$xv[14]=($count_of G*-0.1323)/$length

3

$xv[15]=($count_of W*0.3258)/$length;

$xv[16]=($count_of H*-0.0513)/$length
$xv[17]=($count_of Y*-0.0895)/$length
$xv[18]=($count_of I*-0.2054)/$length;

$xv[19]=($count_of V*0.3559)/$length;

$yv[0]=($count_of A*0.0947)/$length;
$yv[1]=($count_of L*-0.1855)/$length;
$yv[2]=($count_of R*-0.5651)/$length;
$yv[3]=($count_of K*0.0315)/$length;

$yv[4]=($count_of N*-0.0518)/blengih;

) |

H
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$yv[5]=(0.0919*$count_of M)/$length;
$yv[6]=($count_of D*-0.3056)/$length;
$yv[7]=($count_of F*0.0415)/$length;
$yv[8]=(Scount_of C*-0.0518)/$length;
$yv[9]=($count_of P*0.2485)/$length;
$yv[10]=($count_of Q*-0.1628)/ $length;
$yv[11]=($count_of S*0.4513)/8length ;
$yv[12]=($count_of E* -0.1637)/$length;
$yv[13]=($count_of T*0.0403)/$length;
$yv[14]=($count_of G*-0.2159)/$length ;
$yv[15]=($count_of W*0.0012)/$length;
$yv[16]=($count_of H*0.1197)/§length;
$yv[17]=($count_of Y*0.1718)/$length;
$yv[18]=($count_of I1*-0.1360)/$length;
$yv[19]=($count_of V*0.3132)/$length;
print OUTFYL "\n";

print OUTFYL "x(vector)::";

for($£=0; $£<20; $f++)

{

print OUTFYL " $xv[$f] ";




print OUTFYL "\ny(vector)::";

for($q=0; $q<20; $q++)

{

print OUTFYL " $yv[$q] ";
}
}<stdin>;

A5) Program to calculate the accuracy of the weighted random forests model.

print "enter no. of subclasses";
$subb=<stdin>;

sub classes()

| {

$file=0;

print "\nenter ur input file name::";

$file=<stdin>;

$count=0;
$g=0;
print "\nenter ur output file name::";
$g=<stdin>;
}
for ($loop=0;$loop<3subb; $loop++)

} (
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classes;

open (OUTFYL, ">>5g");
my @data;

$j=0;

$k=0;

$accuracy=0;

open( FILE, $file ) or print I @#Can't open file 'Srile’s $1%

while( <FILE>) { .

chomp;
my @row = split; 1
push @data, \@row;

} ' | \
close( FILE ); ‘
$counttn=0; ‘

$countfp=0;

$counttp=0;

$countfn=0;

print "\nenter no. of rows";
$end=<stdin>;

for($i=0; $i<$end; $itT)

{




$count++;
print OUTFYL "$count:izii: $data[$i)[0] and $data[$i][1]\n\n";
if(($data[$i][O]==$data[$i][1]) )

{

$counttptt;

print OUTFYL "otp\n;

}

else{}

if(($data[$i][0]!=$data[$i][l]))
{
$countfpt+;

print OUTFYL " ::fp \n";

}
print OUTFYL "false positives equals to $countfp\n\n';

print OUTFYL "true positives equals to $counttp\n\n";

$accuracy= (($counttp+$counttn)/($countfn+$counttp+$counttn+$countfp));

print OUTFYL " \n\n accuracy is equals to $accuracy";

}

<stdin>
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APPENDIX B
TABLES

[1] NORMALISED HYDROPHOBICITY SCALE VALUES

A aeen L= R e K N 5Asi M rid D St Pk G i Pl QU= BSEC EDE T ER@ e W e G N [y
ARGP820161 023 056 023 043 002 045 017 076 040 074 000 002 018 002 003 1.00 023 071 0.84 050
CIDHY20101 036 093 043 039 044 055 000 100 OJ7 047 048 048 024 027 047 096 086 1.00 076 092
CIDH920102 035 072 034 034 047 072 017 080 058 037 026 011 000 020 012 100 049 080 076 0.67
CIDHY20103 046 071 020 019 000 072 003 066 056 034 004 018 011 000 011 074 040 067 100 072
CIDH920104 042 0686 015 048 0090 0.5 005 076 075 030 000 041 000 018 019 083 029 057 1.00 074
CIDH920105 039 077 024 025 013 073 002 084 065 086 001 005 000 013 D12 D97 047 076 1.00 077
EISD840101 081 092 000 027 045 081 042 095 072 068 042 080 046 063 077 086 055 071 1.00 092
GOLD730101 025 080 025 050 022 043 000 083 033 087 020 000 000 0I5 0.00 100 000 095 098 057
JONDT50101 023 058 023 044 002 0.4 018 076 040 073 000 002 018 002 003 1.00 023 071 084 080
MANPZSOIOL 044 083 018 040 012 073 Q00 085 078 011 019 008 021 017 033 063 027 053 099 1.00
PONPE00101 035 077 046 000 005 08 004 062 097 009 041 011 009 020 028 050 048 058 093 1.00
PONP800102 036 070 021 000 009 079 009 063 100 048 018 023 013 026 031 052 041 054 082 089
PONPSO0OI03 041 069 027 000 012 085 014 073 1.00 027 027 0239 0.15 035 035 059 036 054 077 088
PONP300104 061 060 007 022 020 08 000 071 080 012 007 005 035 046 1.00 025 014 038 083 043
PONP00O10S 060 1.00 031 032 000 084 042 051 087 049 005 023 033 058 051 045 076 D63 049 0.96
PONPS00106 045 062 022 000 018 100 005 066 083 014 035 025 035 012 020 029 042 031 060 078
PRAMSO0OLOL 018 006 100 078 053 002 081 000 011 024 049 019 074 016 017 011 042 027 004 007
SWERS30101 028 078 022 020 042 072 000 100 046 025 012 024 003 032 020 056 021 082 079 069
[ ZIMIGS0101 027 082 027 062 003 046 021 09 048 088 000 005 021 018 003 010 036 097 100 058
L PONPO3010] 047 073 032 000 016 080 002 067 076 001 018 015 009 026 027 068 033 059 100 0.86

WILM950101 033 082 020 009 035 035 029 100 039 042 036 023 030 041 036 064 000 059 081 0.54
WILM950102 047 079 036 003 015 000 002 100 031 024 012 014 022 040 016 074 019 037 051 044
WILM950103 013 0583 000 007 033 060 032 015 1.00 051 026 039 035 044 011 047 063 045 050 0.30
WILMO30I04 008 040 045 044 057 035 025 054 078 028 031 043 042 031 019 064 000 004 100 049
JURDRE0101 065 093 000 010 017 073 016 082 079 033 016 048 020 046 046 048 020 040 100 097
WOLR790101 088 089 000 047 046 083 045 086 084 082 047 067 043 067 1.00 063 043 062 099 098
KIDAS&30101 038 014 100 095 069 024 069 004 015 024 078 053 080 0.64 041 000 054 029 023 0.34
COWRSOOIO!L 086 1.00 048 006 031 08 043 0988 076 077 032 040 047 049 056 051 000 068 1.00 089
BLAS910101 062 094 000 028 024 074 003 100 068 071 025 025 004 045 050 083 017 088 094 083
CASG920101 051 0680 028 000 031 060 008 074 100 017 014 026 009 034 043 091 057 060 088 066
ENGDR60101 013 008 100 078 053 002 031 000 011 024 049 012 074 016 017 011 042 028 004 007
{ FASG890101 059 014 082 100 071 0.24 075 014 000 068 076 078 084 069 061 027 048 051 012 026

HOPTSI0101 045 025 100 100 056 023 1,00 014 038 053 056 053 100 047 053 000 045 017 025 030
KUHLY50101 028 0038 100 057 066 0.7 079 000 007 020 065 042 088 052 019 021 047 048 000 004
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APPENDIX C
MATLAB PROGRAM

C1) Program to calculate the mean squared coherence for n number of

proteins.
clear all
cle
load matlab.mat;
N = 64, % number of samples
for i = 0:size(x,1)/2-1
i
a=x(2*i+1,:);
b =x(2*i+2,3);
phi_xy = xcorr(a,b);
phi_x = xcorr(a);
phi_y = xcorr(b);
si(i+1,:) = abs (square(abs(fft(phi_xy,N)))./(fft(phiﬁx,N).*fft(phi _y,N));

max_sai(i+1)=max(si(it+1,:));

i end
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APPENDIX D

VISUAL BASIC CODE

D1) Visual basic code for the model developed for class 4
Option Base 1

Sub Main

Dim newanalysis As Analysis

Set newanalysis = Analysis (scRandomForest, ActiveDataSet)
Dim 0AD1 As STARandomForcst.RandomForestStartup

Set oADI = newanalysis.Dialog

oAD1.TreeAnalysis = 0

newanalysis.Run

Dim 0AD2 As STARandomForest.RandomForestSpeciﬁcation
Set 0AD2 = newanalysis.Dialog

oAD2.Variables ="65 | | 1-64"

oAD2.ResponseCodes = "1-6 99"
0AD2.EqualMisclassiﬁcationCost = True
oAD2.UseEstimatedPriors = True
0AD2.NumberOfPredictorsInEachNode =17

0AD2.Number0fAdditiveTrees =100




0AD?2.SubsampleProportion = 0.5
oAD2.AutomaticTestDataProportion = 0.3
0oAD2.MinimumNToStop = 500
0AD2.MinimumChildNodeSizeToStop = 5
0AD2.MaximumNumberOfNodes = 100
oAD2.EnableAdvanceStoppingCondition = True
oAD2.SeedForRandomNumberGenerator = 1
0AD2.PercentageDecrease = 5
oAD2.NumberOfCyclesForAverage = 10
0AD2.CrossValidation = "off"
oAD2.MaximumNumberOfLevelsInTree = 10
newanalysis.CaseWeightSource = scCWSourceSpreadsheet
With newanalysis.Case Weight

.Enabled = True

.Variable = 66

End With

0AD2 NumberOfAdditiveTrees = 1500
0AD2.SubsampleProportion = 0.3
oAD2.AutomaticTestDataProportion = 0.1

oAD2 MinimumChildNodeSizeToStop =7

oAD2.MaximumNumberOfNodes = 80




newanalysis.Run

Dim 0AD3 As STARandomForest.RandomForestResults

Set 0AD3 = newanalysis.Dialog

0AD3.ResponseCategory = 7

0AD3.StartTreeNumber = 1

0AD3.EndTreeNumber = |

0AD3.NumberOfTreesForModel = 560
0AD3.NumberOfMoreTreesToCreate = 100
0AD3.AnalysisDataSet = True

oAD3.LiftChartLiftValue = True

0AD3.ResponseCategory = 7

0AD3.CumulativeLiftchart = True
newanalysis.RouteOutput(oAD3.Predicted Values). Visible = True
0AD3.NumberOfTreesForModel = 1560

0AD3 .NumberOfMoreTreesToCreate = 1000
newanalysis.RouteOutput(oAD3.CreateMoreTrees). Visible = True
newanalysis.RouteOutput(oAD3.Predicted Values). Visible = True

End Sub

D2) Visual basic code for the model developed for class 6

Sub Main
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Dim newanalysis As Analysis

Set newanalysis = Analysis (scRandomForest, ActiveDataSet)
Dim 0AD1 As STARandomForest.RandomForestStartup

Set 0AD1 = newanalysis.Dialog

0AD1.TreeAnalysis = 0

newanalysis.Run

Dim 0AD2 As STARandomForest.RandomForestSpecification
Set 0AD2 = newanalysis.Dialog

0AD2.Variables ="65| | 1-64"

0AD2.ResponseCodes = "1-6"
0AD2.EqualMisclassificationCost = True
0AD2.UseEstimatedPriors = True
0AD2.NumberOfPredictorsInEachNode = 7
0AD2.NumberOfAdditiveTrees = 500
0AD2.SubsampleProportion = 0.5
0AD2.AutomaticTestDataProportion = 0.2
0AD2.MinimumNToStop = 975
0AD2.MinimumChildNodeSizeToStop = 7
0AD2.MaximumNumberOfNodes = 70
0AD2.EnableAdvanceStoppingCondition = True

0AD2.SeedForRandomNumberGenerator = 1
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oAD2.PercentageDecrease = 5

0AD2 NumberOfCyclesForAverage = 10

oAD?2.CrossValidation = "off"

oADZ.MaximumNumberOfLeveIsInTree =15

newanalysis.CaseWeightSource = scCWSourceSpreadsheet
With newanalysis.Case Weight

Enabled = True

Variable = 66 . }
End With

newanalysis.Run

\ Dim 0AD3 As STARandomForest.RandomForestResults
Set 0AD3 = newanalysis.Dialog

oAD3.ResponseCategory = 6 l

oAD?3.StartTreeNumber = 1 \
oAD3.EndTreeNumber = 1 ‘
oAD3 NumberOfT reesForModel = 1190

oAD3.NumberOﬂVloreTreesToCreate = 1500
oAD3.AnalysisDataSet = True
0AD3.LiftChartLiftValue =True

oAD3.ResponseCategory = 6

-L_‘s:h.,

oAD3.CumulativeLiftChart =True




newanalysis.RouteOutput(oAD3.CreateMoreTrees). Visible = True
newanalysis.RouteOutput(oAD3.CodeGeneratorCLang).Visible = True
newanalysis.RouteOutput(oAD3.Predicted Values). Visible = True

End Sub
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