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Note: (a) All questions are compulsory. ey
(b) The candidate is allowed to malke Suitable numeric assumptions wkerev_e_mfg?g ired
-~ for solving problems : méf% {{}
AN

(c) Use of caleulator is allowed.

Question

a._Compare the stat, sn

design_complexity and _their efficiency ifn

= processing: —
b. Given the following dataset, determine the five- ﬁéﬁﬁy"a‘ﬁd draw

a boxplot to visually represent the distributiofy, %‘%//ﬁ
12, 14, 18, 19, 21,23, 24, 26,27, 28, 20,80, 30,33, 34, 36,37, 38,40, 41,
NG

%,
42,45, 47, 50, 55. F S
: ; % Gy B
. Describe any two techniques for d%g@ﬁ’n%%uﬂlers in a dataset.
AN
“Evaluate the usefulness of thie, Jif Z;Zﬁetric i association rule mining. How
cffective is it in me}gwgg ﬁt%ie strength and relevance of discovered

patterns between itemsefs? %’ .

. Apply the Apﬂogﬁ;%lgoﬁ%hﬁi on the following transaction dataset 0 find
the frequent }@tt@gﬁﬁ%%nd generate the association rules. Use a minimuim
support of 3° é’ﬁ%ﬁni’ﬁimum confidence of 60%.

P

— ——_——v‘_—____—_______———*—_‘—-*———_ﬁ___r,_._ BER———— —t ]
al network with an input Jayer of 3 neurons, one 4

a. Given a—féedforwaa neur
RelU activation, and an output layer

hidden layer with 4 neurons using
with 2 neurons using softmax activation, how many weights and biases are

there in total? ey
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b.

Given the following training dataset, which predicts whether a student
passes a course (Yes/No) based on their CGPA level (High, Medium, Low)
and whether they studied (Yes/No), apply the C4.5 algorithm to determine
the root node of the decision tree.

1 2 3
| e M
Studied | No | Yes No |Yes |[No Yes
Passed | No | Yes No=[EY esie| Y esn|Lycs
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Q4.

Apply the DBSCAN algorithm to the following dataset and label each data
point as Core, Border, or Noise.

A(S, 7)’ B(4, 6), C(S, 5), D(G, 4), E(7, 3), F(6’ 2)’ G(7, 2)’ H(S, 4) e ﬂ’lg&

parameters Epsilon (¢) = 2, Minimum Points (minPts) = 3, a ;
following distance matrix. : c N
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Using the distance ma% R 5‘ in the above question, perform
agglomerative hierarcl%g;éal;%%ﬁ*g;&té%ﬁng using the single linkage method.
Ilustrate each step of the' cﬁ’gﬁ%ﬁng process and represent the final result
using a dendrograrh, Also fd the optimal number of clusters,

Q5.

g}‘idgas s.analyze the quality of the clustering based on the value of the Dunn
Y Index obtained. ‘ :
Q‘H‘f‘ a binary classification task with 3 input features, a Bagging-based

ii. What is the minimum accuracy the ensemble might achieve in the

Justify your answers.

@%’wiﬁg two clusters of 2D points:

Cluster: (159), (2, 3), G, 3)

Clustéy %2%7) (7, 8), (8, 8)

ygoing fanhattan distance, compute the Dunn Index for these two clusters.

g )
Given the %

ensemble is configured with max features = 2 and n_estimators = 3. Each

base model has a 70% accuracy on the test sef, and predictions are made

via majority voting.

i. What is the maximum accuracy the ensemble can achieve under ideal
conditions?

worst-case scenario?
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