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Note: (a) All questions are compulsory,

(b) All the parts of a question should be attempled together and in seqyenge.
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graphical models. In what way does it offer a time-spacg={radeoff 3
compared to the variable elimination (VE) algorithm? e R
QI | (b) Given a set of factors ® over variables Xand a qggry?, describe the | CO-3
steps to compute Py (V) using the conditioning.;féﬂgg‘ itlitn. Include the 4
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role of reduced networks He, [u] in your explanation. %

(a) What is the theoretical relatior_gsf'i'-iﬁp.t_.‘l_;éty\}éen the number of

operations performed by conditionjn and by variable elimination? 3
Under what circumstances does cond ing become less efficient

esiah. network and are required to CO-3

compute P(J) by conditioning on-#variable G. Describe how you would
construct the induced graph forithe conditioning algorithm and discuss 4
how this graph influences'computational complexity.

Q2 | (b) Suppose you're given a.B

(a) Derive th(jllTTG‘ and’ space complexity for the gonditioning |- Tl
algorithm, and explain how the size of the largest clique in the induced 3

graph affeq‘;sfi;t‘: B b
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Q3 | (b) Discuss “how alternating between variable elimination and 3.4

conditioriing, “or using network decomposition, can improve the

e,;fﬁcien'by‘ of the conditioning algorithm. Provide an example scenario 4
«Wheye this strategy would be beneficial.

.| Bxplain the running intersection property in clique trees. Prove that a
|-eluster tree induced by Variable Elimination satisfies the running
4 intersection property. Why is this property important for exact | CO-4 7
inference in graphical models?

Given a set of factors and a corresponding Bayesian network, construct
a clique tree and demonstrate message passing using the sum-product
Q5 | algorithm to compute the marginal probability of a given variable. How | CO-4 1
does the choice of root affect the execution order?
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