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ABSTRACT 

 

Fossil fuels are composed of hydrocarbons with varying composition and structures, which 

depend on the fuel type and source. This study investigates indigenous bacterial strains that can 

degrade petroleum-based hydrocarbons, specifically targeting diesel contamination in soil from 

the Himalayan region near JUIT, Solan. Hydrocarbon contamination is primarily caused by the 

anthropogenic activities such as oil spills, leakage from vehicles and machinery and industrial 

effluents etc., which poses significant ecological hazards. Soil sample from a petrol pump was 

obtained and subjected to a stepwise enrichment technique with minimal salt media 

supplemented with diesel as the sole carbon source.  Four morphologically diverse bacterial 

isolates were isolated, with strain DDB2 showing significant growth and diesel-degrading 

capacity. Diesel utilization and diesel tolerance tests further proved its potential for 

bioremediation. The biochemical characterization suggested that the bacterial isolate might 

belong to genus Pseudomonas. Furthermore, molecular identification by 16S rRNA gene 

sequencing was done to identify the isolated bacteria. The work emphasizes on the 

bioremediation capabilities of indigenous bacterial strains in petroleum contaminated soil, 

especially within fragile mountainous regions. 

 

Keywords: Himalayan region, Hydrocarbons, Diesel, Bioremediation, Degradation, 

Environment 
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CHAPTER 1 

INTRODUCTION 
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1.1 Introduction 

The most abundant class of organic compounds in the bio-geosphere are hydrocarbons [1]. 

These compounds are among the most stable substances found in nature, as they can preserve 

their structure for very long periods. Scientists use hydrocarbon biomarkers to trace back and 

estimate the age of ancient life forms, including bacteria, archaea, and eukaryotes [2]. 

Hydrocarbons primarily consist of hydrogen and carbon, which are naturally found in crude 

oil. Economic activities are fundamentally dependent on fossil fuels, comprising hydrocarbons 

and various other substances. These energy-rich chemical compounds are formed from dead 

plants and animals over time by natural processes in the Earth’s crust. A great amount of energy 

for transport, civil and industrial purposes is provided by hydrocarbons. Due to the population 

explosion, the global demand for energy, thus fossil fuels, is increasing rapidly, which has 

resulted in the establishment of more petrochemical industries, resulting in more frequent 

accidental oil spills, increased industry emissions and vehicle combustion, all of which are 

contributing to the air, water and soil pollution [3].  

Petroleum is generally composed of a mixture of hydrocarbons in gaseous, liquid, and solid 

states, accompanied by trace quantities of various non-hydrocarbon substances that include 

nitrogen, oxygen, sulfur, and trace metallic elements. Further classification of hydrocarbons 

present in petroleum can be done into paraffins, cycloparrafins, and aromatics [4]. 

 

Figure 1.1: Classification of petroleum hydrocarbons based on chemical composition. 

Söhngen and Kaserer in 1906, for the first time, did a study on the utilization of hydrocarbons 

by bacteria. Söhngen isolated a bacterium called Methanobacterium, which was later used by 
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Orla-Jensen in 1909 as the type culture for the genus Methanomonas and later renamed as 

Methanomonas methanica. A similar type of bacteria, which was methane-oxidising, was 

studied by Münz in 1920, and he classified this isolated microorganism as a facultative 

autotroph. Bacillus hexcarbovorum was isolated by Störmer in 1908, which was able to utilise 

xylol, toluene, illuminating gas, along methane. Söhngen in 1913, reported some bacteria of 

the genera Mycobacterium and Pseudomonas which could oxidise gasoline, kerosene, paraffin 

oil and paraffin wax into Carbon dioxide gas, water, along with some organic acids in trace 

quantities [5]. At present, a lot of hydrocarbon-degrading strains of bacteria are isolated from 

different places, belonging to nearly 43 bacterial genera [6]. Species within the genus 

Pseudomonas are important contributors to the degradation of these xenobiotics, owing to their 

diverse adaptive strategies, including the flexibility of carbon metabolism. This genus has been 

documented in nearly all locations that are contaminated with hydrocarbons [7].  

This study primarily focuses on the isolation, screening, and biochemical and molecular 

identification of hydrocarbon-degrading microbes from a region near our university, i.e., JUIT, 

Solan, which is located in the outer Himalayan region. The Himalayas have a fragile ecosystem, 

and diesel spills from various transport activities, tourism, etc, give rise to a threat to alpine 

soil and water. Biodegradation of such pollutants using indigenous bacteria gives us eco-

friendly options to tackle such pollution without corrupting the local soil microbiota with 

foreign species. Also, clean soil and water promote eco-tourism and the overall health of the 

masses.  
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1.2 Aims and Objectives 

 

a) Aim: 

 To isolate, identify and characterize hydrocarbon-utilising bacteria from petroleum-

associated soil. 

 

 

b) Objectives:. 

 To isolate hydrocarbon-utilising bacteria from petroleum-associated soil.  

 To identify the isolated bacteria using biochemical characterization and molecular 

characterization. 
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2. Literature Review 

2.1 Importance of hydrocarbon degradation 

Oil spills frequently take place during the extraction, transport, and utilization of petroleum 

products. These incidents result in the discharge of several toxic organic substances known to 

have harmful impacts on both human health and the environment. Total petroleum 

hydrocarbons (TPHs), in particular, are persistent in nature, exhibiting minimal structural 

alteration over time and limited bioavailability, which makes their natural degradation a 

challenging process [8]. Total petroleum hydrocarbons (TPHs) exhibit a strong affinity for 

adsorption onto fine-grained soil particles, which contributes to their persistence in the 

environment. In the past few decades, emphasis has been placed on the development of cost-

effective and practical methods aimed at minimising contaminant exposure to levels below 

established regulatory limits. Soil washing was one such method for remediation of 

contaminants from the soil by using water only, or surfactants, acid and alkali agents along 

with water [9].  

Petroleum hydrocarbons are widely recognised for their toxic, carcinogenic, and mutagenic 

effects, posing significant risks to human health. When crude oil contaminates soil, it alters key 

physicochemical characteristics such as pH, moisture content, soil structure, and nutrient 

availability, ultimately reducing the soil’s fertility and agricultural productivity. Moreover, 

these contaminants can leach into and degrade groundwater quality. Their harmful impact on 

plant germination and growth stems from their interference with the uptake of essential water 

and nutrients from the soil, leading to impaired development [10]. Polycyclic aromatic 

hydrocarbons (PAHs) consist of two or more interconnected benzene rings and are pervasive 

environmental contaminants. They are recognised for their cancer-causing, mutation-inducing, 

and toxic effects on living organisms, along with a range of other harmful biological impacts. 

Microbial activity serves as the main pathway through which these compounds are broken 

down in the environment [11].  

So, the remediation of these pollutants is very urgent to ensure a safe environment for all life 

forms and the overall health of our ecosystem. Biodegradation or other bioremediation 

approaches which utilise hydrocarbon-degrading microbes are practical and cost-effective to 

be adopted for such purposes. 
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2.2 Type of petroleum hydrocarbons 

The word petroleum is derived from two Latin words - petra and oleum, meaning rock oil [12]. 

Petroleum is a complex mixture of many hydrocarbon-based compounds found naturally under 

the sedimentary rocks in various states, like gases, liquids, solids and semi-solids and includes 

additional elements such as nitrogen, oxygen, and sulfur, along with small amounts of various 

metals. These are categorised according to their distinct physical and chemical characteristics. 

One such parameter is gravity, which is used to classify them as heavy or light oils, and another 

is odour, which is used to classify them as either containing or not containing sulfur [13].  

 

Table 1: Proportions of elements in petroleum adopted from James G. Speight [14]. 

 

Element(s) Typical range 

Carbon Major constituent, typically ranging between 83 to 

87% 

Hydrogen Ranges from 10 to 14% 

Nitrogen Found in trace amounts, approx. 0.1 to 2.0% 

Oxygen Occurs in very small quantities, around 0.05 to 1.5% 

Sulfur Varies significantly, usually between 0.05 to 6% 

Metals (Ni, V - Trace) Detected in concentrations typically < 1000 ppm 

 

Petroleum hydrocarbons are composed of short-chain hydrocarbons such as paraffins, 

alicyclics, and aromatics, along with various non-hydrocarbon substances including phenols, 

thiols, naphthenic acids, asphaltenes, metalloporphyrins, and nitrogen- and sulfur-containing  

[15]. 

The different boiling points of the components in crude oil are essential for separating 

individual hydrocarbons into distinct fractions during the refining process [16]. 

Via distillation, petroleum is separated into the following four major fractions [17]: 

1. Straight-run gasoline having a boiling point of less than 200° Celsius (°C); 

2. Middle distillate having a boiling point ranging approximately 185-135° Celsius (°C); 

Middle distillate is further fractioned into kerosene, heating oils, and other types of 

fuels for diesel, jet, gas turbine and rocket engines; 
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3. Wide-cut gas oil of higher boiling points ranging from 345 to 540° Celsius (°C); 

temperature. This fraction is subsequently refined to produce waxes, lubricating oils, 

and feedstock used in catalytic cracking for gasoline manufacturing. 

4. Residual oil, probably asphaltic.  

Petroleum comes with a diverse range of chemical and physical properties, depending upon 

the origin or source, ranging from liquids without any colour (majorly gasoline) to heavy, 

black, tar-like material high in asphalt.  The specific gravity (s.g.) of petroleum ranges 

between 0.82-0.95 [17].  

 

Figure 2.1: Categories of petroleum hydrocarbon compounds on a chemical basis. 

 

Petroleum hydrocarbons are classified into four main groups: alkanes, aromatics, resins, and 

asphaltenes (Fig. 2.1). Among these, alkanes constitute the largest portion and are considered 

to be less toxic and more readily biodegradable compared to the others. Solid PAHs have high 

boiling points and melting points, are very less soluble, and have low vapour pressure, ranging 

from low and high molecular weights. As the number of rings in polycyclic aromatic 

hydrocarbons (PAHs) increases, their solubility in water decreases, while their solubility in 

organic solvents increases because of their hydrophobic nature. Hydrocarbon compounds, 

A. Aliphatic

n.alkanes

Iso-alkanes

Cyclo-
alkanes

Terpenes

Steranes

B. Aromatic

Monocyclic 
aromatic

Polycyclic 
aromatic

Chlorinated 
aromatic

C. Resins

Contain
aromatic
compounds
with long alkyl
chain.

D. Asphaltenes

Viscous and high
molecular weight
compounds
composed of
polycyclic
clusters, variably
susbstituted with
alkyl groups.
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asphaltenes and resins, are high in many other elements such as oxygen, nitrogen, and sulphur. 

[18] 

 

Figure 2.2: Illustration of a traditional crude oil distillation system (Author: Mbeychok, 

Licencing CC, [19]). 

 

 

A) Aliphatic hydrocarbons: They represent one of the most abundant components of 

crude oil. Aliphatic hydrocarbons consist of open-chain structures that may be either 

straight (n-alkanes) or branched (isoalkanes), and also include cyclic structures such as 

cycloalkanes (also known as naphthenes). Also, the biologically derived hydrocarbons, 

like terpenes and steranes, belong to this group. Aliphatic hydrocarbons can be either 

saturated (with only single bonds) or unsaturated (containing one or more double 

bonds) [20]. 

 

n-Alkanes, which represent a significant subgroup of hydrocarbons, are commonly categorised 

into four groups according to their molecular weight: 
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a. Alkanes in gaseous form, 

b. Alkanes with lower molecular weights (carbon range C₈ to C₁₆) 

c. Alkanes of intermediate molecular weight (ranging from C₁₇ to C₂₈), and 

d. High molecular weight alkanes (>C₂₈). [20] 

 

Figure 2.3: Aliphatic hydrocarbons’ types and their general formulas. 

 

B) Aromatic hydrocarbons: Almost every petroleum mixture in the world contains aromatic 

hydrocarbons, a significant type of hydrocarbon. Aromatics are cyclic, unsaturated 

hydrocarbons with double bonds that alternate. Benzene is the simplest aromatic hydrocarbon.  

Because they are fragrant compounds, they are also referred to as "aromatic compounds." 

Because of aromaticity, a unique kind of stability brought about by the delocalisation of π-

electrons across its ring structure, benzene is a reasonably stable chemical compound even 

though it contains three carbon-carbon double bonds. But the fact that benzene causes cancer 

is widely known. As a result, regulations in a number of countries limit the amount of benzene 

present in petroleum products such as fuel oil and gasoline [21] [22].  

  

Benzene, toluene, ethylbenzene, and xylene—collectively known as BTEX—are among the 

monocyclic aromatic hydrocarbons (MAHs), which comprise the majority of aromatic 

petroleum hydrocarbons (Figure 2.4). These compounds are extensively studied and typically 

make up about 2 to 20% of crude oil [3]. 

 

Organic substances with two or more fused aromatic (benzene) rings are known as PAHs [23]. 

While multi-ringed PAHs (five rings or more) are usually associated with particles, low-

molecular-weight PAHs (two and three rings) are mostly found in the atmosphere's vapour 

phase. Depending on the temperature of the environment, intermediate-molecular-weight 

PAHs (four rings) divide into the vapour and particulate phases [24]. Particle-bound PAHs are 

thought to be extremely dangerous to human health. Benzo[a]pyrene contributes significantly 
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to the total carcinogenic potential (reportedly between 51 to 64 per cent in one study), and it is 

frequently employed as a marker for total exposure to carcinogenic PAHs [25]. PAHs can be 

classified into high molecular weight and low molecular weight PAHs depending upon benzene 

rings present (molecular weight) (figure 2.5).   

 

Figure 2.4: Monocyclic aromatic hydrocarbons (structures sourced from [26]). 

 

Figure 2.5: Low molecular weight and high molecular weight polycyclic aromatic 

hydrocarbons (PAHs) (structures sourced from [26]). 
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C) Resins: Petroleum resins are of low molecular weight, roughly between Mw 500–5,000. 

Petroleum resins are also known as C5/C9 hydrocarbon resins because they are produced from 

monomers of cracked petroleum fractions, including dicyclopentadiene feedstocks and C5 and 

C9 [27]. Known as petroleum resins, these thermoplastic hydrocarbon resins are derived from 

cracked petroleum fractions. They must be differentiated from high polymers such as 

polystyrene and polypropylene, which are basically pure monomer-based resins made from 

pure starting ingredients such as propylene and styrene, respectively. Petroleum resin can be 

used in potentially thousands of applications, such as paints and varnishes, coatings, printing 

ink, lithographic inks, paper, adhesives, rubber, and compounds that cure concrete. It usually 

has the tackifying/ sticking effect of adhesives [27]  [28]. 

 

D) Asphaltenes: The Greeks adopted the term asphaltene, which means "firm," "stable," or 

"secure," from the word "asphaltu," which means "to split" [29]. The heavy, complex 

components of crude oil are known as asphaltenes. These particles are brittle, glossy, dark 

brown to black, amorphous, and solid. Asphaltenes can dissolve in aromatic solvents like 

benzene and toluene, but do not dissolve in light alkanes like n-pentane or n-heptane. Although 

their exact chemical composition is unknown, it is generally accepted that they are composed 

of elements like sulfur, nitrogen, oxygen, and carbon. These substances give some crude oils 

and residual petroleum products their black hue, particularly when they stay dissolved rather 

than separating off. Large, polar molecules with extremely high molecular weights are found 

in asphaltenes [30]. Mostly, they are distributed as colloids rather than dissolved in petroleum 

[29].      

 

2.3 Environmental behaviour and fate of hydrocarbons 

The addition of hydrocarbons into a clean environment instantly alters the state of the 

environment. These hydrocarbons either kill or inhibit the growth of the numerous 

microorganism species in the soil, altering the functional states of microbes and the 

environment [31]. Hydrocarbons are directly toxic to the plant and make the absorption of 

water and nutrients difficult from the soil because they restrict their flow through the soil 

matrix, thus reducing the plant productivity [32]. The oil composition changes upon entering 

the environment. The type and level of weathering vary from site to site. Hydrocarbons, upon 

entering the environment, are weathered by various biological, chemical and physico-chemical 

processes [31]. The degradation potential of oil is strongly influenced by weathering. Small 
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components of petroleum volatilize into the environment under warm conditions if not locked 

up by other interactions with the environment [31]. 

 

Figure 2.6: Weathering processes of hydrocarbons in the environment. 

 

Lighter aromatic compounds are freed by the volatilisation process (i.e. BTEX and various 

other structures having simple rings) from complex mixtures of oil. Hydrocarbons having all 

single bonds between their carbon atoms and one to five rings in their structure are generally 

considered to be volatile and semi-volatile. An increase in the length of the chain size reduces 

the volatile nature, while an increase in the temperature increases the volatilisation rate and 

capacity [33]. 

 

 

Figure 2.7: Oil’s fate after a spill, and changes in the characteristics of the site of the spill. (A) 

represents the death of a plant, (B) Anaerobic zones, (C) Altered structure of the soil, (D) 

Biological 
Weathering •Microbial and plant catabolism of hydrocarbons

Chemical 
Weathering

•Photo-oxidation and auto-oxidation

Physiochemical 
weathering •Dillution, dissolution, and sorption processes
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Volatilization, (E) Percolation of hydrocarbons, (F) Aerobic zones, (G) Initial decrease in the 

population and types of microorganisms in the soil, (H) Groundwater contamination with 

hydrocarbons. 

 

Dissolution of these hydrocarbons also decreases with the increase in the length of the carbon 

chain and a number of aromatic rings. The composition of the hydrocarbons greatly impacts 

the dissolved concentration of hydrocarbons in the water. Chains having fewer than eight 

carbons are soluble in water at 20° Celsius. However, the presence of polar non-hydrocarbon 

substances in the environment can enhance the solubility of n-alkane hydrocarbons in the oil, 

having carbon chains longer than 34 carbon atoms [34].  

 

Many other small aromatic and polycyclic aromatic compounds, like BTEX and naphthalene, 

are found very commonly in contaminated groundwater [35]. Salinity also affects the solubility 

of the hydrocarbons. It was reported that 95% of the hydrocarbons can be displaced from the 

solution at salinities of 3,50,000 ppm. There was a logarithmic decrease in the solubility of the 

hydrocarbons with an increase in their boiling point [34]. Sorption of hydrophobic 

hydrocarbons occurs by processes like partitioning of hydrocarbons into the organic matter of 

soil, diffusion in the small soil pores (in the nano-meter scale) or attachment to some sites 

present on the organic matter of soil via chemical bonding. Hydrocarbons diffused into the 

nanopores of the soil are inaccessible to the microorganisms [36]. The presence of more organic 

matter, more clay content in the soil and high hydrocarbon hydrophobicity increases the 

sorption of hydrocarbons in the soil [36], [37].  

 

Bioactive compounds released from the microbes and plants can desorb the strongly bound 

hydrocarbons in the soil. Plant roots can even break the aggregated compounds and desorb the 

hydrocarbons from the nanopores in the soil [38]. While bioremediating the contaminated site, 

surfactants are used to decrease the viscosity of the oil, and then the oil is released from the 

sorbed soil [39]. Increased soil moisture, higher sand content and an increase in temperature 

also enhance the rate of desorption of the hydrocarbons from the soil matrix [37]. The 

hydrocarbon contamination also decreases microbial diversity and evenness because some 

hydrocarbon fractions exhibit a high amount of toxicity to the microbes in the soil and have 

been linked with the induction of cancer in humans and other health problems in humans [40], 

[41]. Most of the microbes are not able to survive under the toxicity of the hydrocarbons, but 

some can be hydrocarbon-tolerant, hydrocarbon-degrading species that will survive [42].  
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Figure 2.8: Possible interactions between aliphatic hydrocarbons and the soil matrix, adopted 

from [43]. 

 

2.4 Environmental impact of oil spills 

Accidental oil spills are known to negatively affect the marine life, habitat and communities 

and thus leading to huge economic loss [44]. Countries with coastlines are at higher risk of 

adverse effects due to oil spill disasters. Since 1960, thousands of oil spills have occurred and 

mainly in hotspots near the Gulf of Mexico, the north-eastern USA and the Mediterranean Sea 

[45]. Oil spills, depending on the scale or amount of oil leaked, are categorised into three 

categories - <7 tonnes (small), 7-700 tonnes (medium) and >700 tonnes (large) (<50 bbls, 50-

5,000 bbls, >5,000 bbls) by International Tanker Owners Pollution Federation (ITOPF). ITOPE 

claims twenty major spills in the Atlantic and Indian Oceans since 1979 [46]. For the year 

2024, four medium spills and six large spills have occurred. This makes the decade-to-date 

average of 7.4 spills (>7 tons) per year [47]. Oil has become the lifeline of national economies. 

In recent trends, overall, global oil trade is increasing while the oil spills are decreasing due to 

technological advancements, but the mitigation and remediation of oil spills remain a challenge 

[48].  

 

Oil spills injure almost all forms of life and their habitats. Broadly, the environmental impacts 

of oil spills are classified into three categories: Immediate (acute) toxicity, mechanical injury 

and environmental persistence. Volatile components in the oil rapidly mix with the water and 
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are potent killers of life by poisoning, and this is called acute toxicity. Mechanical injury is the 

harm they cause to life and habitats by physical impacts (coating, layer formation, etc.). 

Persistence is how long the components can remain in the environment. Lighter fuels have 

more toxic components in them, while heavier fuels have less concentration of toxic 

components.  

 

PAHs are the main contributors to the long-term persistence and chronic ill effects [49]. Thus, 

aromatic hydrocarbons in oil (PAHs) are the main toxic components in the oil, causing the 

highest toxicity, while monocyclic aromatics are explosive and thus less persistent and do not 

accumulate in tissues of marine living organisms, water or sediments [50]. PHAs can bind to 

the cellular proteins and DNA molecules, thus exhibiting high toxicity to marine organisms 

[51]. They are less soluble and highly persistent, hence carcinogenic, causing chronic ill effects 

even in small concentrations to marine life. Not just the toxicity of the PAHs but also their 

dispersed oil droplets cause sensitivity to some life forms, for example, Atlantic haddock 

(Melanogrammus aeglefinus), which was supposed to have high sensitivity to the dispersed oil 

droplets, even in small quantities, could lead to abnormalities in cardiac and craniofacial 

development during developmental stages [52] [53]. 

 

 

Figure 2.9: Summary- impact of oil spills on marine life. 
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Figure 2.10: Products of crude oil and their comparative toxicity levels. 

 

Table 2: Various oil classes listed by their acute toxicity, mechanical-injury and persistence in 

the environment, adopted from [49], Symbol (↓) indicating “low” and symbol (↑) indicating 

“high”. 

Oil Class Acute Toxicity Mechanical 

Injury 

Persistence 

Gasoline, Aviation Gasoline, Naphtha (↑) (↓) (↓) 

Kerosene, Jet Fuel, Number 1 Fuel oil Medium Medium (↓) (↓) 

Diesel Oil, Fuel oil No. 2, Heating oil Medium Medium Medium (↓) 

Bunker fuel, Fuel oil No. 6, 

Intermediate fuel oil 

Medium  (↑) (↑) 

Alaska North Slope crude Medium (↓) Medium (↑) (↑) 

Biological oil (↓) Medium (↑) Medium (↓) 

Motor Oil, Hydraulic oil (↓) Medium  Medium  

Hot mix asphalt (↓) (↑) (↑) 

 

Shorelines are highly vulnerable to oil spills because oil can penetrate several depths. Sand 

beaches provide a diverse habitat for many invertebrates. Oil spills lead to decreased diversity 

in sandy habitats, thus severely affecting the ecological interactions. Recovery of these affected 

invertebrates varies widely and depends upon the oil type and environmental conditions [54].   
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Figure 2.11: Fate of oil on shorelines, adopted from [55] 

 

 

Figure 2.12: Major oil spills recorded in history, adopted from [56] 

 

2.5 Hydrocarbon contamination in mountain ecosystems 

PAHs have mutagenic and carcinogenic properties; due to this, they are gaining more and more 

attention over time for their adverse effects. PAHs are semi-volatile organic compounds which 

can deposit and accumulate in the soil and water, and their steady release causes a great threat 

to human well-being and the environment. Colder environmental conditions in high-altitude 

mountainous areas halt the evaporation of the volatile components. The lipophilic and 

hydrophobic nature of the PAHs enables them to easily accumulate in the living systems and 

thus contribute to the biomagnification [57]. Low molecular weight PAHs remain in the 

gaseous phase and can go to untouched high-altitude areas in the mountains. Combustion 
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products are transported by air to high-altitude mountainous regions [58][59]. Due to 

atmospheric deposition and sources from surrounding areas, the mountain surface soil is 

contaminated or left with residues of PAHs. The subsequent movement or dispersion of PAHs 

in the global environment is largely influenced by the atmosphere [60]. In a 2015 study by Devi 

et al., sixteen types of PAHs (summarised for quantification) were found in surface soil samples 

of Indian Himalayan regions in quantities which were greater than the PAHs amount in 

mountain soil in other parts of the world, indicating that PAHs accumulated in the mountain 

soil of IHR. They also concluded that compared to the sum of heavy molecular weight-PAHs, 

the low molecular weight-PAHs’ sum was comparatively lower [61]. 

 

Given that the Indian Himalayan region is at a relatively high altitude and is greatly impacted 

by seasonal variations or fluctuations [62][63] [64] [65][66] [67] and during the Indian 

monsoon, there is a significant chance that organic pollutants could be carried and accumulated 

in the Indian Himalayan region over vast distances via the mechanism of long-range 

atmospheric transport [68] [69] [67] [70]. In a 2016 study in Nepal, the mean PAHs 

concentration in soil was significantly higher on the southern side of the Central Himalayas 

than on the northern side. The Himalayan ecosystem is fragile, and more investigations are 

needed to determine the effects of organic pollutants on it.  

 

2.6 Microbial degradation of hydrocarbons 

During evolution, microbes have had a lot of time to adapt to different environmental 

conditions involving the utilization of hydrocarbons as an energy source. The reason why 

hydrocarbons are avidly used by microbes is that they have high calorific or energy values. 

Biologically, fats or lipids are energy-rich molecules for living systems, but hydrocarbons, 

including aromatic hydrocarbons, have higher energy values. For example, fats (lipids) provide 

37 kJ/g energy, about 17 kJ/g energy is provided by proteins and carbohydrates and on the 

other hand, combustion of crude oil (hydrocarbons) gives 42–47 kJ/g of energy output [71].  

 

A highly specialised kind of bacteria known as methanotrophic bacteria, which are capable of 

breaking down the simplest hydrocarbon (C1), i.e, methane, and some non-C1 compounds using 

them as a source of carbon and energy. However, hydrocarbons with more carbon atoms 

prevent these bacteria from growing [72]. PAHs tend to bind with the soil’s organic matter and 

get associated with non-aqueous phases, which limits their bioavailability for microbial 

breakdown. However, various microbes—including bacteria, fungi, and algae—can metabolise 
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these bounded PAHs through a diverse range of degradation pathways involving catabolic 

genes [73]. Heitkamp et al. in 1988 for the first time reported the degradation of pyrene and 

other polycyclic aromatic hydrocarbons with four rings by Mycobacterium sp. Mineralisation 

of the pyrenes and then their utilization is initiated by the treatment of chloramphenicol due to 

pyrene-degrading enzymes induced in Mycobacterium sp. upon treatment [74]. Following this 

discovery, several pyrene degraders from the genera Rhodococcus, Bacillus, Burkholderia, 

Cycloclasticus, Sphingomonas, Pseudomonas, Mycobacterium and Stenotrophomonas have 

also been identified [75], [76].  Numerous scientific studies have demonstrated that a wide 

range of bacterial populations that come in immediate contact with hydrocarbons quickly 

change into hydrocarbonoclastic bacteria (a group of prokaryotes which can utilise or degrade 

hydrocarbons), which are able to break down and use hydrocarbon compounds as sources of 

carbon and energy [19]. The ability of emulsification of lipophilic molecules (oils) and 

metabolisation of hydrocarbons, activation of specialised DNA repair mechanisms, production 

of molecules involved in quorum sensing and biofilm mechanisms, and regulation of efflux 

pumps and pores to regulate the concentration of hydrocarbons inside a cell are just a few of 

the adaptive mechanisms that hydrocarbonoclastic bacteria have evolved with time to 

withstand the presence of hydrocarbons in their interior and exterior environments [77].  

 

Hydrocarbon biodegradation begins with microbial adhesion to the substrate, directly to oil 

molecules or adsorbed particles, followed by the production of biosurfactants, or bio-

emulsifiers, gases, solvents, biopolymers, and organic acids for increasing their bioavailability. 

Microbes can use certain enzymes to break down hydrocarbons in the environment. A microbial 

consortium is a group of diverse microorganisms which work together to perform degradation 

of hydrocarbons more effectively than a single type of bacterium alone. These consortia are 

typically better at eliminating a variety of hydrocarbon contaminants [78].  

 

The majority of bacteria have plasmids that encode for biodegradation enzymes. When it comes 

to the presence of biodegradative enzymes, Acinetobacter sp. are unique; their chromosomes 

contain plasmids (episomes) [79] [80] . The Q15 plasmid may have a role in the breakdown of 

hydrocarbons, according to some authors [81]. Different types of plasmid molecules are found 

in hydrocarbonoclastic bacteria, which play an important role in breaking down petroleum-

based pollutants. Plasmids like Q15, OCT, TOL, NAH7, pND140, and pND160 carry 

specialised genes such as alkA, alkB, alkM, theA, assA1, assA2, LadA and nahA-M. These 

genes produce enzymes that play a crucial role in the catabolism of the oils or hydrocarbons 
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[80] [82] [83]. A wide range of bacteria can break down the simpler compounds of crude oil, 

but only a small number of species have the potential to break down complex compounds like 

resins, asphaltenes and PAHs. Bacterial species which utilise a few hydrocarbons as an energy 

source usually show synergetic effects in consortium and thus utilise more number of 

hydrocarbons as a preferred source of food [84], [85], [86], [87]. The presence of hydrocarbons 

in certain bacteria can alter their chemotaxis [7]. Chemotaxis is a behavioural response in which 

bacteria use chemoreceptors to sense changes in a particular chemical's concentration and 

change their position in response [88]. Hydrocarbon-degrading bacteria have the ability to 

move towards hydrocarbon-contaminated areas and regulate their position [88], [89]. In a 

recent column experiment by Rolando et al., it was discovered that the motile and chemotactic 

bacterium Pseudomonas putida G7 can sorb and cometabolise pyrene, mobilising and 

rendering it bioavailable for biodegradation [90].  

Particular enzyme systems can mediate the breakdown of petroleum hydrocarbons. Usually, 

the first attack is accomplished via several processes, including (a) microbial cell adhesion to 

the substrates and (b) the generation of bioemulsifiers, biosurfactants, biopolymers, solvents, 

acids, and gases [78]. 

2.7 Metabolic processes for the breakdown of hydrocarbons 

Hydrocarbons are broken down by bacteria using both aerobic and anaerobic bacterial catabolic 

metabolism. Since oxygen is the last electron acceptor, degradation rates are influenced by its 

content; biodegradation occurs more efficiently and rapidly in aerobic conditions. Under 

anaerobic conditions, where the final acceptor of electrons may be sulfate, nitrate, or an iron 

molecule, biodegradation is a little slower or negligible than the breakdown of hydrocarbons 

under aerobic conditions [91] [92] [93]. 

Under aerobic conditions, hydrocarbons are directed into degradative pathways that ultimately 

converge on the tricarboxylic acid cycle, often referred to as the Krebs cycle or TCA cycle, 

where they completely oxidize the substrate to produce carbondioxide gas and (nicotinamide 

adenine dinucleotide) NADH.. When bacteria break down PAHs aerobically, oxygen is 

required for ring hydroxylation, ring cleavage, and final uptake of the electrons. However, 

anaerobic PAH consumption is based on reductive mechanisms [94] [95]. Because of their 

fused aromatic ring structures, PAHs are less bioavailable, hydrophilic, and thermodynamically 

more stable, and this makes them more difficult to degrade. Pyrene mineralisation begins 

through initial dioxygenase-catalysed attacks at either the C-1/C-2 or C-4/C-5 positions of the 
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aromatic ring. This results in the formation of dihydrodiols, which subsequently undergo re-

aromatisation followed by ring cleavage by dioxygenases. These reactions lead to the 

generation of phenanthrene dicarboxylate, which undergoes sequential decarboxylation to 

yield phenanthrene carboxylate. Through a deoxygenation process, phenanthrene carboxylate 

is further transformed into cis-3,4-dihydroxyphenanthrene-4-carboxylate. This intermediate 

then re-aromatises to form dihydroxyphenanthrene, which is metabolised to produce 

hydroxynaphthoate. Additionally, pyrene degradation may also proceed via the phthalate 

pathway, highlighting the metabolic versatility of the hydrocarbons-degrading microbes [96] 

[97].  

 

Figure 2.13: Proposed pathway of Pyrene degradation in a consortium of bacteria [97] 

 

Many biochemical changes are involved in aerobic hydrocarbon biodegradation, which is often 

divided into peripheral and central metabolic routes. The conversion of a wide variety of 

hydrocarbon molecules into a comparatively small number of important metabolic 

intermediates is carried out via the peripheral routes. The enzymatic addition of molecular 

oxygen (O₂) to the hydrocarbon substrate is the first stage of aerobic degradation. This 
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oxygenation boosts the compound's chemical reactivity and water solubility, which allows 

further breakdown processes. A class of enzymes called oxygenases catalyses the addition of 

oxygen as a hydroxyl group (-OH) [98].  

The breakdown of hydrocarbons is facilitated by two primary categories of oxygenase 

enzymes. As the name suggests, monooxygenases add only one oxygen atom (from O2, 

molecular oxygen) to the substrate, and the other oxygen atom is reduced to water. 

Dioxygenases, on the other hand, directly integrate both molecular oxygen atoms into the 

substrate molecule [98].  

 

 

Figure 2.14: Mechanism of action of oxygenase enzymes- monooxygenases and dioxygenases. 

Dioxygenases work by ring activation (forming dihydroxy compounds) or causing rupture of 

the ring, which was previously activated, adopted from [98] 

 

Because reduced cofactors like NADH or NADPH are necessary for oxygenation reactions, 

these processes can only take place inside bacterial cells because these coenzymes are unstable 

outside of cells. As a result, hydrocarbons must be brought inside the bacterial cell before they 

can be oxidised, and oxygenase enzymes operate inside the bacterial cells. Both aliphatic and 
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aromatic hydrocarbons can be acted upon by the versatile enzymes known as monooxygenases. 

Dioxygenases, on the other hand, are categorised according to their function; some catalyse 

ring cleavage, while others are engaged in the activation of the aromatic ring. These two types 

of dioxygenases add two oxygen atoms to the substrate. Notably, pyridine nucleotides in 

reduced form are not necessary for the working of ring-cleaving dioxygenases [99].  

  

Aerobic biodegradation of aliphatic hydrocarbons:  

a) Sub-terminal oxidation: To break down alkanes, certain bacteria first add oxygen to a 

methyl group that is located in the sub-terminal position, which is slightly away from the 

end of the chain. A secondary alcohol is produced in this step, which is then transformed 

into a ketone and eventually an ester. After that, the ester undergoes hydrolysis, which 

produces an alcohol and a fatty acid. Ultimately, the corresponding fatty acid is formed due 

to further oxidation of the alcohol and fatty acid (Figure 2.15) [100], [101]. 

 

b) Terminal oxidation: Most bacteria first add oxygen to the methyl group at the end of the 

chain (terminal position) to break down aliphatic hydrocarbons. The methyl group 

produces an alcohol as a result of this process. After that, the alcohol undergoes a gradual 

oxidation process that first produces an aldehyde and subsequently a carboxylic acid. The 

bacteria convert hydrocarbons into forms that they can further degrade and use through 

this step-by-step oxidation process (Figure 2.15) [100], [101]. 

The similarity between the sub-terminal and terminal oxidation pathways lies in their final 

product—a fatty acid. By the process of β-oxidation, this fatty acid is converted to acetyl-CoA, 

which then enters the Krebs cycle for energy production, regardless of whether the oxidation 

is terminal or sub-terminal [100], [102].  

 

Aerobic biodegradation of aromatic hydrocarbons: 

Aromatic hydrocarbons can be used as carbon and energy sources by a variety of aerobic 

organisms. The biodegradation of naphthalene is an example. The first step in this process is 

the conversion of naphthalene into catechol (ortho-diphenol), an intermediate with a single 

aromatic ring that contains two hydroxyl groups. By adding two oxygen atoms to the carbon 

atoms containing the hydroxyl groups, the enzyme catechol 1,2-dioxygenase then catalyses the 
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breakdown of the aromatic ring at the ortho position. Cis,cis-muconic acid is produced when 

the bond between carbon atoms 1 and 2 is broken in this step. Ultimately, additional processing 

of cis,cis-muconic acid results in a lactone, which is subsequently transformed into succinate 

and acetyl-CoA, two crucial molecules that enter the Krebs cycle to produce energy (Figure 

2.16)  [103],[100]. 

The meta-cleavage of the aromatic ring is catalysed by the enzyme catechol 2,3-dioxygenase. 

This enzyme opens the ring between a hydroxylated carbon atom and its neighbouring non-

hydroxylated carbon atom. This reaction produces hydroxymuconic semialdehyde, which is 

then further transformed into pyruvate and acetaldehyde through a series of metabolic steps 

[100]. 

 

 

Figure 2.15: A) Sub-terminal oxidation of aliphatic hydrocarbons; B) Terminal oxidation 

(oxidation of terminal methyl group) of aliphatic hydrocarbons (Pathway drawn using 

PathVisio 3.3.0 [104] software). 
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Figure 2.16: Degradation pathway of aromatic hydrocarbons (e.g, naphthalene) by aerobic 

bacteria. (structures downloaded from https://pubchem.ncbi.nlm.nih.gov/). 

 

2.8 Genes and enzymes involved in hydrocarbon degradation pathways 

There are various genes which encode different types of enzymes which actively help in the 

hydrocarbon degradation by the bacterial system. Genes encoding enzymes responsible for the 

degradation and metabolism of xenobiotic compounds are typically found on plasmids [105] a 
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rapid response to hydrocarbon contamination. In Table 3, key enzymes in the biodegradation 

of hydrocarbons are listed along with their functions. 

 

Table 3: List of important enzymes that break down aromatic and aliphatic hydrocarbons. 

Hydrocarbon 

type 

Enzyme Associated 

gene(s) 

Main function Reference(s) 

Aliphatic Alkane hydroxylase 

(sometimes also 

referred to as alkane 1-

monooxygenase) 

alkB, alkG, 

alkT 

Oxidation of alkanes 

into primary alcohols. 

[106] 

 Cytochrome P450 

Monooxygenase 

CYP153A Terminal oxidation of 

medium or long-chain 

alkanes 

[107] 

 Alcohol Dehydrogenase adh Converts primary or 

secondary alcohols to 

the corresponding 

aldehydes 

[108] 

 Aldehyde 

Dehydrogenase 

aldH Converts aldehydes to 

fatty acids 

[109] 

Aromatic Catechol Dioxygenase 

(Discovered by Osamu 

Hayaishi [110]) 

catA, catB Ortho- and meta-

oxidative cleavage of 

catechol 

[110], [111] 

 Biphenyl Dioxygenase bphA, bphB, 

bphC 

Degradation of biphenyl 

and polychlorinated 

biphenyls (PCBs) 

[112], [113] 

 Naphthalene 

Dioxygenase 

nahA, nahB Degradation of 

naphthalene (Oxidises 

naphthalene to form cis-

naphthalene 

dihydrodiol) 

[114], [115] 

 Toluene Dioxygenase todC1, 

todC2, todD 

Oxidation of toluene 

and xylene 

[116], [117] 
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Figure 2.17: Summary of main reactions which lead to the degradation of aliphatic 

hydrocarbons and aromatic hydrocarbons, adopted from [100] 

In conclusion, hydrocarbons are prevalent contaminants that endanger human health and 

ecosystems. If concentrations aren't too high, bacteria may break them down. Although 

elimination can be enhanced by techniques including biostimulation, bioaugmentation, and 

biosurfactants, practical implementation is dependent upon regional environmental conditions. 
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3. Materials and Methods 

We performed the isolation, characterization of a bacterium from soil sample which was 

collected from a site near to JUIT, Waknaghat, Solan.  

  

 

 

Figure 3.1: Schematic representation of experimental workflow. 

Collection of sample 
(Petroleum associated 

soil)

Enrichment of potential 
hydrocarbon utilisers

Sample screening using 
CFM and diesel

Biochemical 
characterisation

Hydrocarbon 
utilization and diesel 

tolernace tests

Molecular 
identification using 16S 
rRNA gene sequencing



 

31 
 

3.1 Sampling from a hydrocarbon contaminated site 

An oil-contaminated site was identified, and a soil sample was collected from the Wakna Filling 

Station, IndianOil, Waknaghat, Solan, Himachal Pradesh, India (Lat 31.0106475° Long 

77.09087°). The sample was collected in a sterilised Tarson centrifuge tube (50 ml) on a sunny 

day (20°C) from about 5 cm below the surface soil. The sample was brought to the lab. pH of 

the soil sample was determined using a 1:1 soil to water (w/v) ratio method [118] (EUTECH 

Cyberscan PH Tutor Meter – ECPHTUTOR-I). Diesel was also procured from Wakna filling 

Station, IndianOil, having a density of 821.4 Kg/m3. 

        

 

Figure 3.2: Sampling site at Waknaghat, Solan, India. 
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3.2 Media preparation  

Bushnell-Haas broth (BHB), from HiMedia (India): Ammonium nitrate 1.0 gms/ltr., 

Dipotassium phosphate 1.0 gms/ltr., Monopotassium phosphate 1.0 gms/ltr., Ferric chloride 

0.050 gms/ltr., Magnesium sulphate 0.200 gms/ltr., and Calcium chloride 0.020 gms/ltr. was 

used. The pH of the medium was 7.2. Bushnell Haas agar from HiMedia was used. 

Nutrient broth from HiMedia (India), having the following composition- Peptic digest of 

animal tissue 5.0, Sodium chloride 5.0, Beef extract 1.50, and Yeast extract 1.50 gms/ltr. was 

used. pH of media was 7.4.  

MacConkey agar with bromocresol blue indicator was used for screening the gram-negative 

and lactose-fermenting bacteria. The broth and agar from HiMedia was prepared, which 

contained peptic digest of animal tissue 10 gms/ltr., Bile salts 4gms/ltr., Sodium chloride 

5gms/ltr., Lactose 30 gms/ltr., Bromo cresol purple 0.12gms/ltr.  

Muller-Hinton broth (HiMedia) was used for the antimicrobial susceptibility testing of the 

bacterial isolate. Ingredients of this broth are HM infusion B from equivalent to beef source 

300gms/ltr., Acicase™ 17.5gms/ltr., Starch 1.5gms/ltr. Solidified media was prepared from this 

broth by adding agar at a concentration of 2% (w/v). 

Luria Bertani Broth, Miller (HiMedia) was used for the culturing of bacteria for DNA isolation 

purposes and other molecular work. Ingredients included Tryptone 10gms/litre, Yeast extract 

5gms/litre, Sodium chloride 10gms/litre. 

All media were sterilised by autoclaving at 121°C at a pressure of 15 psi for 15-20 minutes.  

 

3..3 Isolation of the hydrocarbons-utilizing bacteria 

Methodology for the isolation of hydrocarbon utilizing bacteria was adopted from [119]. 

Briefly, 2-gram petroleum-associated soil sample was added to 20 ml of 0.9% w/v normal 

saline solution in a sterilised test tube. After vortexing it for 10 seconds, the suspension was 

allowed to settle for five minutes to facilitate the sedimentation of most of the soil particles at 

the bottom of the test tube. 2mL of supernatant as an inoculum was added into BHB in an 

Erlenmeyer flask, which was supplemented with 1% diesel (v/v). The sample was agitated on 

a shaker (120 r.p.m) (Labnet 211DS Shaking Incubator) at 30°C temperature for seven days. 

This was done to enrich only those species of bacteria which can utilise diesel (hydrocarbons) 
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as a sole carbon source. A control was set up using the nutrient broth (HiMedia, India)  

inoculated with 1 gms soil per 100 mL to enumerate the original population of the bacteria in 

the soil sample in a 500 ml Erlenmeyer flask. The flask was kept at 100 r.p.m agitation (Labnet 

211DS Shaking Incubator) at 30°C for 5 days. Enumeration of the original bacterial population 

was performed later. 

      

Figure 3.3: A) Methodology followed for hydrocarbon-utilizing bacteria cultivation, B) 

control, for cultivation of the original population in the soil sample. 

 

3.4 pH measurement of enrichment culture 

The pH of the medium was measured after preparing the medium and after the incubation 

period was completed. The changes in the pH were monitored to analyse the metabolic activity 

of the microbes.  

 

3.5 Sequential inoculation-based enrichment of diesel-degrading microbes 

 

Figure 3.4: Sequential inoculation-based enrichment of diesel-degrading microbes. 

a b 
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The enrichment culture after seven days of incubation was centrifuged (Eppendorf Centrifuge 

5804 R) at 5,000 rpm for 5 minutes at room temperature to pellet down the bacterial cells. The 

supernatant was then discarded, and the cell pellet was dissolved into the freshly prepared 

Bushnell Haas broth with 1% Diesel (v/v) in an Erlenmeyer flask. The flask was put under the 

same incubation conditions as above for 7 days. This step was again repeated for two times, 

and pH was measured at the end of incubation after each step, thus giving three enrichments in 

total [119].  

 

3.6 Enumeration of the bacteria 

To quantify the viable bacteria in the samples, the serial dilution method was used. In this 

method, 9 mL Millipore (Elix® 3) water containing glass test tubes were autoclaved for 

sterilisation. Aseptically transferred 1 mL of the bacterial culture into the first test tube (10-1 

dilution) while pipetting gently for proper mixing under horizontal Laminar Air flow Unit (RH-

58 LAF Horizontal, Rescholar Equipment, India). Then, transferred 1 mL from the 10-1 dilution 

tube to the 10-² tube. Subsequent dilutions were made similarly using sterile micropipette tips 

up to 10-10 dilution. 100 µL of solution from each dilution tube was spread onto the nutrient 

agar plates using a sterile glass spreader, and the plates were incubated at 37°C, overnight 

(BOD Incubator (Super Deluxe), Macflow Engineering, India). The number of colonies were 

counted after incubation to estimate the bacteria in CFU/mL in the control, second and third 

enrichment samples.  

 

3.7 Selection of morphologically distinct colonies 

After the third enrichment and serial dilution, four morphologically distinct colonies were 

selected from a 10-6 dilution plate. These colonies were chosen based on their shape, edge, 

colour, and texture. Each of these individual colonies were then isolated and quadrant-streaked 

in duplicates onto fresh nutrient agar plates to obtain a pure culture. The plates were incubated 

overnight at 37°C (BOD Incubator (Super Deluxe), Macflow Engineering, India).  
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3.8 Gram staining of the isolated bacterial strains 

Gram staining of the isolates was performed to determine whether the bacteria were gram 

negative or gram positive and their morphological charcateristics were also observed. The 

Gram staining protocol by the American Society for Microbiology was adopted to characterize 

the bacteria [120]. (Appendix-1)  

 

3.9 Cryopreservation of isolated bacterial strains 

Glycerol stabilises the membranes of the bacterial cells, thus keeping the cells alive. At -80°C, 

glycerol stocks can be stored for several years. For the long-term preservation, all the bacterial 

isolates were incubated in sterilised nutrient broth in an Erlenmeyer flask (100 mL) under 

aseptic conditions (RH-58 LAF Horizontal, Rescholar Equipment, India) and incubated at 

37°C overnight with shaking at 100 r.p.m. 2 mL of overnight culture was added to an equal 

volume of 50% glycerol (v/v) in cryovials and stored at -80°C for further experimentation 

[121]. 

 

3.10 Growth on diesel for screening of hydrocarbon degraders 

The modified spread plate method was used to examine the hydrocarbon utilization ability of 

the bacterial isolates [122]. 100 µL of diesel was spread on the BHA plates using a sterile glass 

spreader until a uniform surface layer was formed. The bacterial isolates DDB1, DDB2, DDB3, 

and DDB4 were streaked onto these plates using two distinct methods: continuous streaking 

(for confluent growth) and quadrant streaking (for obtaining isolated colonies). Abiotic control 

was set up to check for contamination. These streaked plates and abiotic control were incubated 

at 30°C for four days (Labnet 211DS Shaking Incubator) without shaking.  

 

3.11 Preliminary screening of the DDB2 isolate on the MacConkey agar 

Preliminary screening was done to differentiate between lactose fermenting and non-lactose 

fermenting gram-negative bacteria by growing it on the MacConkey agar plates. MacConkey 

agar is a solid differential medium used to isolate gram-negative enteric bacteria and to 

differentiate lactose and non-lactose-sugar-fermenting bacteria. Only bile salt-resistant 

bacteria, particularly the members of the Enterobacteriaceae family and the genus 
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Pseudomonas, can grow, and gram-positive bacteria cannot grow on this medium. Lactose 

fermenters produce a red to pink colour due to a drop in pH, and neutral red is absorbed by the 

bacteria, while non-lactose fermenters give a pale to transparent colour. Strong lactose 

fermenters have a pink halo around colonies due to bile salt precipitation by the acid produced. 

Weak lactose fermenters may appear red or pink, but don’t have a halo around colonies [123].   

 

3.12 Potassium hydroxide string Test 

3% KOH was placed on a clean and grease-free microscopic slide. A loop of an isolated, 

discrete colony was spread on the drop and stirred continuously till a suspension was formed. 

Formation of a mucoid string indicates that the bacteria is gram-negative, and if the suspension 

remains fluid it indicates that the bacteria is gram-positive. In gram-negative bacteria, 3% KOH 

breaks down the cell wall of the bacteria and releases viscid chromosomal materials, which 

gives the thick string texture [124].   

  

3.13 Biochemical characterisation 

a) Catalase test: The catalase test was carried out using the slide drop method. A sterile loop 

was used to pick a single bacterial colony and spread it on a clean microscope slide. Then, a 

drop of 3% hydrogen peroxide (H₂O₂) was added using a Pasteur pipette to observe the reaction. 

The formation of bubbles of O2 indicates the presence of the catalase enzyme [125]. 

b) Starch hydrolysis test: To evaluate starch-degrading activity, the bacterial culture was 

streaked on starch agar plates under aseptic conditions (RH-58 LAF Horizontal, Rescholar 

Equipment, India). The inoculated plates were incubated at 37ௗ°C (BOD Incubator (Super 

Deluxe), Macflow Engineering, India), overnight. Following incubation, the agar surface was 

flooded with Gram’s iodine, which interacts with residual starch. A clear halo around the 

microbial growth signifies the breakdown of starch by amylase, indicating a positive result. In 

contrast, uniform dark staining without a clear zone denotes a negative reaction, implying the 

absence of starch hydrolysis [126]. (A-2) 

c) Detection of PHB inclusions using Sudan Black B Staining 

Sudan Black B staining was used to visualize intracellular poly-β-hydroxybutyrate (PHB) 

inclusions in bacterial cells. A clean glass slide was used to prepare a thin smear of the bacterial 
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culture, which was then left to air dry. Once dried, the slide was heat-fixed by quickly passing 

it through a flame. The fixed smear was stained with 0.3% Sudan Black B solution (prepared 

in 70% ethanol) for a duration of 10 minutes. Following staining, the slide was carefully rinsed 

with 70% ethanol to eliminate excess dye until the smear background appeared clear. It was 

then washed with distilled water. Subsequently, safranin as counterstain was applied for 30 

seconds to provide contrast. After a final wash with distilled water, the slide was allowed to 

dry, and microscopic examination was carried out under oil immersion (100x objective 

lens).PHB granules appear as black to bluish structures [126]. B. subtilis was used as a positive 

control. (Appendix-3) 

 

d) Growth at 42° C 

To determine the ability of bacterial isolates to grow at elevated temperatures—a distinguishing 

trait of Pseudomonas aeruginosa—cultures were incubated at 42°C (B.O.D. INCUBATOR 

SHAKER, Macflow Engineering Pvt Ltd.). Under aseptic conditions, a small inoculum of the 

test isolate was quadrant streaked onto sterile MacConkey agar. The inoculated plates were 

then incubated at 42°C for 24 to 48 hours [126], [127].  

 

3.14 Diesel utilization test 

The diesel utilization test protocol was designed to visually inspect the bacterial growth in the 

presence and absence of diesel. Abiotic or negative control does not have bacteria in it, while 

the other control has no diesel but bacteria in it. In this experiment evaluation of diesel as a 

potential carbon source was done.  
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Figure 3.5: Experimental design for hydrocarbons utilization test. 

 

The first step was the inoculum preparation i.e., overnight culture of DDB2 bacteria with an 

OD₆₀₀ ≈ 1.1. Centrifugation (Eppendorf Centrifuge 5804 R) of this culture was performed at 

8,000 rpm for 12 minutes at 4°C. After that, the cell pellet was washed three times with 0.9% 

NaCl normal saline. The washed pellet was then resuspended in 600 µL of BHB (Bushnell 

Haas Broth) media. The second step was the inoculation setup step, in which 200 µL of 

inoculum was added to each flask: 

 Flask 1 (Biotic Control): BHB Media + Culture 

 Flask 2 (Test): BHB Media + 2% Diesel (v/v) + Culture 

 Flask 3 (Negative Control or Abiotic Control): BHB Media + 2% Diesel (v/v) (no 

culture) 

The third step was to visually inspect the bacterial growth after seven days. 
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3.15 Diesel tolerance test of DDB2 bacteria 

The range of the diesel concentration studied in the tolerance test was between 5% (v/v) to 25% 

(v/v) of diesel [128]. For the diesel tolerance test, 100 µL of inoculum was added from an 

overnight-grown fresh culture to different Tarson tubes of size 50 mL, having BH broth and 

diesel at different concentrations, 5, 10, 15, 20, 25 % (v/v), in triplicates [128] [129] 

respectively. The cultures were incubated at 30° C in an orbital shaker at 150 rpm (Labnet 

211DS Shaking Incubator), ensuring proper oxygenation of the samples. Absorbance of the 

samples was measured after a seven-day incubation period to check the effect of varying diesel 

concentration on bacterial growth using a spectrophotometer (SHIMADZU UV-1900i UV-VIS 

Spectrophotometer). Before the measurement of each sample, the sample was agitated at very 

low rpm for 20-30 seconds, to ensure that no diesel emulsions form, to get accurate readings 

in triplicates [130] [131].  

 

3.16 Antimicrobial susceptibility test (AST) of DDB2 

To perform the AST of DDB2, the disk diffusion method was employed. For the 

standardisation of the inoculum, 0.5 McFarland standard having an OD600 of 0.098 (0.5 

McFarland standard corresponding to approximately 1.5 × 10⁸ CFU/mL [132]) was used. The 

turbidity of the inoculum, prepared in normal saline, was visually matched to the 0.5 McFarland 

standard. The standardised inoculum was spread uniformly with sterile cotton swab on 

Mueller-Hinton agar plate under a laminar air flow hood cabinet (RH-58 LAF Horizontal, 

Rescholar Equipment, India). Antibiotic disks were placed gently with the help of sterile 

tweezers. Incubation of the plate was done at 37° C overnight (BOD Incubator (Super Deluxe), 

Macflow Engineering, India), and the results were noted by measuring the zone of inhibition 

[133].  

0.5 McFarland standard was prepared by mixing 0.05 mL of 1.175% BaCl₂ with 9.95 mL of 

1% H₂SO₄, and then vortexed to get 0.5 McFarland standard. OD was measured at 600nm, and 

it was 0.098, which was under the prescribed limits [132]. 
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3.17 Molecular identification of the bacterial isolate DDB2 

The bacterial isolate DDB2 was identified using 16S rRNA gene sequencing; this process was 

outsourced to Barcode Biosciences, Bangalore, an ISO 9001:2015 certified laboratory. 

Genomic DNA (gDNA) of high quality was isolated and confirmed by visualisation on a 1% 

agarose gel. Amplification of the 16S rRNA gene was achieved using universal primers 

(16SrRNA-F and 16SrRNA-R), resulting in a distinct amplicon of around 1500 base pairs. The 

PCR product was then purified and subjected to Sanger sequencing (ABI 3730xl Genetic 

Analyzer). The obtained forward and reverse sequences were assembled to form a consensus 

sequence, which was subsequently compared with sequences in the NCBI GenBank 'nr' 

database using BLASTn [134], [135]. For phylogenetic evaluation, the consensus sequence 

was analysed in MEGA11 software (A-6) [136] using the Maximum Likelihood approach 

based on the Tamura-Nei model. (Appendix-4 and Appendix-5) 
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CHAPTER  4 

RESULTS AND DISCUSSION 
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4.1 Isolation of the hydrocarbons-degrading strains 

 

                    

 

Figure 4.1: Colour change of enrichment medium with time. 

pH: pH of the sample soil was 8.16. 

On Day 0: The medium's initial visual appearance before microbial activity or expected 

hydrocarbon degradation was observed to be pale and translucent.  

On Day 3: The colour of the media changed to greenish. The greenish appearance of the media 

indicated the growth of microorganisms and their initial adaptation to hydrocarbons. The 

proliferation of Pseudomonas species, occasionally creates pigments like pyocyanin [137] 

under hydrocarbon stress, or the synthesis of certain metabolites, may be connected to this 

colour shift. 

On Day 7: The colour of the media changed to dark brown, possibly due to the production of 

some pigments or metabolites [137]. 

 

4.2 pH measurement of enrichment culture 

The pH of the media after seven days of incubation was measured. pH on day 7 (after the first 

enrichment step) was 5.8. The pH of the media after the second sequential enrichment (after 7 

days) was 5.28, and after the third sequential enrichment, the pH of the media was 5.0. The pH 

change could indicate the formation of some metabolites during diesel degradation, and 

formation of several organic acids [138]. 

At Day 0 At Day 3 At Day 7 
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4.3 Enumeration of the bacteria 

Bacteria were enumerated using the serial dilution method for the control sample, after the 

second and third enrichment steps using selective media. CFU/mL after five days of incubation 

in the control sample (petroleum- associated soil in NB) was 1.04×108, after second enrichment 

(BH + 1% diesel v/v) was 8.9×108, and after third enrichment (BH + 1% diesel v/v) was 

2.7×108. 

 

4.4 Selection of morphologically distinct colonies 

Four morphologically distinct colonies were selected. 

Table 4: Observation table for the above-selected colonies. 

Colony 

number 

and 

name 

Shape Colour Margin Elevation Opacity 

and 

texture 

Size Surface 

1 (DDB1) Circular White Smooth 

(entire) 

Raised Opaque 

and 

buttery 

Comparatively 

medium-size 

Smooth 

and shiny 

2 

(DDB2) 

Circular Cream Smooth 

(entire) 

Convex Opaque 

and 

buttery 

Largest of all Smooth 

and 

slightly 

matte (but 

not shiny) 

3 

(DDB3) 

Circular White/Cream Entire 

(smooth 

and well-

defined) 

Raised Opaque 

and 

buttery 

Comparatively 

small in size 

Smooth 

and 

slightly 

glossy 

4 

(DDB4) 

Circular White Entire Convex Opaque 

and 

buttery 

Smallest of all Smooth 

and 

slightly 

glossy 
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An important observation was that there was a greenish tint to the white colour of all the 

colonies. 

 

4.5 Gram staining of the isolated bacterial strains 

All four morphologically selected isolates, DDB1, DDB2, DDB3, and DDB4, were gram-

negative and appeared pink under the microscope. They did not retain the crystal violet stain 

and took up the counterstain (safranin), thus appearing pink due to their thin peptidoglycan 

layer.  

 

            

Figure 4.2: Gram-staining results of bacterial isolates under 100x magnification of the 

microscope. a) DDB1, b) DDB2, c) DDB3, and d) DDB4. 

 

4.6 Cryopreservation of isolated bacterial strains 

 

Figure 4.3: Cryovials containing different isolated bacteria (DDB1 to DDB4). 

 

 

 

 

a b c d 
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4.7 Growth on diesel for screening of hydrocarbon degraders 

 

   

Figure 4.4: a) Continuous streak of DDB2 isolate on diesel spread BH agar plate after four 

days of incubation; b) Quandrant streak of DDB2 on diesel spread BH agar plate after four 

days of incubation; c) Negative control E. coli on diesel spread BH agar plate. 

 

DDB2 isolate showed positive and fast growth on the diesel-aided BH agar. The DDB2 

isolate’s growth was observed to extend out toward the nearby surface diesel, growing beyond 

its original streak path. DDB2 was thus recognised as the most potent hydrocarbon degrader 

out of other isolates thus it was selected for further analysis.  

 

4.8 Preliminary screening of the DDB2 isolate on the MacConkey agar 

       

Figure 4.5: a) DDB2 bacterial isolate on nutrient agar showing green tint; b) DDB2 on 

MacConkey agar with bromocresol blue indicator; c) DDB2 showing fluorescence under UV 

lamp light  

a b c 

a b c 
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DDB2 produced green coloured pigment on the nutrient agar, which covered the whole plate 

surface. Some species of Pseudomonas, like Pseudomonas aeruginosa, are known to produce 

commercially viable soluble pigments of various colours. It produces blue coloured pigment 

pyocyanin, yellow green-coloured pigment pyoverdin, red coloured pyorubin and brown 

coloured pyomelanin. Pyocyanin pigment has anti-fungal properties [137].   

DDB2 produced a green tint, which can be seen around the bacterial growth under ultraviolet 

radiation. The colonies were pale yellow. Pseudomonas aeruginosa is known to produce 

fluorescent green coloured pigment on MacConkey agar, which can be seen under ultraviolet 

radiation [139]. 

 

4.9 Potassium Hydroxide String Test 

All the bacterial isolates were gram-negative bacteria, forming a string during the KOH string 

test.  

 

4.10 Biochemical characterisation. 

a) Catalase test: Bubble formation was observed instantly after hydrogenperoxide was added 

onto the culture. Thus, all the bacterial isolates (DDB1 to DDB4) were catalase positive.  

b)  Starch hydrolysis test 

                      

Figure 4.6: Negative result of starch hydrolysis test for DDB2, a) bacterial plate before test; 

b) bacterial plate after test showing no zone of clearance or halo around the bacterial growth. 

The starch hydrolysis test for DDB2 yielded a negative result, indicated by the absence of any 
clear zone or halo surrounding the bacterial growth. 

a b 
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c) Detection of PHB inclusions using Sudan Black B Staining 

       

Figure 4.7: a) Sudan Black B staining of DDB2 under 100X magnification of light 

microscope; b) Sudan Black B staining of the positive control i.e., Bacillus subtilis under 

100X magnification of light microscope. 

Sudan Black B staining showed the absence of PHB inclusions in DDB2, while the positive 

control displayed distinctive blue-black granules indicating PHB accumulation. 

 

d) Growth at 42° C 

         

Figure 4.8: a) Plate showing overnight growth of DDB2 at 42° C  

Bacterial isolate DDB2 exhibited clear growth following overnight incubation at 42°C, 

suggesting its thermotolerant nature— a characteristic commonly associated with 

Pseudomonas aeruginosa [127]. 

 

a b 
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Table 5: Distinctive Identification Tests for Pseudomonas aeruginosa and their results (Based 

on Bergey’s Manual [127]). 

S. no. Test name Result 

1. Catalase test + 

2. Starch hydrolysis test - 

3. PHB accumulation  - 

4. Growth at 42° C + 

5. Pigment production + 

 

Based upon the results (in table 6) and the observed characteristics— including Gram-negative 

rod morphology, positive test for catalase, growth at 42°C, and the production of a bluish-green 

pigment accompanied by a fruity, grape-like odour— are indicative of the organism 

Pseudomonas sp. These results aligned with the identification criteria outlined in [127]. 

 

4.11 Diesel tolerance test of DDB2 bacteria 

 

Figure 4.9: Growth response of DDB2 at different diesel concentrations. 

The growth of DDB2 increased with diesel concentration from 5% to 25% (v/v), and peaked 

around 20–25%. This indicated that this bacterial isolate is highly tolerant to the different 

increasing diesel concentrations. At high diesel concentrations, the bacterial growth was high 
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due to more carbon source for the utilization as an energy source. A highly tolerant bacterial 

strain will be very beneficial for further application purposes.  

 

4.12 Diesel utilization test 

 

                             

Figure 4.10: a) Turbidity in test flask after 24-hour incubation; b) Clear biotic control after 

24 hours of incubation; c) Clear abiotic control after 24 hours of incubation. 

                                            

Figure 4.11: a) High turbidity in test flask after five days of incubation; b) Clear biotic 

control after five days of incubation; c) Clear abiotic control after five days of incubation. 

a b c 

a b c 
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Results: Turbidity is a sign of microbial growth; this is only seen in the test flask containing 

diesel and the test organism. The lack of turbidity in the biotic control indicated the inability 

of the organism to grow without diesel. Absence of turbidity in the abiotic control indicated 

that the procured diesel was not contaminated.  

 

4.13 Antimicrobial susceptibility test (AST) of DDB2 

We also conducted the AST to check the strain’s ability to grow in the presence of different 

standard antibiotics. The rationale of this study was to check the pathogenic nature of the 

isolated bacterium as it belonged to the genus Pseudomonas which is known to include 

opportunistic pathogens [140]. 

Table 6: AST results for DDB2, diameters of the zones of inhibition of different antibiotics. 

Sample ID Antibiotic 
Disc 

Concentration 
(µg) 

Zone of 
Inhibition 

(mm) 
Interpretation (S/R) 

DDB2 Imipenem 10 35 Susceptible 

DDB2 Gentamicin 120 28 Susceptible 

DDB2 Doripenem 10 29 Susceptible 

DDB2 Ceftazidime 30 13 Resistant  

DDB2 Cefepime 30 No zone Resistant 

 

Interpretations of results according to [141].  

 

Interpretations of results: We found that the strain was susceptible to Imipenem, Gentamicin, 
and Doripenem. However, resistance was observed for some antibiotics of beta-lactams group- 
Ceftazidime and Cefepime. 
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4.14 Molecular identification of the bacterial isolate DDB2  

 

                                

Figure 4.12: a) Isolated gDNA of DDB2; b) PCR product of around 1500 bp (A-4) 

Sanger sequencing chromatogram data and consensus sequence (A-5) 

 

 

 

 

 

 

a b 

1500 bp 

500 bp 

100 bp 
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Figure 4.13: NCBI’s nBLAST, showing top ten results [134], [135] . 

 

 

 

 

Figure 4.14: Results in BLAST tree view, Query ID: lcl|Query_135185 [134], [135] 

a 

b 
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Figure 4.15: a) Phylogenetic tree constructed in MEGA11 software (Appendix-6)  [136]; b) 
Phylogeny tree provided in the MID report. 

 

 

a 

b 
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Table 7: Sequences producing significant alignments. 

Description 
Max 

Score 

Total 

Score 

Query 

Cover 
E Value 

% 

Identity 
Accession 

Pseudomonas aeruginosa 

strain PpB3 
2767 2767 100% 0.00 99.93% PV274339.1 

Pseudomonas aeruginosa 

strain LS8 
2767 2767 100% 0.00 99.93% PV133734.1 

Pseudomonas sp. strain 2B 2763 2763 100% 0.00 99.93% PP859489.1 

Streptomyces sp. SCSIO 

04777 
2760 2760 100% 0.00 99.87% KC814697.1 

Pseudomonas aeruginosa 

strain LCS1 
2760 2760 100% 0.00 99.93% MK430420.1 

Pseudomonas aeruginosa 

strain K3 
2760 2760 100% 0.00 99.93% EF064786.1 

Pseudomonas aeruginosa 

strain BPT11 
2760 2760 100% 0.00 99.93% OM541664.1 

Pseudomonas aeruginosa 

strain IHB B 6863 
2760 2760 100% 0.00 99.93% KF668476.1 

Pseudomonas aeruginosa 2760 2760 100% 0.00 99.93% DQ115539.1  

Pseudomonas aeruginosa 

strain GH01 
2760 2760 100% 0.00 99.93% PQ350402.1 
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Table 8: Distance matrix, estimates of evolutionary divergence between sequences. 

 

 

Result: DDB2 was identified as Pseudomonas aeruginosa, exhibiting a high degree of 

similarity through nucleotide sequence homology and phylogenetic analysis. For strain level 

identification whole genome sequencing is required as mentioned in the chapter 6.  
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5. Conclusion 

The present study primarily focused on identifying and isolating hydrocarbon-degrading 

bacteria from soil contaminated by diesel near JUIT, which lies in the Himalayan region. The 

environment and human health are seriously threatened by hydrocarbon pollution, particularly 

which comes from petroleum-based products. The aim of the study was to isolate hydrocarbon 

utilising bacteria for their bioremediation potential. Four morphologically different bacterial 

strains (DDB1–DDB4) were recovered by sequential enrichment in Bushnell Haas broth 

supplemented with diesel. It was found that all four were catalase-positive and gram-negative. 

However, the isolate DDB2 showed the strongest growth among these when diesel was used 

as the only carbon source, suggesting that it has higher hydrocarbonoclastic potential. 

 

Only the DDB2 isolate exhibited significant capabilities in diesel degradation, tolerance to 

differing diesel concentrations. Furthermore, it exhibited pigment production and fluorescence 

under UV light. The isolate demonstrated favourable outcomes in the diesel utilization test 

which indicates its potential to thrive in diverse and challenging environments.  Molecular 

identification through 16S rRNA sequencing validated its taxonomic classification. DDB2 

classified as Pseudomonas aeruginosa. 

This study emphasises the potential of utilising native microbial populations for the 

biodegradation of petroleum hydrocarbons in ecologically sensitive or fragile areas such as the 

Himalayas. The use of these bacteria provides an environmentally sustainable and 

economically viable approach to hydrocarbon pollution remediation while also maintaining the 

integrity of native microbial diversity by preventing the introduction of non-native species.  
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CHAPTER 6 

FUTURE SCOPES  
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5. Future Scopes 

One may further proceed with the following: 

 Conduct whole-genome sequencing of DDB2 to identify the strain and particular genes 

involved in hydrocarbon degradation. 

 Investigate the enzymatic pathways associated with diesel degradation. 

 Formulate bacterial consortia to improve bioremediation efficacy. 

 Investigate the degradation potential of additional petroleum products, such as 

polycyclic aromatic hydrocarbons (PAHs) and crude oil. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  



 

61 
 

REFERENCES 

  

 

 

 

  



 

62 
 

[1] H. Wilkes and J. Schwarzbauer, “Hydrocarbons: An Introduction to Structure, Physico-

Chemical Properties and Natural Occurrence,” in Handbook of Hydrocarbon and Lipid 

Microbiology, K. N. Timmis, Ed., Berlin, Heidelberg: Springer Berlin Heidelberg, 2010, 

pp. 1–48. doi: 10.1007/978-3-540-77587-4_1. 

[2] N. Ladygina, E. G. Dedyukhina, and M. B. Vainshtein, “A review on microbial synthesis 

of hydrocarbons,” May 2006. doi: 10.1016/j.procbio.2005.12.007. 

[3] E. Pandolfo, A. Barra Caracciolo, and L. Rolando, “Recent Advances in Bacterial 

Degradation of Hydrocarbons,” Jan. 01, 2023, MDPI. doi: 10.3390/w15020375. 

[4] P. Logeshwaran, M. Megharaj, S. Chadalavada, M. Bowman, and R. Naidu, “Petroleum 

hydrocarbons (PH) in groundwater aquifers: An overview of environmental fate, 

toxicity, microbial degradation and risk-based remediation approaches,” Environ 

Technol Innov, vol. 10, pp. 175–193, 2018, doi: 

https://doi.org/10.1016/j.eti.2018.02.001. 

[5] L. D. Busenell and H. F. Haas, “THE UTILIZATION OF CERTAIN 

HYDROCARBONS BY MICROORGANISMS’.” [Online]. Available: 

https://journals.asm.org/journal/jb 

[6] G. Kebede, T. Tafese, E. M. Abda, M. Kamaraj, and F. Assefa, “Factors Influencing the 

Bacterial Bioremediation of Hydrocarbon Contaminants in the Soil: Mechanisms and 

Impacts,” 2021, Hindawi Limited. doi: 10.1155/2021/9823362. 

[7] A. B. Medić and I. M. Karadžić, “Pseudomonas in environmental bioremediation of 

hydrocarbons and phenolic compounds- key catabolic degradation enzymes and new 

analytical platforms for comprehensive investigation,” Oct. 01, 2022, Springer Science 

and Business Media B.V. doi: 10.1007/s11274-022-03349-7. 

[8] J. Nong, P. Peng, J. Pan, T. Shen, and Q. L. Xie, “Effect of Bioaugmentation and 

Biostimulation on Hydrocarbon Degradation and Bacterial Community Composition in 

Different Petroleum-Contaminated Soil Layers,” Water Air Soil Pollut, vol. 234, no. 3, 

Mar. 2023, doi: 10.1007/s11270-023-06161-7. 

[9] P. Gautam, R. Bajagain, and S.-W. Jeong, “Combined effects of soil particle size with 

washing time and soil-to-water ratio on removal of total petroleum hydrocarbon from 



 

63 
 

fuel contaminated soil,” Chemosphere, vol. 250, p. 126206, 2020, doi: 

https://doi.org/10.1016/j.chemosphere.2020.126206. 

[10] S. Ahmed, K. Kumari, and D. Singh, “Different strategies and bio-removal mechanisms 

of petroleum hydrocarbons from contaminated sites,” Mar. 26, 2024, Emerald 

Publishing. doi: 10.1108/AGJSR-09-2022-0172. 

[11] A. K. Haritash and C. P. Kaushik, “Biodegradation aspects of Polycyclic Aromatic 

Hydrocarbons (PAHs): A review,” 2009. doi: 10.1016/j.jhazmat.2009.03.137. 

[12] J. G. Speight, Natural Gas: A Basic Handbook. Gulf Professional Publishing, 2018. 

[Online]. Available: https://books.google.co.in/books?id=TqlBDwAAQBAJ 

[13] S. Wante, M. B. Peter, and A. Wasa, “Petroleum Hydrocarbons: Energy and Pollution in 

the Environment,” 2021. [Online]. Available: www.jsaer.com 

[14] “Handbook_of_Petroleum_Refining”. 

[15] Vandana, M. Priyadarshanee, U. Mahto, and S. Das, “Chapter 2 - Mechanism of toxicity 

and adverse health effects of environmental pollutants,” in Microbial Biodegradation 

and Bioremediation (Second Edition), S. Das and H. R. Dash, Eds., Elsevier, 2022, pp. 

33–53. doi: https://doi.org/10.1016/B978-0-323-85455-9.00024-2. 

[16] L. T. Popoola, G. Babagana, and A. A. Susu, “A Review of an Expert System Design for 

Crude Oil Distillation Column Using the Neural Networks Model and Process 

Optimization and Control Using Genetic Algorithm Framework,” Advances in Chemical 

Engineering and Science, vol. 03, no. 02, pp. 164–170, 2013, doi: 

10.4236/aces.2013.32020. 

[17] J. W. Moore and S. Ramamoorthy, “Petroleum Hydrocarbons,” in Organic Chemicals in 

Natural Waters: Applied Monitoring and Impact Assessment, J. W. Moore and S. 

Ramamoorthy, Eds., New York, NY: Springer New York, 1984, pp. 115–140. doi: 

10.1007/978-1-4613-9538-6_7. 

[18] M. Daher Hazaimeh and E. S. Ahmed, “Bioremediation perspectives and progress in 

petroleum pollution in the marine environment: a review”, doi: 10.1007/s11356-021-

15598-4/Published. 



 

64 
 

[19] “File:Crude Oil Distillation Unit.png - Wikimedia Commons.” Accessed: Jun. 12, 2025. 

[Online]. Available: 

https://commons.wikimedia.org/wiki/File:Crude_Oil_Distillation_Unit.png#filelinks 

[20] C. C. Macaya et al., “Bioremediation of Petroleum,” Reference Module in Life Sciences, 

Jan. 2019, doi: 10.1016/B978-0-12-809633-8.20810-8. 

[21] “Aromatic Hydrocarbons | FSC 432: Petroleum Refining.” Accessed: May 05, 2025. 

[Online]. Available: https://www.e-education.psu.edu/fsc432/content/aromatic-

hydrocarbons 

[22] J. G. Speight, “Organic Chemistry,” Environmental Organic Chemistry for Engineers, 

pp. 43–86, Jan. 2017, doi: 10.1016/B978-0-12-804492-6.00002-2. 

[23] “Air Quality Guidelines for Europe Second Edition”. 

[24] K. Srogi, “Monitoring of environmental exposure to polycyclic aromatic hydrocarbons: 

A review,” Environ Chem Lett, vol. 5, no. 4, pp. 169–195, 2007, doi: 10.1007/S10311-

007-0095-0,. 

[25] T. Ohura, T. Amagai, M. Fusaya, and H. Matsushita, “Polycyclic Aromatic 

Hydrocarbons in Indoor and Outdoor Environments and Factors Affecting Their 

Concentrations,” Environ Sci Technol, vol. 38, no. 1, pp. 77–83, Jan. 2004, doi: 

10.1021/ES030512O,. 

[26] “PubChem.” Accessed: Jun. 11, 2025. [Online]. Available: 

https://pubchem.ncbi.nlm.nih.gov/ 

[27] S. Sugihara, “Petroleum Resin,” Encyclopedia of Polymeric Nanomaterials, pp. 1546–

1550, 2015, doi: 10.1007/978-3-642-29648-2_240. 

[28] W. Vredenburgh, K. F. Foley, and A. N. Scarlati, “Hydrocarbon Resins,” Encyclopedia 

of Polymer Science and Engineering, vol. 7, pp. 758–782, 1987. 

[29] Z. Wang, C. Yang, Z. Yang, C. E. Brown, B. P. Hollebone, and S. A. Stout, “Petroleum 

biomarker fingerprinting for oil spill characterization and source identification,” 

Standard Handbook Oil Spill Environmental Forensics, pp. 131–254, Jan. 2016, doi: 

10.1016/B978-0-12-803832-1.00004-0. 



 

65 
 

[30] S. Azizian and M. Khosravi, “Advanced oil spill decontamination techniques,” Interface 

Science and Technology, vol. 30, pp. 283–332, Jan. 2019, doi: 10.1016/B978-0-12-

814178-6.00012-1. 

[31] P. Parmar, R. Dhurandhar, and S. Naik, “Environmental Fate and Microbial Reactions 

to Petroleum Hydrocarbon Contamination in Terrestrial Ecosystems,” 2023, pp. 139–

158. doi: 10.1007/978-3-031-48220-5_6. 

[32] M. Nie et al., “Understanding plant-microbe interactions for phytoremediation of 

petroleum-polluted soil,” PLoS One, vol. 6, no. 3, 2011, doi: 

10.1371/journal.pone.0017961. 

[33] A. Truskewycz et al., “Petroleum hydrocarbon contamination in terrestrial 

ecosystems—fate and microbial responses,” Sep. 19, 2019, MDPI AG. doi: 

10.3390/molecules24183400. 

[34] P. D. Lundegard and R. E. Sweeney, “Total Petroleum Hydrocarbons in Groundwater—

Evaluation of Nondissolved and Nonhydrocarbon Fractions,” Environ Forensics, vol. 5, 

no. 2, pp. 85–95, Jun. 2004, doi: 10.1080/15275920490454346. 

[35] J. E. Landmeyer and T. N. Effinger, “Effect of phytoremediation on concentrations of 

benzene, toluene, naphthalene, and dissolved oxygen in groundwater at a former 

manufactured gas plant site, Charleston, South Carolina, USA, 1998–2014,” Environ 

Earth Sci, vol. 75, no. 7, Apr. 2016, doi: 10.1007/s12665-016-5408-9. 

[36] J. B. Regitano, W. C. Koskinen, and M. J. Sadowsky, “Influence of soil aging on sorption 

and bioavailability of simazine,” J Agric Food Chem, vol. 54, no. 4, pp. 1373–1379, 

Feb. 2006, doi: 10.1021/jf052343s. 

[37] M. A. Providenti, H. Lee, and J. T. Trevors, “Selected factors limiting the microbial 

degradation of recalcitrant compounds,” 1993. 

[38] S. Khan, M. Afzal, S. Iqbal, and Q. M. Khan, “Plant-bacteria partnerships for the 

remediation of hydrocarbon contaminated soils,” 2013, Elsevier Ltd. doi: 

10.1016/j.chemosphere.2012.09.045. 

[39] A. K. Yadav et al., “Isolation and characterization of biosurfactant producing Bacillus 

sp. from diesel fuel-contaminated site,” Microbiology (Russian Federation), vol. 85, no. 

1, pp. 56–62, Jan. 2016, doi: 10.1134/S0026261716010161. 



 

66 
 

[40] S. Mukherjee et al., “Spatial patterns of microbial diversity and activity in an aged 

creosote-contaminated site,” ISME Journal, vol. 8, no. 10, pp. 2131–2142, Jan. 2014, 

doi: 10.1038/ismej.2014.151. 

[41] A. Ball and A. Truskewycz, “Polyaromatic hydrocarbon exposure: An ecological impact 

ambiguity,” 2013, Springer Verlag. doi: 10.1007/s11356-013-1620-2. 

[42] C. B. Chikere, G. C. Okpokwasili, and B. O. Chikere, “Monitoring of microbial 

hydrocarbon remediation in the soil,” 2011, Springer Verlag. doi: 10.1007/s13205-011-

0014-8. 

[43] J. L. Stroud, G. I. Paton, and K. T. Semple, “Microbe-aliphatic hydrocarbon interactions 

in soil: Implications for biodegradation and bioremediation,” in Journal of Applied 

Microbiology, Blackwell Publishing Ltd, 2007, pp. 1239–1253. doi: 10.1111/j.1365-

2672.2007.03401.x. 

[44] B. Zhang, E. J. Matchinski, B. Chen, X. Ye, L. Jing, and K. Lee, “Marine Oil Spills—

Oil Pollution, Sources and Effects,” World Seas: An Environmental Evaluation Volume 

III: Ecological Issues and Environmental Impacts, pp. 391–406, Jan. 2019, doi: 

10.1016/B978-0-12-805052-1.00024-3. 

[45] R. Chughtai and Z. Asif, “Study fate of pollutants due to oil spill in sea water through 

multimedia environmental modeling,” International Journal of Environmental Science 

and Technology, vol. 18, no. 3, pp. 761–770, Mar. 2021, doi: 10.1007/s13762-020-

02849-z. 

[46] “Oil Tanker Spill Statistics 2024 - ITOPF.” Accessed: Apr. 30, 2025. [Online]. Available: 

https://www.itopf.org/knowledge-resources/data-statistics/oil-tanker-spill-statistics-

2024/ 

[47] “Oil Tanker Spill Statistics 2024 - ITOPF.” Accessed: May 01, 2025. [Online]. 

Available: https://www.itopf.org/knowledge-resources/data-statistics/oil-tanker-spill-

statistics-2024/ 

[48] J. Chen, W. Zhang, Z. Wan, S. Li, T. Huang, and Y. Fei, “Oil spills from global tankers: 

Status review and future governance,” J Clean Prod, vol. 227, pp. 20–32, Aug. 2019, 

doi: 10.1016/J.JCLEPRO.2019.04.020. 



 

67 
 

[49] W. Department of Ecology — Spills Program, “Spill Prevention, Preparedness, and 

Response Program Focus on: Environmental Harm from Oil Spills,” 2019. [Online]. 

Available: https://ecology.wa.gov/ 

[50] D. Yuewen and L. Adzigbli, “Assessing the Impact of Oil Spills on Marine Organisms,” 

Journal of Oceanography and Marine Research, vol. 06, no. 01, 2018, doi: 

10.4172/2572-3103.1000179. 

[51] S. W. Jorgensen, “Ecotoxicology: a derivative of encyclopedia of ecology”. Academic 

Press, London, p Laurén,” p. 390 pp, 2010, Accessed: May 01, 2025. [Online]. 

Available: 

https://books.google.com.tw/books?id=Ha3TgYs9B1oC&pg=PR6&lpg=PR6&dq=S+

Matsui+Ecotoxicology&source=bl&ots=CPdnuQaq4a&sig=pTUqS09LaUSOTvah2b8

3f7jqfIM&hl=zh-

TW&sa=X&ved=0ahUKEwjYlP6E1ffYAhWM2LwKHUSBB9UQ6AEILjAA#v=one

page&q=Erik Jorgensen&f=false 

[52] E. Sørhus et al., “Crude oil exposures reveal roles for intracellular calcium cycling in 

haddock craniofacial and cardiac development,” Sci Rep, vol. 6, Aug. 2016, doi: 

10.1038/srep31058. 

[53] M. González-Doncel, L. González, C. Fernández-Torija, J. M. Navas, and J. V. Tarazona, 

“Toxic effects of an oil spill on fish early life stages may not be exclusively associated 

to PAHs: Studies with Prestige oil and medaka (Oryzias latipes),” Aquatic Toxicology, 

vol. 87, no. 4, pp. 280–288, May 2008, doi: 10.1016/J.AQUATOX.2008.02.013. 

[54] A. C. Bejarano and J. Michel, “Oil spills and their impacts on sand beach invertebrate 

communities: A literature review,” Nov. 01, 2016, Elsevier Ltd. doi: 

10.1016/j.envpol.2016.07.065. 

[55] Z. Asif, Z. Chen, C. An, and J. Dong, “Environmental Impacts and Challenges 

Associated with Oil Spills on Shorelines,” Jun. 01, 2022, MDPI. doi: 

10.3390/jmse10060762. 

[56] O. Hettithanthri et al., “A review of oil spill dynamics: Statistics, impacts, 

countermeasures, and weathering behaviors,” Nov. 01, 2024, John Wiley and Sons Ltd. 

doi: 10.1002/apj.3128. 



 

68 
 

[57] N. L. Devi, I. C. Yadav, Q. Shihua, Y. Dan, G. Zhang, and P. Raha, “Environmental 

carcinogenic polycyclic aromatic hydrocarbons in soil from Himalayas, India: 

Implications for spatial distribution, sources apportionment and risk assessment,” 

Chemosphere, vol. 144, pp. 493–502, Feb. 2016, doi: 

10.1016/J.CHEMOSPHERE.2015.08.062. 

[58] J. O. Grimalt, B. L. Van Drooge, A. Ribes, P. Fernández, and P. Appleby, “Polycyclic 

aromatic hydrocarbon composition in soils and sediments of high altitude lakes,” 

Environmental Pollution, vol. 131, no. 1, pp. 13–24, Sep. 2004, doi: 

10.1016/J.ENVPOL.2004.02.024. 

[59] S. Liu, X. Xia, Y. Zhai, R. Wang, T. Liu, and S. Zhang, “Black carbon (BC) in urban and 

surrounding rural soils of Beijing, China: Spatial distribution and relationship with 

polycyclic aromatic hydrocarbons (PAHs),” Chemosphere, vol. 82, no. 2, pp. 223–228, 

Jan. 2011, doi: 10.1016/J.CHEMOSPHERE.2010.10.017. 

[60] L. J. . Thibodeaux and Donald. Mackay, “Handbook of chemical mass transport in the 

environment,” p. 611, 2011, Accessed: May 01, 2025. [Online]. Available: 

https://books.google.com/books/about/Handbook_of_Chemical_Mass_Transport_in_t.

html?id=njnT2_2keNYC 

[61] N. L. Devi, I. C. Yadav, Q. Shihua, Y. Dan, G. Zhang, and P. Raha, “Environmental 

carcinogenic polycyclic aromatic hydrocarbons in soil from Himalayas, India: 

Implications for spatial distribution, sources apportionment and risk assessment,” 

Chemosphere, vol. 144, pp. 493–502, Feb. 2016, doi: 

10.1016/j.chemosphere.2015.08.062. 

[62] Z. Wang, J. Chen, X. Qiao, P. Yang, F. Tian, and L. Huang, “Distribution and sources of 

polycyclic aromatic hydrocarbons from urban to rural soils: A case study in Dalian, 

China,” Chemosphere, vol. 68, no. 5, pp. 965–971, Jun. 2007, doi: 

10.1016/J.CHEMOSPHERE.2007.01.017. 

[63] D. Chen, W. Liu, X. Liu, J. N. Westgate, and F. Wania, “Cold-trapping of persistent 

organic pollutants in the mountain soils of Western Sichuan, China,” Environ Sci 

Technol, vol. 42, no. 24, pp. 9086–9091, Dec. 2008, doi: 

10.1021/ES8018572/SUPPL_FILE/ES8018572_SI_001.PDF. 



 

69 
 

[64] A. Chatterjee et al., “Aerosol Chemistry over a High Altitude Station at Northeastern 

Himalayas, India,” PLoS One, vol. 5, no. 6, p. e11122, 2010, doi: 

10.1371/JOURNAL.PONE.0011122. 

[65] W. Liu et al., “Transport of semivolatile organic compounds to the tibetan plateau: 

Spatial and temporal variation in air concentrations in mountainous western sichuan, 

China,” Environ Sci Technol, vol. 44, no. 5, pp. 1559–1565, Mar. 2010, doi: 

10.1021/ES902764Z/SUPPL_FILE/ES902764Z_SI_001.PDF. 

[66] X. Liu et al., “Forest filter effect versus cold trapping effect on the altitudinal distribution 

of PCBs: A case study of Mt. Gongga, Eastern Tibetan Plateau,” Environ Sci Technol, 

vol. 48, no. 24, pp. 14377–14385, Dec. 2014, doi: 

10.1021/ES5041688/SUPPL_FILE/ES5041688_SI_001.PDF. 

[67] P. Gong et al., “Atmospheric transport and accumulation of organochlorine compounds 

on the southern slopes of the Himalayas, Nepal,” Environmental Pollution, vol. 192, pp. 

44–51, 2014, doi: 10.1016/j.envpol.2014.05.015. 

[68] F. Wania and J. N. Westgate, “On the mechanism of mountain cold-trapping of organic 

chemicals,” Environ Sci Technol, vol. 42, no. 24, pp. 9092–9098, Dec. 2008, doi: 

10.1021/ES8013198/SUPPL_FILE/ES8013198_SI_001.PDF. 

[69] J. Qiu, “Organic pollutants poison the roof of the world,” Nature, Apr. 2013, doi: 

10.1038/NATURE.2013.12776. 

[70] X. Liu et al., “Forest filter effect versus cold trapping effect on the altitudinal distribution 

of PCBs: A case study of Mt. Gongga, Eastern Tibetan Plateau,” Environ Sci Technol, 

vol. 48, no. 24, pp. 14377–14385, Dec. 2014, doi: 

10.1021/ES5041688/SUPPL_FILE/ES5041688_SI_001.PDF. 

[71] Ł. Ławniczak, M. Woźniak‐Karczewska, A. P. Loibner, H. J. Heipieper, and Ł. 

Chrzanowski, “Microbial Degradation of Hydrocarbons—Basic Principles for 

Bioremediation: A Review,” Molecules, vol. 25, no. 4, p. 856, Feb. 2020, doi: 

10.3390/MOLECULES25040856. 

[72] S. N. Dedysh and P. F. Dunfield, “Facultative Methane Oxidizers,” Taxonomy, Genomics 

and Ecophysiology of Hydrocarbon-Degrading Microbes, pp. 279–297, 2019, doi: 

10.1007/978-3-030-14796-9_11. 



 

70 
 

[73] G. Gupta, V. Kumar, and A. K. Pal, “Microbial Degradation of High Molecular Weight 

Polycyclic Aromatic Hydrocarbons with Emphasis on Pyrene,” Polycycl Aromat 

Compd, vol. 39, no. 2, pp. 124–138, Mar. 2019, doi: 10.1080/10406638.2017.1293696. 

[74] M. A. Heitkamp, W. Franklin, and C. E. Cerniglia, “Microbial Metabolism of Polycyclic 

Aromatic Hydrocarbons: Isolation and Characterization of a Pyrene-Degrading 

Bacterium,” vol. 54, no. 10, Accessed: May 02, 2025. [Online]. Available: 

https://journals.asm.org/journal/aem 

[75] J. Peng, Y. Zhang, J. Su, Q. Qiu, Z. Jia, and Y. G. Zhu, “Bacterial communities 

predominant in the degradation of 13C4-4,5,9,10-pyrene during composting,” Bioresour 

Technol, vol. 143, pp. 608–614, 2013, doi: 10.1016/J.BIORTECH.2013.06.039. 

[76] G. Gupta, V. Kumar, and A. K. Pal, “Microbial Degradation of High Molecular Weight 

Polycyclic Aromatic Hydrocarbons with Emphasis on Pyrene,” Polycycl Aromat 

Compd, vol. 39, no. 2, pp. 124–138, Mar. 2019, doi: 10.1080/10406638.2017.1293696. 

[77] O. N. Ruiz, O. Radwan, and R. C. Striebich, “GC–MS hydrocarbon degradation profile 

data of Pseudomonas frederiksbergensis SI8, a bacterium capable of degrading 

aromatics at low temperatures,” Data Brief, vol. 35, Apr. 2021, doi: 

10.1016/J.DIB.2021.106864. 

[78] S. J. Varjani, “Microbial degradation of petroleum hydrocarbons”, doi: 

10.1016/j.biortech.2016.10.037. 

[79] R. M. Atlas, “Petroleum biodegradation and oil spill bioremediation,” Mar Pollut Bull, 

vol. 31, no. 4–12, pp. 178–182, Apr. 1995, doi: 10.1016/0025-326X(95)00113-2. 

[80] A. Bakar, S. Farinazleen, M. Ghazali, R. Zaliha, R. Rahman, and M. Basri, 

“Bioremediation of petroleum hydrocarbon pollution,” Indian J Biotechnol, vol. 2, pp. 

411–425, Aug. 2003. 

[81] L. G. Whyte, J. Hawari, E. Zhou, L. Bourbonnière, W. E. Inniss, and C. W. Greer, 

“Biodegradation of variable-chain-length alkanes at low temperatures by a 

psychrotrophic Rhodococcus sp.,” Appl Environ Microbiol, vol. 64, no. 7, pp. 2578–

2584, 1998, doi: 10.1128/AEM.64.7.2578-2584.1998,. 



 

71 
 

[82] F. Abbasian, R. Lockington, M. Mallavarapu, and R. Naidu, “A Comprehensive Review 

of Aliphatic Hydrocarbon Biodegradation by Bacteria,” Appl Biochem Biotechnol, vol. 

176, no. 3, pp. 670–699, Jun. 2015, doi: 10.1007/S12010-015-1603-5,. 

[83] H. Wilkes, W. Buckel, B. T. Golding, and R. Rabus, “Metabolism of hydrocarbons in n-

Alkane-utilizing anaerobic bacteria,” J Mol Microbiol Biotechnol, vol. 26, no. 1–3, pp. 

138–151, Mar. 2016, doi: 10.1159/000442160,. 

[84] K. Sugiura, M. Ishihara, T. Shimauchi, and S. Harayama, “Physicochemical properties 

and biodegradability of crude oil,” Environ Sci Technol, vol. 31, no. 1, pp. 45–51, Jan. 

1997, doi: 10.1021/ES950961R;ISSUE:ISSUE:10.1021/ESTHAG.1997.31.ISSUE-1. 

[85] S. R. Peressutti, H. M. Alvarez, and O. H. Pucci, “Dynamics of hydrocarbon-degrading 

bacteriocenosis of an experimental oil pollution in Patagonian soil,” Int Biodeterior 

Biodegradation, vol. 52, no. 1, pp. 21–30, Jul. 2003, doi: 10.1016/S0964-

8305(02)00102-6. 

[86] S. J. Varjani and D. Rana, “Isolation and screening for hydrocarbon utilizing bacteria 

(HUB) from petroleum samples,” 2013. [Online]. Available: 

https://www.researchgate.net/publication/286210266 

[87] S. J. Varjani, D. P. Rana, A. K. Jain, S. Bateja, and V. N. Upasani, “Synergistic ex-situ 

biodegradation of crude oil by halotolerant bacterial consortium of indigenous strains 

isolated from on shore sites of Gujarat, India,” Int Biodeterior Biodegradation, vol. 103, 

pp. 116–124, Sep. 2015, doi: 10.1016/J.IBIOD.2015.03.030. 

[88] P. Logeshwaran, M. Megharaj, S. Chadalavada, M. Bowman, and R. Naidu, “Petroleum 

hydrocarbons (PH) in groundwater aquifers: An overview of environmental fate, 

toxicity, microbial degradation and risk-based remediation approaches,” Environ 

Technol Innov, vol. 10, pp. 175–193, May 2018, doi: 10.1016/J.ETI.2018.02.001. 

[89] K. S. Sudip, V. S. Om, and K. J. Rakesh, “Polycyclic aromatic hydrocarbons: 

environmental pollution and bioremediation,” Trends Biotechnol, vol. 20, no. 6, pp. 243–

248, 2002. 

[90] L. Rolando, J. Vila, R. P. Baquero, J. C. Castilla-Alcantara, A. Barra Caracciolo, and J. 

J. Ortega-Calvo, “Impact of bacterial motility on biosorption and cometabolism of 



 

72 
 

pyrene in a porous medium,” Science of the Total Environment, vol. 717, May 2020, doi: 

10.1016/J.SCITOTENV.2020.137210. 

[91] P. Nagkirti, A. Shaikh, G. Vasudevan, V. Paliwal, and P. Dhakephalkar, “Bioremediation 

of terrestrial oil spills: Feasibility Assessment,” SpringerP Nagkirti, A Shaikh, G 

Vasudevan, V Paliwal, P DhakephalkarOptimization and applicability of bioprocesses, 

2017•Springer, pp. 141–173, Jan. 2018, doi: 10.1007/978-981-10-6863-8_7. 

[92] P. Logeshwaran, M. Megharaj, S. Chadalavada, M. Bowman, and R. Naidu, “Petroleum 

hydrocarbons (PH) in groundwater aquifers: An overview of environmental fate, 

toxicity, microbial degradation and risk-based remediation approaches,” Environ 

Technol Innov, vol. 10, pp. 175–193, May 2018, doi: 10.1016/J.ETI.2018.02.001. 

[93] S. V.-B. technology and undefined 2017, “Microbial degradation of petroleum 

hydrocarbons,” ElsevierSJ VarjaniBioresource technology, 2017•Elsevier, vol. 223, pp. 

277–286, Jan. 2017, doi: 10.1016/j.biortech.2016.10.037. 

[94] R. Meckenstock, … M. S.-F. microbiology, and undefined 2004, “Anaerobic 

degradation of polycyclic aromatic hydrocarbons,” academic.oup.comRU Meckenstock, 

M Safinowski, C GrieblerFEMS microbiology ecology, 2004•academic.oup.com, vol. 

49, no. 1, pp. 27–36, Jul. 2004, doi: 10.1016/j.femsec.2004.02.019. 

[95] M. A. Baboshin and L. A. Golovleva, “Aerobic bacterial degradation of polycyclic 

aromatic hydrocarbons (PAHs) and its kinetic aspects,” SpringerMA Baboshin, LA 

GolovlevaMicrobiology, 2012•Springer, vol. 81, no. 6, pp. 639–650, 2012, doi: 

10.1134/S0026261712060021. 

[96] S. Sun, H. Wang, Y. Chen, J. Lou, L. Wu, and J. Xu, “Salicylate and phthalate pathways 

contributed differently on phenanthrene and pyrene degradations in Mycobacterium sp. 

WY10,” J Hazard Mater, vol. 364, pp. 509–518, Feb. 2019, doi: 

10.1016/J.JHAZMAT.2018.10.064. 

[97] S. Vaidya, K. Jain, and • Datta Madamwar, “Metabolism of pyrene through phthalic acid 

pathway by enriched bacterial consortium composed of Pseudomonas, Burkholderia, 

and Rhodococcus (PBR)”, doi: 10.1007/s13205-017-0598-8. 



 

73 
 

[98] E. Pandolfo, A. Barra Caracciolo, and L. Rolando, “Recent Advances in Bacterial 

Degradation of Hydrocarbons,” Water 2023, Vol. 15, Page 375, vol. 15, no. 2, p. 375, 

Jan. 2023, doi: 10.3390/W15020375. 

[99] D. Z. Barbieri, G. Bestetti, E. Galli, “‘Microbiologia Ambientale ed Elementi di 

Ecologia Microbica,’” 2008. 

[100] E. Pandolfo, A. Barra Caracciolo, and L. Rolando, “Recent Advances in Bacterial 

Degradation of Hydrocarbons,” Water 2023, Vol. 15, Page 375, vol. 15, no. 2, p. 375, 

Jan. 2023, doi: 10.3390/W15020375. 

[101] N. Das et al., “Petroleum Hydrocarbon Catabolic Pathways as Targets for Metabolic 

Engineering Strategies for Enhanced Bioremediation of Crude-Oil-Contaminated 

Environments,” Fermentation 2023, Vol. 9, Page 196, vol. 9, no. 2, p. 196, Feb. 2023, 

doi: 10.3390/FERMENTATION9020196. 

[102] T. Koltai, S. J. Reshkin, F. Baltazar, and L. Fliegel, “Lipid metabolism part I: an 

overview,” Prostate Cancer Metabolism, pp. 71–135, Jan. 2021, doi: 10.1016/B978-0-

323-90528-2.00013-8. 

[103] Y. Lee, Y. Lee, and C. O. Jeon, “Biodegradation of naphthalene, BTEX, and aliphatic 

hydrocarbons by Paraburkholderia aromaticivorans BN5 isolated from petroleum-

contaminated soil,” Scientific Reports 2019 9:1, vol. 9, no. 1, pp. 1–13, Jan. 2019, doi: 

10.1038/s41598-018-36165-x. 

[104] M. Kutmon et al., “PathVisio 3: An Extendable Pathway Analysis Toolbox,” PLoS 

Comput Biol, vol. 11, no. 2, p. e1004085, 2015, doi: 

10.1371/JOURNAL.PCBI.1004085. 

[105] S. J. Varjani, “Microbial degradation of petroleum hydrocarbons,” Bioresour Technol, 

vol. 223, pp. 277–286, Jan. 2017, doi: 10.1016/J.BIORTECH.2016.10.037. 

[106] J. B. Van Beilen and E. G. Funhoff, “Alkane hydroxylases involved in microbial alkane 

degradation,” Appl Microbiol Biotechnol, vol. 74, no. 1, pp. 13–21, Feb. 2007, doi: 

10.1007/S00253-006-0748-0/METRICS. 

[107] J. B. Van Beilen and E. G. Funhoff, “Expanding the alkane oxygenase toolbox: new 

enzymes and applications,” Curr Opin Biotechnol, vol. 16, no. 3, pp. 308–314, Jun. 

2005, doi: 10.1016/J.COPBIO.2005.04.005. 



 

74 
 

[108] S. Chen et al., “An NAD+-dependent group Ⅲ alcohol dehydrogenase involved in long-

chain alkane degradation in Acinetobacter venetianus RAG-1,” Enzyme Microb Technol, 

vol. 172, p. 110343, Jan. 2024, doi: 10.1016/J.ENZMICTEC.2023.110343. 

[109] F. Rojo, “Degradation of alkanes by bacteria: Minireview,” Environ Microbiol, vol. 11, 

no. 10, pp. 2477–2490, Oct. 2009, doi: 10.1111/J.1462-

2920.2009.01948.X;REQUESTEDJOURNAL:JOURNAL:14622920;WEBSITE:WEB

SITE:SFAMJOURNALS;WGROUP:STRING:PUBLICATION. 

[110] T. D. Bugg, “Dioxygenase Enzymes and Oxidative Cleavage Pathways,” 

Comprehensive Natural Products III, pp. 583–623, Jan. 2010, doi: 10.1016/B978-

008045382-8.00169-6. 

[111] E. Matsumura, M. Sakai, K. Hayashi, S. Murakami, S. Takenaka, and K. Aoki, 

“Constitutive expression of catABC genes in the aniline-assimilating bacterium 

Rhodococcus species AN-22: Production, purification, characterization and gene 

analysis of CatA, CatB and CatC,” Biochemical Journal, vol. 393, no. 1, pp. 219–226, 

Jan. 2006, doi: 10.1042/BJ20050740. 

[112] K. Furukawa, H. Suenaga, and M. Goto, “Biphenyl Dioxygenases: Functional 

Versatilities and Directed Evolution,” J Bacteriol, vol. 186, no. 16, p. 5189, Aug. 2004, 

doi: 10.1128/JB.186.16.5189-5196.2004. 

[113] C. L. Colbert et al., “Structural Characterization of Pandoraea pnomenusa B-356 

Biphenyl Dioxygenase Reveals Features of Potent Polychlorinated Biphenyl-Degrading 

Enzymes,” PLoS One, vol. 8, no. 1, Jan. 2013, doi: 

10.1371/JOURNAL.PONE.0052550,. 

[114] A. Karlsson, J. V. Parales, R. E. Parales, D. T. Gibson, H. Eklund, and S. Ramaswamy, 

“Crystal structure of naphthalene dioxygenase: Side-on binding of dioxygen to iron,” 

Science (1979), vol. 299, no. 5609, pp. 1039–1042, Feb. 2003, doi: 

10.1126/science.1078020. 

[115] B. D. Ensley and D. T. Gibson, “Naphthalene dioxygenase: purification and properties 

of a terminal oxygenase component.,” J Bacteriol, vol. 155, no. 2, pp. 505–511, Aug. 

1983, doi: 10.1128/JB.155.2.505-511.1983,. 



 

75 
 

[116] R. E. Parales, J. L. Ditty, and C. S. Harwood, “Toluene-Degrading Bacteria Are 

Chemotactic towards the Environmental Pollutants Benzene, Toluene, and 

Trichloroethylene,” Appl Environ Microbiol, vol. 66, no. 9, p. 4098, 2000, doi: 

10.1128/AEM.66.9.4098-4104.2000. 

[117] G. J. Zylstra and D. T. Gibson, “Toluene Degradation by Pseudomonas putida F1: 

Nucleotide Sequence of the todC1C2BADE Genes and Their Expression in Escherichia 

coli,” Journal of Biological Chemistry, vol. 264, no. 25, pp. 14940–14946, Sep. 1989, 

doi: 10.1016/S0021-9258(18)63793-7. 

[118] T. Global Learning and O. to Benefit the Environment Program, “GLOBE ® 2014 Soil 

pH Protocol-1 Soil (Pedosphere).” 

[119] G. K. Bekele et al., “Isolation and Characterization of Diesel-Degrading Bacteria from 

Hydrocarbon-Contaminated Sites, Flower Farms, and Soda Lakes,” Int J Microbiol, vol. 

2022, p. 5655767, 2022, doi: 10.1155/2022/5655767. 

[120] “Gram Stain Protocols,” 2019. [Online]. Available: www.asmscience.org 

[121] S. Fadanka, “Preparation of Bacteria Glycerol Stocks v2,” Aug. 01, 2022. doi: 

10.17504/protocols.io.x54v9ykd4g3e/v2. 

[122] M. F. Hossain, M. A. Akter, M. S. R. Sohan, D. N. Sultana, M. A. Reza, and K. M. F. 

Hoque, “Bioremediation potential of hydrocarbon degrading bacteria: isolation, 

characterization, and assessment,” Saudi J Biol Sci, vol. 29, no. 1, pp. 211–216, Jan. 

2022, doi: 10.1016/j.sjbs.2021.08.069. 

[123] M. E. Allen, “MacConkey Agar Plates Protocols,” 2016. 

[124] U. Health Security Agency, “UK Standards for Microbiology Investigations,” 2025. 

[125] “Catalase Test Protocol,” 2010. [Online]. Available: www.asmscience.org 

[126] James G. Cappuccino and Chad Welsh, Microbiology: A Laboratory Manual, , 11th 

Edition, Global Edition, Eleventh edition. Pearson, 2018. 

[127] D. H. Bergey and J. G. Holt, Bergey’s Manual of Determinative Bacteriology. in 

BERGEY’S MANUAL OF DETERMINATIVE BACTERIOLOGY. Williams & 

Wilkins, 1994. [Online]. Available: 

https://books.google.co.in/books?id=jtMLzaa5ONcC 



 

76 
 

[128] F. Ahmed, A. Fakhruddin, and M. Kabir, “Degradation of diesel and phenol using 

bacteria isolated from petroleum hydrocarbon contaminated soil,” Bangladesh Journal 

of Scientific and Industrial Research, vol. 53, no. 1, pp. 53–62, Mar. 2018, doi: 

10.3329/bjsir.v53i1.35911. 

[129] F. Ahmed, A. Fakhruddin, and M. Kabir, “Degradation of diesel and phenol using 

bacteria isolated from petroleum hydrocarbon contaminated soil,” Bangladesh Journal 

of Scientific and Industrial Research, vol. 53, no. 1, pp. 53–62, Mar. 2018, doi: 

10.3329/bjsir.v53i1.35911. 

[130] S. Arenas, N. Rivera, F. J. Méndez Casallas, and B. Galvis, “Assessing Diesel Tolerance 

of Chromobacterium violaceum: Insights from Growth Kinetics, Substrate Utilization, 

and Implications for Microbial Adaptation,” ACS Omega, vol. 9, no. 22, pp. 23741–

23752, Jun. 2024, doi: 10.1021/acsomega.4c01698. 

[131] S. Arenas, N. Rivera, F. J. Méndez Casallas, and B. Galvis, “Assessing Diesel Tolerance 

of Chromobacterium violaceum: Insights from Growth Kinetics, Substrate Utilization, 

and Implications for Microbial Adaptation,” ACS Omega, vol. 9, no. 22, pp. 23741–

23752, Jun. 2024, doi: 10.1021/acsomega.4c01698. 

[132] D. R. Lonsway, “Preparation of Routine Media and Reagents Used in Antimicrobial 

Susceptibility Testing,” ClinMicroNow, pp. 1–25, May 2023, doi: 

10.1002/9781683670438.CMPH0082. 

[133] J. F. Hindler and S. Munro, “Antimicrobial Susceptibility Testing,” Clinical 

Microbiology Procedures Handbook: Third Edition, vol. 2–3, pp. 5.0.1-5.18.2.1, May 

2024, doi: 10.1128/9781555817435.ch5. 

[134] A. Morgulis, G. Coulouris, Y. Raytselis, T. L. Madden, R. Agarwala, and A. A. Schäffer, 

“Database indexing for production MegaBLAST searches,” Bioinformatics, vol. 24, no. 

16, pp. 1757–1764, 2008, doi: 10.1093/BIOINFORMATICS/BTN322,. 

[135] Z. Zhang, S. Schwartz, L. Wagner, and W. Miller, “A greedy algorithm for aligning DNA 

sequences,” Journal of Computational Biology, vol. 7, no. 1–2, pp. 203–214, 2000, doi: 

10.1089/10665270050081478,. 

[136] K. Tamura, G. Stecher, and S. Kumar, “MEGA11: Molecular Evolutionary Genetics 

Analysis Version 11”, doi: 10.1093/molbev/msab120. 



 

77 
 

[137] S. DeBritto et al., “Isolation and characterization of nutrient dependent pyocyanin from 

Pseudomonas aeruginosa and its dye and agrochemical properties,” Sci Rep, vol. 10, no. 

1, Dec. 2020, doi: 10.1038/s41598-020-58335-6. 

[138] B. B. Skaare, J. Kihle, and T. Torsvik, “Biodegradation of Crude Oil as Potential Source 

of Organic Acids in Produced Water,” Produced Water, pp. 115–126, 2011, doi: 

10.1007/978-1-4614-0046-2_4. 

[139] M. H. Brodsky and M. C. Nixon, “Rapid Method for Detection of Pseudomonas 

aeruginosa on MacConkey Agar Under Ultraviolet Light,” 1973. [Online]. Available: 

https://journals.asm.org/journal/am 

[140] S. P. Diggle and M. Whiteley, “Microbe Profile: Pseudomonas aeruginosa: opportunistic 

pathogen and lab rat,” Microbiology (N Y), vol. 166, no. 1, p. 30, 2019, doi: 

10.1099/MIC.0.000860. 

[141] “Clinical & Laboratory Standards Institute | CLSI.” Accessed: May 09, 2025. [Online]. 

Available: https://clsi.org/ 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

78 
 

 

 

 

APPENDICES 

  



 

79 
 

Appendix-1: Gram staining procedure 

1. Smear Preparation: Spread a thin layer of bacterial sample onto a clean glass slide and 

let it air-dry fully. 

2. Heat Fixation: Quickly pass the dried slide through a flame two to three times to affix 

the cells to the glass. 

3. Application of Primary Stain: Cover the smear with crystal violet and allow it to sit for 

1 minute. 

4. First Rinse: Gently rinse the slide with water to remove any unbound stain. 

5. Adding the Mordant: Apply Gram's iodine over the smear and leave it undisturbed for 

1 minute to help lock in the dye. 

6. Second Rinse: Lightly rinse the iodine off with water. 

7. Decolourising Step: Apply alcohol or acetone-alcohol for about 10–30 seconds. Stop as 

soon as the purple dye no longer runs off. 

8. Immediate Rinse: Rinse the slide at once with water to prevent over-decolourisation. 

9. Counterstaining: Stain the smear with safranin and let it sit for 30 to 60 seconds to 

colour the Gram-negative cells. 

10. Final Wash and Drying: Rinse the slide gently with water again, then blot dry using 

bibulous or absorbent paper. 

11. Microscopic Observation: Examine the slide under a microscope—start at 10x, then 

switch to 100x oil immersion to observe whether bacteria appear purple (Gram-

positive) or pink/red (Gram-negative). 

 

Appendix-2: Starch hydrolysis test procedure 

1. Take a starch agar plate that has been sterilized. 

2. Inoculate the agar by drawing a single streak of the bacterial sample across the surface, 

following aseptic techniques. 

3. Place the plate in an incubator set at 35–37°C and allow it to incubate for 24 to 48 hours. 

4. Once incubation is complete, carefully cover the surface of the agar with iodine 

solution. 

5. Look for a transparent area around the microbial growth to assess starch breakdown. 
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Appendix-3: Sudan Black B staining procedure 

1. Begin by spreading a thin layer of the bacterial culture onto a clean glass slide and allow 

it to dry.  

2. Once dried, fix the smear by swiftly passing it through a flame.  

3. Next, cover the smear with 0.3% Sudan Black B solution and let it sit for approximately 

10 minutes at RT.  

4. After staining, gently wash the slide with 70% ethanol several times (two to three 

rinses) to remove any unabsorbed dye. Rinse the slide with distilled water to remove 

remaining ethanol.  

5. Apply 0.5% aqueous safranin as a counterstain for 30 seconds to one minute. Rinse the 

slide again with clean water and blot it dry using bibulous paper.  

6. Finally, observe the stained slide under an oil immersion lens (100x). Lipid or PHB 

inclusions will be visible as dark blue to black spots, while the rest of the cytoplasm 

will appear pink to light red. 

 

Appendix-4: Procedure of molecular identification using 16S rRNA-based molecular 

method 

1. Genomic DNA was extracted from the bacterial culture “DDB2”. Its quality was 

assessed by electrophoresis on a 1.0% agarose gel, which showed a single band 

representing high-molecular-weight DNA. 

2. The 16S rRNA gene fragment was amplified using universal primers (16SrRNA-F and 

16SrRNA-R). Gel electrophoresis of the PCR product revealed a single, distinct band 

approximately 1500 bp in length. 

3. The amplified product was then purified to eliminate any residual contaminants. 

4. Both forward and reverse sequencing of the purified PCR product were carried out 

using the same primer set (16SrRNA-F and 16SrRNA-R) with the BDT v3.1 Cycle 

Sequencing Kit on an ABI 3730xl Genetic Analyzer. 

5. A consensus sequence of the 16S rRNA gene was created by aligning the forward and 

reverse sequencing reads using alignment software. 
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6. The resulting sequence was submitted to a BLAST search against the NCBI GenBank 

‘nr’ database [134], [135]. The top ten matches with the highest similarity scores were 

selected for multiple sequence alignment using Clustal W. A phylogenetic tree and 

distance matrix were then generated using MEGA11 software [136]. 

 

Appendix-5: Raw data of Sanger sequencing (Forward and Reverse Sequence) Forward 

Seq Data-
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Reverse Seq Data-
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Appendix-6: Procedure followed for the phylogenetic tree construction in MEGA11 

software [136]: 

1. Installed and opened MEGA11 (64-bit GUI version). 

2. Clicked on the “Align” button and selected “Edit/Build Alignment”. In the Alignment 

Editor popup, chose “Create a new alignment” and clicked OK.  

3. Selected “DNA” as the data type for alignment. 

4. Imported the downloaded top 10 BLAST sequences in fasta format. 

5. Selected all sequences, then in the Alignment tab, clicked on “Align by ClustalW”. A 

new window popped up. The default ClustalW settings were retained, and OK was 

clicked. 

6. After multiple sequence alignment was completed, the aligned file was saved to the 

system via the “Data” tab in MEGA format. 

7. From the MEGA11 home screen, clicked on the “Phylogeny” tab and selected 

“Construct/Test Neighbor-Joining Tree”. The previously saved alignment file in MEGA 

format was opened. 

8. Selected only the desired sequences. Then, under the Phylogeny Tree tab, again chose 

“Construct/Test Neighbor-Joining Tree” using the active file. In the “M11: Analysis 

Preferences” window, set the Bootstrap value to 1000. 

9. Clicked OK, and the phylogenetic tree was successfully constructed. 

 

 

 

 

 

 

 

 

 

 

 

 

 














