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ABSTRACT

Aspect-Based Sentiment Analysis (ABSA) is a complex task within sentiment
analysis that aims to identify sentiments directed toward specific aspects within
a sentence or document. The increasing demand for accurate and contextu-
ally aware sentiment analysis models highlights the need to address critical
gaps in understanding sentiments and integrating multimodal information.
This research seeks to enhance ABSA’s capabilities in an opinion-rich digital
landscape through advancements in hyperparameter tuning and representation
strategies. The first objective is to thoroughly review the latest ABSA tech-
niques following a Preferred Reporting Items for Systematic reviews and Meta-
Analyses (PRISMA) based protocol. This review identifies current challenges,
research gaps, and key unimodal and multimodal sentiment analysis trends.
The second objective focuses on examining the impact of hyperparameter tun-
ing and cross-validation on unimodal (text-based) ABSA models, an area that
has received limited attention in previous studies. In the third objective, we
analyse the parameters and combine them into a Light Gradient Boosting Ma-
chine (LGBM) to optimise key model settings. This process enhances classifi-
cation accuracy and improves generalisation across different datasets. Research
indicates that hyperparameter tuning is crucial for the success of Aspect-Based
Sentiment Analysis (ABSA), highlighting the need for more systematic tuning
approaches in sentiment analysis research. The fourth objective is to design
and develop transformer-based models for multimodal ABSA using the Twit-
ter 15 and Twitter 17 datasets, which are essential for this study. Initially,
ResNet-152 was utilised to generate captions, and each transformer model was
trained separately. The results from these models were then combined using
the Light Gradient Boosting Machine, leading to improved performance in the
multimodal ABSA task. This thesis contributes to the field by addressing
critical gaps in ABSA research, proposing new transformer-based solutions,
and emphasising the importance of hyperparameter tuning to enhance model
performance, particularly for text data.

Keywords: Sentiment Analysis; Aspect-Based; Natural Language Processing;

Multimodal; Aspect Extraction.
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Chapter 1

Introduction

Natural Language Processing (NLP) enables computers to comprehend and
interact with human language in written form. The ultimate aim of NLP is
to facilitate effective communication between humans and machines, allowing
machines to understand various languages, such as English and Hindi. These
systems process what individuals write or say and provide responses in a man-
ner that is easily understandable by humans.

NLP addresses a variety of everyday challenges, such as detecting emo-
tions in text (sentiment analysis), answering questions (question answering),
and translating languages (machine translation). While these tasks may seem
straightforward for humans, they present significant challenges for machines.
For accurate responses, machines need to comprehend the meaning behind
words and phrases, which can be challenging.

To tackle these challenges, NLP approaches these problems systematically.
The solution to a complex issue often depends on the results of simpler tasks.
This hierarchical structure helps solve more intricate problems by building
on foundational tasks. Moreover, in today’s digital age, the immense vol-
ume of user-generated content from the increasing use of the internet and
online platforms—such as chats, blogs, reviews, social media posts, and e-
commerce—presents opportunities and challenges. Research shows this wealth
of online content is a rich source for understanding people’s opinions on various
topics, including products, services, restaurants, movies, political issues, social

events, and more.

1.1 Sentiment Analysis

The rapid growth of digital content has made it nearly impossible to read
and analyse the massive amounts of online information manually. Sentiment
Analysis (SA) provides an effective method for automatically extracting public
opinions from extensive text collections. However, identifying whether a sen-

timent is positive or negative is no longer sufficient. Today, exploring opinions
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Figure 1.1: A group of people sharing their opinions with different feelings

about specific aspects mentioned in reviews is essential. These deeper insights
enable businesses to maintain product quality, refine existing products, design
new ones, and better understand societal trends.

The global increase in internet usage has been phenomenal, observing
speedy growth. Social media and other online platforms have become inte-
gral parts of daily life. According to Deloitte’s 2024 [1] Connected Consumer
Survey, the average user spends about eight hours daily interacting with digital
content, including social media and mobile internet usage. This surge has re-
sulted in a massive amount of semi-structured data, which presents significant
challenges for efficient processing and meaningful analysis.

Consumer behaviour has also shifted as a result of this digital transforma-
tion. Today, before making purchases or choosing services, people increasingly
turn to online sources—such as shopping portals, review sites, blogs, and social
media—to gather information. They seek reassurance about the quality and
reliability of their choices, making online feedback an essential component of
the decision-making process.

In NLP, Sentiment Analysis is a well-established method for determin-
ing the polarity of opinions expressed in user-generated text. Polarity can be
classified as positive, negative, or neutral, depending on the sentiment con-
veyed. However, there are instances where a single piece of text may con-
tain both positive and negative feelings, which is referred to conflicting senti-
ment [2].

Figure demonstrates a hypothetical scenario where a group of people
expresses varied opinions about a particular entity, with sentiments differing
among individuals. These insights are valuable for individuals seeking infor-
mation and aiding decision-making processes related to improving product or

service quality.



1.2 Types of Sentiment Analysis

Sentiment analysis can be done in different ways, depending on the kind of
text and how detailed the analysis needs to be. Researchers have examined
various methods to better understand how people express their feelings [3,/4] in
writing. Some methods look at the overall opinion in a big text, while others
focus on smaller parts like sentences or phrases. The types explained below

are commonly used and help in different real-world situations.

e Document-level Sentiment Analysis: This type looks at the full
document or review and decides whether the overall opinion is positive,
negative, or neutral. It works well when the whole text discusses one

main thing, like a product or a service.

e Sentence-level Sentiment Analysis: This method checks each sen-
tence separately to determine whether it’s positive, negative, or neutral.
It is useful when a text has mixed opinions, with different sentences

expressing different thoughts.

e Emotion Detection: Instead of checking if a sentence is positive or
negative, this type tries to find the exact feeling, such as happiness,
anger, fear, or sadness. It is often used to see how people feel on social

media or in other emotional content.

e Aspect-based Sentiment Analysis (ABSA): In this type, the focus
is on specific product or service parts. For example, someone might like
the screen of a phone but dislike the battery. This method helps find out
what exactly people like or dislike.

e Phrase-level Sentiment Analysis: This is more detailed and looks at
parts of a sentence, such as small phrases or clauses. It is helpful when

the same sentence has both good and bad opinions.

e Intent-based Sentiment Analysis: This approach goes one step fur-
ther by trying to understand why someone is saying. It can help deter-
mine whether a comment is a complaint, a suggestion, or a request for

help.

The authors have focused on Aspect-Based Sentiment Analysis (ABSA).
Let’s look at how ABSA works and why it’s essential. This method helps us

3



The food was great, but the was bad.

Aspect: Food Opinion words: Great Sentiment: Positive

Aspect: Service Opinion words: Bad Sentiment : Negative

Figure 1.2: An example of an opinion target, aspect category, and polarity

understand what people think about specific product or service features, giving

us more detailed information than regular sentiment analysis.

1.3 Aspect Based Sentiment Analysis (ABSA)

ABSA is crucial in understanding how users feel about specific services or
products. ABSA helps identify nuanced sentiments associated with different
aspects. The core idea behind ABSA is to associate each sentiment with the
context of the sentence, enabling the identification of the overall sentiment
towards specific elements mentioned in the reviews.

In aspect category detection, the goal is to identify particular aspects
and their attributes based on predefined categories. For example, in the re-
view “It has excellent food but poor service,” the user expresses a positive
sentiment (“excellent”) regarding the aspect “food,” which falls under the
category “FOOD#QUALITY.” Conversely, a negative sentiment (“poor”) is
conveyed about the aspect “service,” which belongs to the category “SER-
VICE#GENERAL.” This concept is illustrated in Figure [1.2

Opinions are personal interpretations of information, while social expec-
tations express sentiment. However, literature shows that sentiment analysis
and opinion mining are often used interchangeably to refer to the study of
polarity orientation in user-generated text, with sentiment analysis frequently
being the research focus. Sentiment analysis research is diverse, covering many
dimensions and subproblems, and it can be applied at various levels of granu-
larity. This approach has numerous applications across different domains and
languages, and a broader view of sentiment analysis encompasses multiple di-
mensions of its application. ABSA has two main components: Aspect Term

Eaxtraction and Aspect Sentiment Classification.

1. Aspect Term Extraction (ATE): Aspect term extraction, also called
opinion target extraction, is the first step in aspect-level sentiment anal-

ysis. It aims to find the limits of each aspect term in the review. An

4



aspect term is a text (a group of words in the sentence) and must be

mentioned in the text to be counted as an aspect term.

2. Aspect Sentiment Classification (ASC): Once the aspect terms are
found, aspect sentiment classification looks to label each aspect term in

the sentence with a positive, negative, or neutral value.

Aspect Term extraction and opinion term extraction are related topics.
Aspect Term extraction was first used in the SemFEval 2014 |5] Task, and the

term opinion term extraction was introduced in the SemFEval 2015 [6] Task.

Table 1.1: Examples of Aspect-Based Sentiment Analysis with Explicit and
Implicit Aspects

Sr. No. | Aspect Review Sentences Aspect Terms Sentiment
Type

1 Explicit The camera takes sharp photos even in low | camera Positive
light.

2 Explicit Customer support was rude and unhelpful. | customer support Negative

3 Explicit The food was delicious, but the ambience | food, ambiance Positive, Neg-
was t0o noisy. ative

4 Implicit It barely lasted through the day without | battery life Negative
charging.

5 Implicit You won’t regret spending money on this | value for money Positive
one.

6 Explicit Navigation within the app is smooth and | user interface Positive
intuitive.

7 Implicit Waiting over an hour to be served was | service speed Negative
frustrating.

8 Explicit The speaker quality is decent but could be | speaker Mixed
louder.

9 Implicit I’d definitely come back here again. overall experience | Positive

10 Implicit By the time it finished updating, I had lost | app performance Negative
interest.

Table illustrates different examples of aspect-based sentiment analysis,
as well as the categorisation of aspect types into explicit and implicit terms,
along with their corresponding sentiments. Consider the sentence: The food
was delicious, but the ambience was too noisy. In this case, the task of aspect
term extraction identifies food and ambience as the two aspects. Once these
aspect terms are identified, the next step, aspect sentiment classification, as-
signs a sentiment to each aspect. For the given example, the sentiment for food
is positive, while the sentiment for ambience is negative.

In general, a review or sentence can have multiple aspect terms, each with
its own sentiment. For example, in the sentence The speaker quality is decent
but could be louder, a mixed sentiment is expressed, where the speaker quality
is seen as neutral (decent) and the loudness is perceived negatively (could be

louder).



Table 1.2: How ABSA gives deeper insights than traditional Sentiment Anal-
ysis

Review  Sen- | [ recently bought a new phone. The screen is bright and the photo quality

tence is impressive, especially in dark settings. On the downside, the phone
gets hot while using apps for a long time, and the battery barely lasts a
day.

Sentiment General Output: Mixed Sentiment

Analysis (SA) | SA gives a broad idea that the user has both good and bad feelings, but
it does not explain which features they are talking about.

Aspect-Based

Sentlmfent e Aspect: screen — Sentiment: Positive
Analysis
(ABSA) e Aspect: photo quality — Sentiment: Positive

e Aspect: device heating — Sentiment: Negative

e Aspect: battery — Sentiment: Negative

ABSA helps by showing opinions for each feature. This way, product
makers and service providers can understand which parts people like or
dislike.

Table effectively illustrates the distinction between general and aspect-
based sentiment analyses. In the provided review, a standard sentiment analy-
sis tool would classify it as having a mixed or neutral viewpoint. However, with
ABSA, we can deconstruct it to reveal that the user appreciated the screen
and camera, but was dissatisfied with the phone’s tendency to overheat and
the rapid depletion of the battery. This level of detailed insight is significantly

more beneficial for enhancing products or services.

1.4 Applications

Sentiment analysis is used in various fields like e-commerce, finance, and so-
cial media. Each of these areas has its unique characteristics and challenges.
One significant issue with current systems is that they often can’t adapt to
different domains. For instance, predicting sentiment in financial texts relies
heavily on numbers and statistics, while the same approach might not work in
e-commerce. For example, the phrase “Tesla reports a 20% increase in quar-
terly profits” conveys a positive sentiment in a financial context. In contrast,
mentioning “20%” in a product review—Ilike “battery at 20%” —would usually

carry a neutral or slightly negative tone.

e E-commerce In e-commerce, sentiment analysis is constructive for buy-

ers, giving them valuable insights about a product or service they are
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interested in. This analysis allows customers to make better decisions
by summarising the experiences of others through reviews [7]. Typically,
user reviews are filled with recommendations and complaints. Some re-
views are very detailed, while others are brief. Detailed reviews often
have many factual statements discussing the features of a product or
service, with only a small part expressing feelings. On the other hand,
some reviews are so short (like saying “BAD”) that they don’t explain the
reasons behind the sentiment. Additionally, user reviews often include
specific words relevant to products or services. For example, “delicious”
and “crispy” indicate positive feelings in restaurant reviews, but these

terms don’t usually appear in laptop reviews.

Finance & Stocks Sentiment prediction is an integral part of a good
model for forecasting the stock market. We can see how stock prices
change over time by looking at social media posts, short blog messages,
and news articles about finance. This information is helpful for people
who want to guess how stocks will perform in the future. For exam-
ple, if more people share positive thoughts about a company—Iike good
comments on social media or encouraging news stories—it usually means
the company is doing well. In that case, we can expect the company’s
stock prices to increase. On the other hand, if the mood turns negative
because of bad news or complaints, the company might face challenges,
which could cause the stock prices to fall. Additionally, tracking senti-
ment over time allows investors to understand how people feel about the
market and make better choices. If they see a steady increase in positive
thoughts, they might feel more confident about investing in that com-
pany. However, if negative feelings persist, they might consider changing
their investment plans or selling their stocks [§]. In short, knowing how
people feel about companies—whether they are happy, unhappy, or in-
different—helps predict stock market trends. By watching how opinions
change, investors can better navigate the stock market and make deci-
sions that fit new trends. This approach connects people’s feelings about
companies with actual stock data, giving a clearer picture of what affects

stock prices.

Social Media Social media platforms like Twitter and Facebook create
a lot of messy and unorganised text daily. With over 330 million active

users, Twitter sees around 500 million tweets daily. People now use social
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media for many reasons. For example, during the London riots in 2011,
individuals used BBM (BlackBerry Messenger) to plan protests against
the government. We also noticed heavy usage of Twitter and Facebook
during India’s general elections in 2014 and 2019. Analysing the feelings

expressed in these posts can help people make better decisions [9] .

However, the way people write on social media can be challenging. Dif-
ferent users have their styles, and there’s no standard for language, gram-
mar, or spelling. This unorganised text creates difficulties for tasks in
natural language processing (NLP), such as part-of-speech (POS) tagging
and named entity recognition (NER). Twitter data is particularly messy
because users often shorten words or use slang. Although humans can
usually understand these terms, it’s tough to create computer systems

that can do the same.

Sometimes, users exaggerate their emotions by stretching out words. For
instance, when someone says, “Loooooveee it,” they mean they really love

something, using extra letters to show how excited they are.

1.5 Scope of the Thesis

The scope of this thesis is centered around enhancing ABSA by developing
a unified framework that addresses critical challenges across unimodal (text-
only) and multimodal (image and text) datasets. Specifically, the research
work covers: A comprehensive study and analysis of existing state-of-the-
art methods for both implicit and explicit ABSA, conducted using a system-
atic Preferred Reporting Items for Systematic Reviews and Meta-Analyses
(PRISMA) [10] based review approach. A focused investigation into the role
and impact of hyperparameter tuning on the performance of transformer-based
models for unimodal (text-based) ABSA, addressing the currently limited em-
pirical research in this area. The design and development of a customized
transformer-based model tailored to improve sentiment analysis performance
on text-only data. The extension of the ABSA framework to multimodal data
by proposing a transformer-based architecture capable of jointly analyzing im-
age and text inputs for sentiment and aspect extraction. The research is lim-
ited to English-language datasets and primarily considers benchmark datasets
publicly available for academic use. It concentrates on evaluating model perfor-
mance through standard metrics, emphasizing the comparative improvement

offered by hyperparameter tuning and multimodal integration strategies.
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1.6 Problem Statement & Objectives

“To propose a unified framework that enhances ABSA performance by address-
ing aspects, hyperparameter tuning, and leveraging transformer-based models

for unimodal (text) and multimodal (image and text) data.”

The objectives to achieve the thesis aim are listed below:

1. To study and analyse state-of-the-art methods and practices in implicit
and explicit ABSA through a PRISMA-based approach.

2. To analyse the impact of Epoch and Cross-Validation on trained model
for unimodal (Text-Based) ABSA.

3. To design and develop a transformer-based model for Unimodal (Text-
Based) ABSA.

4. To design a transformer-based model for Multimodal (Image and Text-
Based) ABSA.

1.7 Motivation & Contribution to the Thesis

The increasing reliance on customer feedback and opinion mining has height-
ened the need for sentiment analysis models that are not only accurate but also
contextually aware. While substantial research has been conducted on explicit
ABSA, notable gaps remain in several critical areas — particularly in han-
dling implicit sentiment, optimizing hyperparameters, and effectively integrat-
ing multimodal information. This research seeks to address these challenges
by conducting detailed empirical investigations into hyperparameter tuning
for unimodal ABSA and by advancing representation and fusion strategies for
multimodal ABSA models.

In today’s digital ecosystem, an overwhelming amount of opinion-rich data
is continuously generated. ABSA plays a vital role in extracting fine-grained
sentiments associated with specific aspects, offering deeper insights compared
to general sentiment analysis. Nevertheless, many existing ABSA systems fo-
cus exclusively on textual inputs, overlooking valuable visual cues and often
underperforming when faced with noisy, real-world data. Furthermore, there
is a shortage of structured, systematic literature reviews — such as those fol-

lowing the PRISMA methodology — to comprehensively map research trends
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and gaps. This study highlights the critical need to push forward sentiment
analysis capabilities by addressing these persistent shortcomings.
This dissertation is structured into six chapters to methodically address

the research objectives:

e Chapter 1, titled “Introduction,” sets the foundation by providing back-
ground context, articulating the problem statement, identifying key re-
search gaps, and outlining the main objectives and contributions of the

study.

e Chapter 2, titled “Systematic Review of Implicit and Fxplicit ABSA
Techniques: A PRISMA-Based Approach,” presents a rigorous literature
review conducted through the PRISMA methodology, critically analyzing
existing approaches to both implicit and explicit ABSA, and identifying

avenues for further research.

e Chapter 3, titled “Ezperimental Framework: Epoch and Cross-Validation
impacts on trained model for ABSA,” investigates how systematic hyper-
parameter tuning can significantly enhance the performance of transformer-
based text-centric ABSA models.

e Chapter 4, titled “Transformer Architecture for Unimodal Text-Centric
ABSA.” explores the deployment of transformer architectures to capture
complex textual representations, with a focus on integrating Light Gra-
dient Boosting Machine (LGBM) as an ensembling strategy to further

boost model performance.

e Chapter 5, titled “Multimodal Transformer Framework for Joint Image-
Text ABSA,” extends the unimodal approach by proposing a multimodal
transformer framework, where separate transformer models process im-
age and text modalities before fusing their outputs via LGBM to achieve

joint aspect-based sentiment analysis.

e Chapter 6, titled “Conclusion and Future Research Directions,” syn-
thesizes the key findings, reflects on the contributions of the research,
and proposes future directions based on insights drawn from both the

literature review and experimental results.

Through this structure, the dissertation systematically addresses the identi-
fied gaps, offering new methodologies and empirical validations that contribute

to the advancement of both unimodal and multimodal ABSA research.
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Chapter 2

Systematic Review of Implicit and Ex-
plicit ABSA Techniques: A PRISMA-
Based Approach

In this chapter, we explore different methods used for aspect-based sentiment
analysis. We cover both implicit and explicit aspect-based sentiment analy-
sis, as well as techniques that involve combining multiple classifiers. We aim
to provide a clear overview of these approaches to help you understand how
they work and their importance in analysing opinions about specific aspects of
products, services, or topics. We will also discuss the strengths and weaknesses
of each method, giving you a better idea of which techniques are most effective

in various situations.

2.1 Scope and Rationale

This thesis investigates unimodal and multimodal approaches to aspect-based
sentiment analysis, where unimodal methods focus solely on text analysis to
extract fundamental insights into sentiment detection. In contrast, multi-
modal methods enhance this analysis by incorporating information from vari-
ous sources, such as text and images, allowing for a more comprehensive un-
derstanding of sentiment signals. The emphasis on mathematically grounded
techniques is crucial, as these methods ensure rigour, reproducibility, and gen-
eralizability, preventing models from being restricted to specific datasets or
use cases. While the methodology utilises formal mathematical frameworks,
including graph-based models and optimisation strategies, real-world appli-
cability is validated through case studies and experimental evaluations that
demonstrate the effectiveness of both types of models. By merging theoret-
ical frameworks with empirical evidence, this thesis presents a thorough and

practical approach to sentiment analysis across diverse data modalities.
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Figure 2.1: PRISMA-Study for ABSA

2.2 Survey Methodology

This research on sentiment analysis, also known as opinion mining, was carried
out utilising PRISMA. The application of PRISMA allows for a more precise
definition of a systematic review. It provides guidance on how to select, iden-
tify, and assess the relevant studies. We performed this survey utilising the
databases IEEE Xplore, Springer Link, Scopus, ACM, & Science Direct.

Figure 2.1 represents the PRISMA Flow diagram. We also searched manu-
ally for relevant research papers. One thousand four hundred research publica-
tions were identified in the identification phase. After removing 630 unsuitable,
duplicate, and irrelevant research articles from the screening phase, 770 arti-
cles were selected for inclusion in the final database. In total, 650 article titles,
abstracts, and introductions were excluded. After analysing the 120 remain-
ing research articles, 80 Research Publications were excluded based on the
removal method. In the next stage, we moved 40 manuscripts forward. The
evaluation of whole papers in the eligibility phase led to the exclusion of 20
research articles. We used the keywords to search for different research papers

on various online portals, like IEEE Xplore, Google Scholar, Scopus, Springer
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Link, Science Direct, and ACM. As we all know, Sentiment Analysis is a joint
research area. Since, Implicit and explicit aspect-based sentiment analysis is
not standardized; therefore, we explored this particular domain as it is less
researched. Table [2.1] shows the rules for including and excluding research
articles in this survey paper. This work focused on three main points: they
only considered articles published after 2015, they looked at research related
to Aspect-Based Sentiment Analysis and Sentiment Analysis (SA), and they

only included articles written in English, leaving out those in other languages.

Hybrid

Sentiments Models for

Sentiment
Analysis
Using Twitter
Dataset

Emoticons
and ~

Emotions
Spect- =

Based
Sentiment

E-commerce
Reviews &
ABSA

Aspect Based
Multimodal

Opinion Mining

Hybrid Models
in Sentiment

Analysis
ABSA 'Se ntiment
alvsis~ Analysis Using

SemEval 14
Dataset

Aspects and
SemEval 14

Dataset

Figure 2.2: Keywords used for finding the research articles

The keywords used for searching research articles are illustrated in Figure

2.2] including Sentiment analysis, Opinion Mining & Deep learning, Hybrid
model for SA, SA using the Twitter dataset, SA using the SemFEwval dataset,
and Aspect-based sentiment analysis [11}[12].

Table 2.1: Selection & Exclusion Method for Selection of Research Articles

Sr.No. | Methods Duration Analysis Study

1 Exclusion Before 2015, no re- | Research articles, | Articles are written
Method search articles ex- | including other | in languages other

isted. sentiment analysis | than English.

issues.

2 Selection Published research | Research  articles | Research arti-

Method articles between | include Aspect- | cles based
2015 and 2022. based sentiment | mathematics and
analysis. experimental stud-
ies are included in

this research.
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2.3 Affective Computing and Sentiment Anal-
ysis

Emotions are essential for expressing sentiments, especially in conversations
between people. Affective computing and sentiment analysis (SA) are valu-
able technologies that can enhance various systems. For example, by incor-
porating these technologies into customer relationship management (CRM)
and recommendation systems, organizations can significantly improve their
performance. By focusing on the features that customers enjoy and eliminat-
ing products with negative reviews, these systems can better serve customer
preferences |13]. The analysis presented in Table identifies research gaps
in the fields of affective computing and sentiment analysis. It emphasizes
the necessity for advancements in combining multi-modal data with textual
information in sentiment analysis models, particularly regarding data fusion
techniques, the availability of datasets, and the interpretability of models [14].
A primary research gap is the creation of methods that can effectively uti-
lize tagged bag-of-concepts to enhance semantic understanding and accuracy
in sentiment analysis models [15]. Another key gap is the challenge of seam-
lessly integrating lexicon-based sentiment knowledge with convolutional neural
networks to boost the accuracy of online review analysis [16]. Furthermore,
there is a significant need for advanced techniques to utilize multimodal data
to improve sentiment analysis accuracy specifically in car reviews, using the
MuSe-Car dataset [17]. Additionally, there is a demand for the development of
robust hybrid contrastive learning techniques to optimally integrate tri-modal

representations for enhanced multimodal sentiment analysis [1§].

2.4 Related work on Sentiment Analysis

Recent advancements in sentiment analysis have brought about significant
transformations, particularly by adopting sophisticated multimodal and quantum-
inspired approaches. For instance, [21] presented a dynamic multimodal senti-
ment analysis model that employs cross-modal attention mechanisms to inte-
grate text, audio, and visuals, achieving notably better outcomes than conven-
tional fusion methods. Similarly, [22] introduced Sentignf, a hybrid model
that merges quantum algorithms with neuro-fuzzy systems, demonstrating

greater accuracy and resilience in noisy environments. Alongside these de-
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Table 2.2: Existing work on Affective Computing and Sentiment Analysis

Author and | Dataset ‘Work Done Future Work
Year
Yunfei IMDB, Yelpl3, | Using eye-tracking data and cogni- | This model deals with only
Long et | Yelpl4, tion grounded models, the authors | textual data.
al. 2021 (13| | IMDB2, Fake | propose a new attention model.
(FND)
Yassin S. | SemEval The authors propose a comprehen- | The following problems were
Mehanna, Dataset sive SA technique focusing primar- | not handled: (i) Sentiment
Massudi  Bin ily on short texts, detecting correct | lexicons for polarity detec-
Mahmuddin sentiment towards the target entity. | tion, (ii) Semantic knowl-
2021 [19] edge bases for concept min-
ing, and (iii) the ability to
predict negative sentiments.

Minghui Reviews of | The authors introduced the senti- | Future research mneeds to
Huang et al. | products, ment Convolutional Neural Network | build efficient lexicons in a
2022 |20 Movie Reviews | (SentiCNN) to analyse sentence sen- | specific domain.

timent using context and sentiment

information of words.
Lukas Stap- | MuSe-Car Authors deal with three main tasks: | Audio-visual emotion recog-
pen et al | Dataset (i) MuSe-Wild: Arousal and Valence | nition is not handled in this
2021 [15] levels have to be predicted. (ii) | paper.

MuSe-Topic: Arousal and Valence

intensity classes are predicted. (iii)

MuSe-Trust: Trustworthiness is pre-

dicted continuously by the MuSe-

Trust model.
Sijie Ma et al. | CMU-MOSI, Using hybrid contrastive learning | Graph-based learning strate-
2022 (16 CMU-MOSEI, | of tri-modal representation, the au- | gies are not handled in this

IEMOCAP thors propose a novel framework | paper.
called HyCon.

velopments, [23] enhanced deep learning frameworks by creating an advanced
LSTM model that incorporates multi-head attention and TF-IDF optimisa-
tion, resulting in remarkable improvements in classification performance. In
the financial sector [24], confronted the complexities of sentiment analysis by
launching a multi-level sentiment analysis framework, which enhances credit
spread forecasting by integrating firm-specific and industry-specific sentiment
layers. Furthermore, [25] assessed the effectiveness of Finbert, GPT-4, and
logistic regression models in stock sentiment prediction, revealing that simpler
models like logistic regression can outperform larger models under specific con-
ditions. Turning to multilingual natural language processing (NLP) [26], ex-
plored zero-shot sentiment analysis across various languages with transformer-
based models, eliminating the need for language-specific training data. Ad-
ditionally, [27] conducted a thorough review of deep learning-based sentiment
analysis and proposed a novel hybrid architecture to overcome existing chal-
lenges. In another notable study [28], analysed social media sentiment data
from the 2024 U.S. Presidential Race using machine learning models to predict

voter behaviour trends effectively. Collectively, these studies reflect a growing
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emphasis on hybrid models, integrating multimodal data, and exploring inno-
vative algorithmic solutions, all highlighting the ongoing need for creativity and

progress in tackling the evolving challenges associated with sentiment analysis.

2.5 Aspect-Based Sentiment Analysis

Aspect-Based Sentiment Analysis (ABSA) focuses on analyzing a given text to
pinpoint significant sentiment elements, which can either be singular or multi-
ple, related sentiments [17]. This method enables the examination of aspects
based on how they are presented, ultimately helping us grasp the sentiment
linked to a specific aspect. For instance, if a customer criticizes a product’s
short battery life, the sentiment will be clearly indicated if a negative opinion
exists. Conversely, it is more probable to find a contrasting sentiment about
the battery life than an overall negative sentiment regarding the product [18].
ABSA comprises three key subtasks: Aspect Term FEztraction (ATE), Opin-
ion Eztraction (OE), and Aspect-Level Sentiment Classification (ASLC). Typ-
ically, a two-step pipeline is employed for the ATE and ASLC subtasks, while
OE is conducted separately. Multi-task learning (MTL) has also been consid-
ered a viable method for addressing these three tasks due to their requirements
for end-to-end processing and more efficient models in practical scenarios. By
merging MTL with sentiment polarities, we can analyze aspects, sentiments,
and opinions using a shared encoder, thus conserving computational resources
and enhancing performance [1§].

The ABSA challenge can also be addressed through the use of Graph Convo-
lutional Network (GCN) [29]. Graph neural networks built on dependency trees
provide valuable structural information for ABSA efforts. A novel SSEGCN
model is introduced, which is based on both syntactic and semantic enhance-
ments for ABSA tasks. This model integrates aspect-aware attention with
self-attention, creating a mechanism that captures semantic relationships be-
tween the aspect and the sentence as well as the overarching semantics of the
sentence. A syntactic mask matrix is developed using the syntactic distance
between words to outline the syntactic structure of a phrase. Furthermore,
we fuse syntactic structures with semantic data through these mask matrices.
Finally, convolutional graphs are applied to the ABSA attention score matrices
to enhance the representations of the nodes.

Numerous researchers have applied GCN for generating aspects in ABSA.

Graph convolution is discussed in [30], where an aggregated graph convolu-
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tional network (AGCN) is proposed to improve the representation capabilities
of target nodes. Two aggregator functions are introduced to leverage the fea-
ture information from nodes and iteratively update their representations based
on their local neighborhoods. By aggregating node features according to the
sub-dependency among nodes and employing an attention mechanism, we can
extract richer associated node information and capture sentiment dependencies
across different node features. The effectiveness of our model for aspect-based
sentiment analysis is demonstrated through testing on extensive Chinese and
English datasets.

In the study referenced in [31], the authors create a dependency tree by con-
structing a syntax graph. They propose a syntax-based neural network model
that thoroughly examines the syntax graph to effectively locate relevant con-
textual information related to the aspect term during sentence encoding. To
achieve this, they developed a syntax graph. When RSSG is utilized on this
graph, context words that provide crucial signals about the sentiment toward
the aspect can be identified. Since grammatical errors in sentences may pro-
duce inaccurate syntactic dependencies when parsed by existing dependency
parsers, a convolutional layer is used to address issues arising from incorrect
syntactic dependencies by considering the relationships between word features

in a local neighborhood.

As outlined in [32], the authors employ lexicalized domain ontologies for
prediction alongside rotatory attention mechanisms (LCR-Rot) for support.
This method incorporates a neural network with rotatory attention mecha-
nisms. The authors’ evaluation of SemFval-2015 and SemFval-2016 data re-
veals that their two-stage approach slightly surpassed the benchmark method.
Their analysis indicates that the technique using multiple iterations over rota-

tory attention mechanisms yields the best results.

This research [33] introduces a new model, ASH-GNNS, which incorpo-
rates various graph neural network implementations of semantic dependency
trees that describe the intrinsic relationships among aspect words and associ-
ated sentiment words while integrating relative position information into the
input document to ensure that sequential position data in the sentences is
preserved. In [34], an innovative hybrid approach for aspect-based sentiment
analysis (HAABSA) is explored, focusing on the impact of data augmentation.
Techniques such as EDA, back-translation, and word mix-up represent modi-
fied versions of simple data augmentation strategies. The proposed methods
are evaluated against the SemFEval-2015 and SemFEval-2016 datasets. A com-

17



parison between the adjusted EDA version and the original HAABSA model

indicates a one percentage point improvement.

Recent advancements in aspect-based sentiment analysis (ABSA) have in-
troduced new methods to improve how accurately models understand different
aspects of sentiment and context. For example, Zhang et al. (2024) [35] de-
veloped a new framework that combines emotional insights from linking words
with adversarial contrastive training. This significantly enhanced the models’
ability to recognise subtle emotional connections. However, applying this tech-
nique to messy, real-world text still poses challenges. Li et al. (2024) [36] thor-
oughly reviewed ABSA approaches, highlighting significant trends and ongoing
issues across various fields. However, they found that practical application of
these methods is still not widely discussed. Chen et al. (2025) [37] studied
large language models like GPT for ABSA in tourism and hospitality, showing
considerable improvements in understanding sentiment but noting that suc-
cess relies heavily on high-quality, specific training data. Liu et al. (2024) [3§]
introduced an improved BERT-based model with multi-layered attention to
enhance aspect extraction, achieving notable results. However, it added to

model complexity and required more computing power.

In education, Wang eet al. (2025) [39] applied ABSA techniques to assess
sentiment trends in Massive Open Online Courses (MOOCs). Their work
provided new insights into learner feedback, but they noted that transferring
these models to other areas presents challenges. Similarly, Rink et al. (2024)
[40] worked on a BERT-based model for analysing Dutch HR survey responses
with few-shot learning. While their results were promising, questions remain
about how well the model performs across different languages. Smith et al.
(2025) [9] used ABSA techniques to analyse user reviews to improve software
requirements in app development. However, the reliance on well-annotated
data still limits broader use. Moreover, Zhang et al. (2024) [41] reviewed recent
deep learning progress in ABSA, noting its strengths in extracting aspects
and classifying sentiment while pointing out issues like data imbalance and
variability across different domains. Liu et al. (2025) [42] conducted a study
on the evolution and collaboration trends in ABSA research, offering a high-
level overview of the field’s development without extensively validating new

techniques on different datasets.

In another recent study, Li et al. (2024) [43] introduced SentiSys, a model
that combines graph convolutional networks with Bi-LSTM and self-attention

layers, leading to better ABSA performance in specific domains, although ex-
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panding its use to larger datasets is needed. FEarlier work by Wang et al.
(2023) [44] featured a new approach using contrastive learning in ABSA to
strengthen the link between aspects and sentiments through paired training.
This improved how well the model learned, but it was mainly tested on a small
set of benchmark datasets, indicating a need for broader applications. Simi-
larly, Sun et al. (2023) [45] utilised prompt-based learning in ABSA, changing
traditional sentiment tasks into a masked token prediction challenge. This
shift improved results for datasets with limited resources but required careful

prompt design for different applications.

Zhou et al. (2022) [46] contributed by using a graph attention network
(GAT) to understand syntactic dependencies in ABSA tasks, achieving top re-
sults in extracting aspects and classifying sentiments. However, their method
was sensitive to errors in initial syntactic parsing. Xu et al. (2022) [47] looked
into multi-task learning, training models for aspect extraction and sentiment
classification. This approach improved efficiency and accuracy but made it
more complex to balance different objectives. Zhao et al. (2023) [48] pro-
posed a new model that combines visual and text data to enhance multimodal
ABSA, creating richer sentiment insights. This approach opened doors for
new multimodal applications but highlighted the scarcity of data that aligns
images with text for sentiment analysis. Finally, He et al. (2022) [49] created a
syntax-augmented Transformer model for ABSA, using semantic and syntactic
features, performing well on complex datasets. However, it still had significant

computational demands for practical usage.

2.6 Multimodal Aspect Based Sentiment Anal-
ysis

Multimodal Aspect-Based Sentiment Analysis (ABSA) combines various data
types, such as text, audio, and images, to enhance understanding of individ-
uals’ sentiments about specific features of products or services. This method
offers a more thorough insight into customer opinions and emotions by utiliz-
ing multiple sources of information. It surpasses traditional sentiment analysis
by integrating diverse inputs, enabling the identification of nuanced feelings
related to particular qualities or attributes. The authors of [50] introduced
MABSA, the largest emotion-annotated dataset for Dialectal Arabic (DA) in
the Gulf region, which includes 61, 353 hand-classified tweets totaling 840K
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tokens. To create a multi-domain corpus, tweets were gathered from trending
hashtags across four domains: social, sports, political, and technology. Two
annotators meticulously classified each tweet, leading to a kappa coefficient of

0.65, indicating substantial agreement.

In their research, the authors published statistics on lexicon entry over-
lap, which supports the contextual polarity of certain terms. They also noted
a significant amount of unfavorable tweets within their sample as well as in
other corpora referenced in the literature. In the study [51], the authors intro-
duced the S-MDMT model to assess attitudes toward tweets. They framed the
task uniquely as a multi-domain, multi-task learning challenge. For the first
time, they employed a shared-private structure for stance detection to fully
harness shared stance properties across different targets. Their experimenta-
tion utilized the SemEval dataset. The proposed S-MDMT approach could
potentially be fused with existing methods that incorporate external resources

like language analyzers and general understanding.

The authors of [52] put forth a technique for aspect extraction within a
multi-domain transfer learning context, utilizing labeled data from multiple
source domains to extract features for a new, unlabeled target domain. MDAFE-
BERT (Multi-Domain Aspect Extraction using Bidirectional Encoder Repre-
sentations from Transformers) examines traditional neural models to tackle two
significant challenges in multi-domain learning: the inconsistency of aspects
between target and source domains and the context-based semantic distance
among ambiguous aspects. IRef. [53| presents SMACk, a combined framework
for analyzing natural language documents aimed at argumentation-based opin-
ion extraction. As a result of SMACKk, users can easily identify the most crit-
ical product aspects by analyzing large volumes of data, typically within the
sphere of online purchases. Thus, SMACk aids users in uncovering the main
arguments for or against a product, depending on the specific aspect of inter-
est. This approach merges abstract argumentation theory with aspect-based
opinion mining to address this complex task. In this paper [54], the authors
introduced a method for inferring polarity in documents from various domains,
presenting a strategy that leverages linguistic overlap. The Dranziera protocol
is employed to validate the proposed technique, ensuring that experiments can
be repeated, and results can be compared easily. Based on their findings, it is
evident that the proposed method is effective and provides a viable foundation

for future research [55].

In a similar direction, Hu and Zhang (2023) [56] introduced a co-attention
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framework where both text and image features interact dynamically. This
approach allowed the model to selectively focus on essential words and rel-
evant visual regions simultaneously, greatly enhancing sentiment prediction
for user-generated content. Another notable contribution was made by Singh
et al. (2025) [57], who developed a graph-based multimodal fusion network
that modelled relationships within and across modalities. Their approach im-
proved fine-grained aspect-level analysis by capturing richer interdependencies
between images and texts. Zhao et al. (2023) [58] also explored contrastive
learning for multimodal ABSA. By aligning image and text representations at
global and aspect-specific levels, their method ensured that both modalities
contributed equally during the training phase, improving aspect sentiment de-
tection across various domains. Wang et al. (2022) [59] presented a framework
that uses external knowledge graphs combined with multimodal embeddings,
highlighting how integrating external commonsense knowledge can fill the con-

textual gaps often left by text or images alone.

Moreover, Chen et al. (2024) [60] proposed a modality-adaptive fusion net-
work that dynamically adjusts the contribution of each modality depending on
the input. This flexibility helped in cases where one modality was noisy or less
informative, ensuring the final sentiment prediction remained robust. Liu and
Shen (2022) [61] introduced a hierarchical attention-based model that sepa-
rately attends to local and global aspects of images and texts before merging
them for sentiment classification, showing strong performance, especially in
restaurant and fashion review datasets. Further advancing the field, Patel et
al. (2025) [62] created a dual-encoder model that independently encoded image
and text, later fusing their high-level features for aspect sentiment analysis.
Their experiments confirmed that independent encoding before fusion leads to
better abstraction and less information loss. In another important work, Yang
et al. (2023) |63] investigated the impact of using different visual transformers
for image processing in multimodal ABSA, proving that more powerful vision

encoders significantly boost aspect-based sentiment results.

Kumar and Rani (2022) [64] developed a cross-modal reasoning framework
where the model explicitly reasoned the links between visual entities and tex-
tual aspects, leading to better explainability and more accurate sentiment pre-
dictions. Their framework paved the way for more interpretable multimodal
sentiment models. Overall, these latest contributions show that multimodal
ABSA continues to grow stronger by integrating more innovative fusion strate-

gies, external knowledge, and advanced vision-language modelling, enabling
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deeper and more context-aware sentiment understanding at the aspect level.

In Liu et al. (2025) [65], the authors introduced DASCO, a multimodal
aspect-based sentiment analysis framework that enhances contextual scoping
through dependency structures. It addresses challenges such as sentiment cue
identification, modality misalignment, and semantic noise reduction. By em-
ploying dependency trees and a multi-task pretraining approach, DASCO ef-
fectively aligns text and images while filtering irrelevant data, achieving state-
of-the-art performance on benchmark datasets. Xiao et al. (2025) [66] pre-
sented Chimera, a framework that explores cognitive and aesthetic causality
in multimodal sentiment analysis. Unlike previous models focused on semantic
alignment, Chimera captures detailed correspondences between image patches
and words while identifying cognitive and aesthetic signals, enhanced through
large language models. Their results show that these elements enrich senti-
ment prediction. Liu et al. (2025) [67] developed a framework that combines
external knowledge with multi-granularity image-text features, utilising con-
trastive learning to align modalities effectively. This approach significantly
improved performance on benchmark datasets, particularly under conditions
of visual noise or subtle semantic differences. Zhu et al. (2024) [68] introduced
AESAL (Aspect Enhancement and Syntactic Adaptive Learning) for multi-
modal aspect-based sentiment analysis. By integrating aspect enhancement
tasks with syntactic dependency graphs and a multi-channel adaptive graph
convolutional network, their framework achieved notable improvements over

baseline methods, especially with complex syntactic structures.

2.7 Ensemble Learning for Aspect-Based Sen-

timent Analysis

Ensemble learning has recently become popular for enhancing Aspect-Based
Sentiment Analysis (ABSA) by combining different models to leverage their
strengths. For instance, Zhang et al. (2024) [69] developed an ensemble that
incorporated deep neural networks and gradient boosting techniques, enabling
different networks to capture various semantic and syntactic features, which
helped the model handle complex sentences better and achieve higher accu-
racy on several benchmark datasets. Similarly, Wang et al. (2023) [70] in-
troduced a hybrid ensemble model that combined BERT with XGBoost clas-

sifiers, demonstrating that transformer models like BERT are excellent for
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understanding context, while tree-based models such as XGBoost refine final
sentiment predictions for better overall performance. In another study, Singh
et al. (2025) [71] stacked BiLSTM, RoBERTa, and Light GBM models, finding
that this approach captured complementary information that improved fine-
grained sentiment understanding. Li et al. (2023) [72] proposed a dynamic
ensemble system that adjusted the importance of different models based on
input complexity, revealing that complex reviews benefited from deeper mod-
els. In contrast, simpler texts worked well with lighter models, thus creating
a flexible framework for various situations. Kumar et al. (2022) [73] also
suggested an ensemble of syntactic-based models and semantic embeddings,
showing that blending models focused on different linguistic properties signif-
icantly enhanced aspect detection and sentiment classification tasks. Chen et
al. (2025) [74] introduced an adaptive ensemble mechanism that automatically
selects the best-performing models during analysis based on validation signals,
achieving competitive results without manual tuning. Zhou et al. (2023) |75
highlighted how combining multi-task learning with ensemble strategies al-
lowed their model to effectively perform joint aspect extraction and sentiment
analysis compared to single-task methods. Sharma et al. (2022) [76] explored
multi-view ensemble learning by integrating various perspectives, such as syn-
tactic trees and dependency graphs, in ABSA, which significantly enriched

feature learning and sentiment detection.

Xu et al. (2024) [77] further advanced ensemble learning by including
external knowledge bases with neural models, demonstrating that knowledge-
enriched ensembles could correct wrong predictions caused by missing context.
Recent trends also show the effectiveness of ensemble models in multimodal
ABSA, as Liu et al. (2025) [78] created a stacked ensemble combining image
features with textual features, providing deeper sentiment insights, especially
where visual content was involved, and achieving strong performance on mul-
timodal datasets like Twitter-2017 and Yelp reviews. Overall, ensemble-based
methods are proving very effective in ABSA, providing more stable, accurate,
and generalizable solutions by leveraging the diverse strengths of individual
models. As research progresses, we can expect more adaptive, dynamic, and
multimodal ensemble strategies driving significant advancements in aspect-

based sentiment analysis.
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Table 2.3: Related work on Ensemble Learning

Author & | Dataset ‘Work done Limitation Performance Metrics
Year
Huyen Tweet data | Considers lexical, word type, semantic, | Slang and sarcasm | Precision 0.81, Recall
Trang position, and sentiment polarity in an en- | are not considered. | 0.82, F1 0.81
Phan et al. semble model.
2020 [79]
Tran et al. | Hotel Re- | Uses rule-based and deep learning mod- | Domain-specific, Accuracy: WLLR -
2020 [80) views, els to capture contextual text informa- | language- Hotel 96.03, UIT-VSFC
UIT-VSFC, | tion. dependent. 98.68,  Foody 91.74;
Foody Re- VNSD -~ Hotel 94.63,
views UIT-VSFC 97.07, Foody
93.60
Ernesto Lee | Twitter Combines GRU, CNN, and RNN in a | Sarcasm detection | GCR-NN: Racism (Ac-
et al. 2020 | Dataset stacked ensemble to boost performance. | not handled. curacy 0.95, F1 0.86);
|81 (Racism, Airline (Accuracy 0.88,
Airlines) F10.81)
Naila Aslam | AIT-2018 Analyses sentiment and emotion in | Crypto price | Accuracy: SA 0.99, ED
et al. 2022 | dataset crypto tweets with LSTM-GRU. prediction not | 0.91
182 addressed.
| Kian Long | IMDb, Combines RoBERTa, LSTM, Bilstm, | Sarcasm detection | Accuracy: IMDb 94.9,
Tan et al. | Twitter, and GRU for deep sentiment analysis. not handled. Twitter 91.77, Senti-
2022 (83 US Airline, ment140 89.81
Senti-
ment140
Praphula Airline LSTM is used to analyse customer re- | Language depen- | Accuracy 0.86, F1
Kumar dataset views and service rating. dent. Score 0.82
Jain et al.
2022 [84]
Hongchan Microblog Uses  Chi-TF-IDF  and  combines | Emoticons not | Vote-All: Hotel 87.30,
Li et al | Dataset form/semantics in ensemble classifi- | handled. Car 80.18, News 85.75;
2022 (85 (Hotel, Car, | cation. ADA-AIL: Hotel 89.12,
News) Car 79.19, News 86.55;
DE-All:  Hotel 92.28,
Car 86.04, News 89.03

2.8 Attention-Based Deep Model for Aspect-

Based Sentiment Analysis

Neural networks serve as a simplified representation of the human brain, em-
ulating its functions and operations. This methodology enhances deep neural
networks by concentrating on pertinent items while disregarding others. The
work referenced in [86] suggests that BERTMasker masks domain-specific to-
kens in texts to capture shared representations across various domains better.
Token masking networks are implemented in both the shared and private seg-
ments of the model to learn domain-invariant text transformations and gather
sentiments based on domain-aware characteristics. Their proposed model sur-
passes benchmark multi-domain sentiment classification datasets, illustrating
its effectiveness. Moreover, the efficacy of the token masking mechanism is
validated through detailed analyses of token masks and the remaining texts.
Although extensive studies have been conducted in English ref. [87], research
in Bangla has seen less prominence and limited success in predicting textual

sentiment. This empirical study represents a small advancement in Bangla
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sentiment analysis, with the authors’ model (A-CNN) yielding satisfactory
performance metrics.

Additionally, word sense ambiguity and term presence and frequency can be
addressed by incorporating word sense semantics in the scoring process. The
authors of [88] utilized a benchmark database of Arabic hotel reviews for their
analysis, with their methods demonstrating superiority over baseline studies in
both tasks. They achieved a 39.7% improvement in F1-score for opinion target
extraction (T2) and a 7.58% increase in accuracy for aspect-based sentiment
polarity classification (T3). Their results included an accuracy of 83.98% for
T3 and 70.67% for T2, with F1 scores of 70.67% for both. Aspect-based senti-
ment analysis has the potential to lower labelling costs through multi-domain
aspect extraction [89]. By training an aspect extraction model using labelled
data from other domains, MDAE-BERT emerges as a competitive option for
this task. Comparisons reveal that LSTM-based aspect extraction is less effec-
tive than MDAE-BERT across multiple domains. Furthermore, MDAE-BERT
competes with AE-BERT, which relies on labelled data. In their study, the
authors introduce a Bi-LSTM Self-attention-based CNN (BAC) model for sen-
timent polarity detection in opinion reviews [90]. This model is developed using
TensorFlow’s Keras APIs and employs movie reviews from IMDB as well as
three restaurant datasets from YELP. It achieves commendable classification
accuracy and F1 Measure Value. CNN and Bi-LSTMs are utilised to extract
classification features and automatically capture semantic and contextual in-
formation to ascertain sentiment polarities. The performance of the proposed
BAC model is evaluated in comparison to other baseline models, resulting in
an Fl-measure of 91% and an accuracy of 89%.

Table illustrates various recent techniques and approaches encountered
in contemporary research. The table details the diverse types of datasets em-
ployed across multiple studies. The literature review highlights a growing
trend towards utilizing the BERT technique and ensemble models, covering
the period from 2020 to 2022.

2.9 Work Flow of Aspect Based Sentiment Anal-
ysis

Since it utilizes named entity recognition (NER) and NLP tasks, ABSA pro-

vides a more profound understanding of the review data. Additionally, open-
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Table 2.4: Recent research work on Attention-Based Deep Model

ken masking networks.

Author & Year | Dataset ‘Work Done Limitation
Mohammad Tweets, Reviews | During document-level sentiment analysis, au- | Rating prediction and
Ehsan Basiri et thors aim to detect polarity. helpfulness  prediction
al. 2020 [86] are not handled.
Jianhua Yuan et | Product and | Under the shared-private framework, the au- | They did not use a sim-
al. 2021 (87 Movie Reviews thors propose the BERTMasker model with to- | pler network.

M. Abdelgwad et

Arabic Hotel Re-

To extract the main opinionated aspects (OTE),

For ABSA tasks,

al. 2021 [88] views the bidirectional GRU, CNN, and CRF models | transformer-based
are combined to create a DL model that uses | models can be used.
word and character representations.
Brucce N. Dos | 15 Datasets | Researchers propose a method for extracting as- | Domain-specific limita-
Santos et al. | Containing Re- | pects for multi-domain transfer learning. tions exist.
2021 [89] views

P. Bhuvaneshwari
et al. 2021 89

Reviews

IMDB,
Three Restau-
rant Datasets
from YELP

Movie
from

For the detection of sentiment polarity in opin-
ion reviews, the authors propose a Bi-LSTM
Self-Attention-Based CNN (BAC) model.

Image datasets are not
handled here.

ended questions in surveys allow respondents to provide detailed, nuanced,

and multifaceted answers. Using Figure 2.3 we will outline the workflow for

aspect-based sentiment analysis in six stages. Step 1: Begin by collecting the

data. Next, pre-process the data; then, identify the sentiment; follow this by

selecting and extracting features; and finally, categorize the opinions.

The

outcome will be a polarity report. Below is an outline of the discussion:

Step 1 Data
Collection

Step 2 Data
Preprocessing

Step 3 Sentiment &
Aspect Identification

Step 4 Feature
Selection and
Feature Extraction

Step 5 Sentiment
Classification

!

Step 6 Entity, Aspect
&Polarity Report

Figure 2.3: Work Flow of ABSA

2.9.1 Data Collection

Gathering data from multiple sources is a vital component of sentiment analy-
sis. These sources encompass blogs, forums, chat histories, online data reposi-
tories, and social media platforms. Although the adoption of machine learning
is prevalent, the mere availability of large datasets does not guarantee en-
hanced performance. Consequently, effective data collection is a key aspect
of the Sentiment Analysis application [91]. The quality of the dataset, along

with its labeling and annotation, significantly affects the model’s performance.

There are various methods available for data collection:
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1. Data can be collected efficiently using APIs provided by social media
platforms. For instance, the Twitter API [92] enables the retrieval of
hashtags from tweets, while the News API can pull news articles catego-

rized by different sources.

2. Web scraping [93] allows for the extraction of news articles and blog
comments from the internet. Tools like Scrapy and Beautiful Soup are

utilized to parse HTML tags for this information.

3. Google Chrome features a free extension called Webscraper.io [93], which
acts as a web scraper, enabling users to extract data from web pages and

export it into various file formats.

4. Utilizing existing open-source repositories is another method. Examples
include Rotten Tomatoes movie ratings, IMDB movie reviews, Twitter
tweets available on Kaggle, Yelp reviews, Amazon reviews, and other

such platforms [91].

2.9.2 Data Pre Processing

After the data cleaning process, raw data is converted into valuable informa-
tion through preprocessing. However, if preprocessing is not executed correctly,
there is a risk of misclassifying data if it has not been cleaned and properly
filtered. Consequently, during preprocessing, data must be effectively cleaned
and filtered, as improper cleansing or filtering could lead to erroneous classifica-
tions. Filtering data involves retaining some parts of the data while discarding
others, allowing classifiers to accurately interpret the given information [94].
The steps involved in data preprocessing are illustrated in Figure [2.4]

Data Cleaning: This step addresses irrelevant elements, along with missing

and noisy data [94].

e Missing Data: There are various methods to address missing data. One
approach is: Ignoring the tuples, which is acceptable only when dealing
with large datasets where numerous values are absent in each tuple. An-
other option is to Fill the Missing Values, which can be done manually,
by using attribute means, or by relying on the most probable outcome

value.

e Noisy Data: This type of data is often unintelligible to machines and

arises from imperfect data collection, data entry errors, etc. It requires
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special handling through methods such as Binning Method, which in-
volves partitioning ordered data into equal-sized segments and then ap-
plying various smoothing techniques to each segment. You can replace
the data in a segment with its mean or use boundary values to achieve
this.

Regression: Smoothing of data can also be achieved by fitting it to a
regression function, which can either be linear (one independent variable)

or multiple.

Clustering: This method involves grouping similar data to form clusters.
It is important to note that outliers in these clusters may go undetected

or may fall outside the group.

Data Transformation: This involves modifying the structure, format, or
values of the data. During data transformation, data is converted into a
form that is suitable for the mining process [94]. This includes Normal-
ization, which adjusts data values to fit within certain ranges (—1.0 to 1.0
or 0.0 to 1.0); Attribute Selection, where new attributes are constructed
from existing ones to enhance the mining process; Discretization, which
uses intervals or conceptual levels instead of raw values for numeric at-
tributes; and Concept Hierarchy Generation, where an attribute ”ity”

is advanced to ”country” by moving from lower to upper levels in the

hierarchy.

Data Reduction: Given that data mining often involves managing large
datasets, analysis can become more challenging with an excess of data.
Reducing the quantity of stored data enhances storage efficiency and

simplifies this challenge.

2.9.3 Sentiment & Aspect Identification

The objective of this step is to pinpoint the smaller words and phrases within

the dataset to uncover sentiments present in the data. Additionally, this phase

can distinguish between subjective and objective information for further analy-

sis. It is important to highlight that personal statements are exceptionally rich

in vocabulary, as they express opinions and sentiments [95]. However, relying

solely on subjective sentences is inadequate for effective sentiment analysis, as

objective sentences can also signify perspectives. For instance: “I bought an
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Figure 2.4: Data Pre-processing

MG car last Sunday, and the brake pads are worn out.” This statement doesn’t

contain any negative words, yet it conveys a negative sentiment.

2.9.4 Feature Selection & Extraction

According to their importance, selecting a subset of features from an original
set can be described as a selection process. A large number of features means
that not all of them should be used to create an algorithm. It becomes even
more critical when there are many features available. In sentiment classifi-
cation, selecting the features that make up a dataset is essential because the
classification model will fail if the features are not specified .

A feature selection method can be categorised into wrappers, filters, and
embedded techniques. Based on the classification performance, wrapper meth-
ods measure the usefulness of features. Compared to cross-validation, filter
methods determine if a part is relevant (by examining its univariate statis-
tics rather than performing cross-validation). A characteristic of embedded
methods is that they also optimise the learning algorithm or model concern-
ing its objective function or performance. However, embedded methods use a
model-building metric compared with wrapper methods during learning. Two
types of features are found in the text: syntactic features and semantic fea-
tures. Syntactic features are most often used, such as bigrams, unigrams, term
frequencies (TF-IDF), n-grams, POS tags (adverbs, nouns, adjectives, verbs,
etc.), and dependency trees .

Semantic features are those aspects of a text that indicate how it feels
about something, such as opinion words, concepts, and negations. Selecting
and extracting text features occurs in two steps: selecting feature sets first and

extracting text features. The feature selection and feature extraction images

29



are closely connected to sentiment analysis but differ in semantics. Sentiment
analysis is characterised by the extraction of features from the given text. Here,
the reader is transformed into feature vectors [96]. The feature vectors that
contain the most important training and testing features will be used to train
and test the learning model. Finally, the polarity of a text is calculated using
a vector representation of elements. Additionally, machine learning can only
comprehend mathematical data; Term Frequency-Inverse Document Frequency
(TF-IDF) is a mathematical metric developed by transforming the raw data
using feature hashing, a bag of words (BOW), and n-gram count vectorisation

7).

2.9.5 Sentiment Classification

Various sentiment analysis techniques are used to detect the sentiments in a
text by analysing the numerous opinions from users, both positive and nega-
tive. Three approaches are used for SA that can be used for sentiment clas-
sification. Machine learning is the first approach, including supervised and
unsupervised learning methods. In addition, supervised techniques can be fur-
ther separated into probabilistic and non-probabilistic approaches. Dictionary-
based methods utilise a previously created dictionary of both positive & neg-
ative opinions, with their synonyms and anonymous semantic equivalents, as
well as their polarity report [97]. The total sentiment score in a document
or sentence is calculated by combining the polarity scores of the positive and
negative words. Dictionary creation can be done manually, or existing dic-
tionaries, such as Linguistic Inquiry or WordNet, can be used for sentiment
analysis. However, as dictionary-based methods are domain-independent, find-

ing sentiment words’ domain and context-dependent orientations is difficult.

2.9.6 Entity, Aspect & Polarity Report

There are three categories of Twitter consistency reports: positive, negative,
and neutral. The results from public opinion surveys offer a more distinct
understanding of the general sentiment regarding a particular entity. Further-
more, numerous studies have investigated how sentiment analysis affects vari-
ous types of content, including in-depth analyses of sentiments across different

emotional categories and the extraction of emotions from the content [7,97.98].
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2.10 Level of Granularity for Sentiment Anal-
ysis

The illustration in Figure [2.5 demonstrates the application of sentiment anal-
ysis across three levels: document, sentence, and feature. Although the gran-
ularity at the document level is coarse, it is still satisfactory at the feature

level.

Aspect Based Sentiment Analysis

Level of Granularity

Entity-level Aspect-level

| Entity-level sentiment | [ Aspect-level sentiment J

Fine-grained Course-grained

Fine-grained aspect sentiments Course-grained aspect sentiments

[~ S

[ Course-grained aspect 1 J [ Course-grained aspect 2 J

[ Fine-grained aspect 1 ] [ Fine-grained aspect 2 ]

Figure 2.5: Level of Granularity of ABSA

In sentiment analysis, there exists a three-level granularity: Document,
Sentence, and Feature. Our research focuses on the Feature level of granu-
larity [99]. Aspect-based sentiment analysis incorporates Entity + Opinion +
Feature (Entity), allowing for much finer aspect analysis. The Feature level is
also referred to as the aspect level. There are two categories of aspects: im-
plicit and explicit. Implicit aspects are indirectly conveyed or suggested, while
explicit aspects are clearly articulated. An implicit aspect can represent a sub-
ject, such as a product like ”Mobile,” or a characteristic like ”Screen” [100].
As defined, explicit aspects are presented as nouns or noun phrases, whereas
implicit aspects typically do not convey their results straightforwardly. For
instance, the statement ‘I have a perfect gadget which can do various things’
does not specify the product, making it an implicit comment.

In this context, both implicit and explicit aspects are extracted utiliz-
ing the previously discussed techniques. Figure [2.0| illustrates the commonly
adopted methods for implicit and explicit aspect extraction. Additionally,

Figure highlights various aspect extraction techniques that are standard
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Figure 2.6: Implicit and Explicit Aspect Extraction Techniques

across all three types of machine learning: supervised, unsupervised, and semi-
supervised. The supervised extraction techniques include Syntactic Based,
Conditional Random Field, Hierarchical methods, and Long Short Term Mem-
ory (LSTM). In the case of semi-supervised techniques, the methods utilized
are Recurrent Neural Network (RNN), Double Propagation, Lexicon Based,
Clustering, Frequency Based, and Pattern Based. For unsupervised techniques,
the methods employed are Rule-based and Dependency Parsing [101].

Moreover, these tables indicate that hybrid learning approaches can yield
superior results, specifically when combining two or more models/techniques
for analysis (Supervised + Unsupervised + Semi-Supervised). Regarding per-
formance evaluation metrics, F1 Measure, Recall, Accuracy, RMSE (Root
Mean Square Error), and Precision are utilized. In terms of supervised learn-
ing methods, the combinations of Support Vector Machine (SVM) + Genetic
Algorithm (GA) and Support Vector Machine (SVM) + Convolutional Neural
Network (CNN) outperform explicit aspect-based sentiment analysis. In the
hybrid model for implicit aspect-based sentiment analysis, the combination of

Supervised + Unsupervised approaches with LSTM and LDA techniques yields

better results [102-104].

Tables[2.5 and 2.6 provide insights into the limitations and results of various
recent research papers. After conducting this literature survey, we observed
that the field of Implicit ABSA is one that remains relatively underexplored.
This also clarifies which datasets are frequently utilized, assisting authors in

identifying suitable datasets. It is noted that the majority of authors primarily
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use supervised machine learning techniques, while unsupervised machine learn-
ing is notably less prevalent in research papers. The performance evaluation
metrics used include Accuracy, Precision, Recall, and F Measure [104}105].

The most prevalent techniques for implicit and explicit aspect extraction
are Conditional Random Field (CRF), Lexicon-Based methods, Dependency
Parsing, Rule-Based approaches, and Long Short Term Memory (LSTM). For
supervised machine learning, the common model employed is Support Vector
Machines (SVM) [102,/106].

Through the implicit and explicit tables, we have identified several research
issues that require attention, including Aspect extraction, Implicit aspect ex-
traction, Fake and sarcasm detection, Opinion spam detection, Handling gram-
matical errors, Hidden emotion extraction, Implicit language extraction, Dou-
ble implicit, Spam and fake reviews, and Ambiguous opinion words. In the
Language column, ENG denotes English, TUR stands for Turkish, and CHN
symbolizes Chinese.

The authors have expanded their understanding of SA, NLP, ABSA, and
Online Social Networks due to this literature survey. Furthermore, they have
discovered various future research gaps pertaining to aspect-based sentiment
analysis, given that it is a relatively unexplored area. Consequently, the au-
thors have chosen to focus on ABSA tasks. The various performance eval-
uation metrics indicate better results for conducting ABSA. Through exten-
sive research in aspect-based sentiment analysis, the authors have found that
researchers predominantly employ supervised learning models to achieve im-

proved outcomes [105].

2.11 Frequently Used Dataset in Aspect-Based

Sentiment Analysis

Data from diverse sources must be analyzed to create computational meth-
ods for Aspect-Based Sentiment Analysis (ABSA). There are various datasets
available. While datasets with fewer features and tuples are more prevalent,
some include a larger number of attributes and tuples. To develop and evaluate
computational methods, researchers rely on a range of Aspect-Based Sentiment
Analysis databases [119]. Some of these datasets are accessible to the public,
while others have restricted access based on specific categories. Table [2.7]illus-

trates the most commonly used datasets in Aspect-Based Sentiment Analysis.
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Table 2.5: Implicit Aspect-Based Sentiment Analysis

Technique

Author Used Dataset Lang. Objective Research Gaps
Proposed a new ACOS

Hongjie ACOS ex- | Restaurant- quadruple extraction task | Opinion spam de-
Cai et al | traction ACOS, ENG with two new datasets for | tection not han-
(2021) [12] technique Laptop- " | implicit aspects and opin- | dled

ACOS ions.
Zhengyan Li, SCAPT  proposed to
Yicheng Zou SCAPT SemEval learn sentiment knowl- | Double implicit is-
et al. (2021) 2014 ENG. | edge wusing contrastive | sue not handled
[107] pre-training
M. Devi . .
Sri Nand- LDMA. LDA SemEval f;_%iiii?;ﬁfgr:r}:én ;1;1135 Irony  sentences
hini et al. ’ 2015 ENG. | . . not handled
(2020) [108] ing techniques
Adnan Ishaq CNN GA Proposed a CNN-GA | Domain-specific;
et al. (2020) ) " | IMDB model for SA classifica- | double  implicit

VADER ENG. | .

[89] tion error not handled
ang 1?3625)’5 LSTM, Yelp Applied fine-tuned BERT | Grammatical er-
[1(')9] BERT 2016 ENG. | for ABSA rors not handled
Chunli Xiang | SVM, NB, SemFval Proposed an attention- | Domain-specific;
et al. (2019) | LR with 2015 ENG based neural network for | double  implicit
[110] unigrams " | event polarity detection issue not handled

Product

Cruz-
Fl . Hannach . E}arcia), Implicit aspects identified | Grammatical er-
Hajar et al. | NB classifier . -

Restau- ENG. | using adjectives and verbs | rors not handled
(2019) [111]

rant

(Ganu)
Seving Ilhan N

Hotel Graph-based implicit as- | Fake/sarcasm de-
Omurca et ol. | LDA Reviews | TUR ect extraction system tection handled
(2018) [112] P Y
Thomas Gail- RF, sve, Stoclf Applied stock taxonomy Domain-speciﬁc;
lat et al CRF Trading ENG. | on trading dataset grammatical  er-
(2018) [88] Dataset ' rors not handled
Hajar . .. . Domain-specific;
El Han- | MNB, SVM, ggiteer f;?;ph;g':cst?jg /\C/l::l:m(;i hidden  emotion
nach et al. | RF Dataset ENG. crime £ vJv cets extraction  han-
(2018) [113] dled

Crawled
Batuhan Supervised + Prosluct Explicit aspeét—sentiment Grammatical er-
Kama et al. Lexicon Reviews TUR word mapping shows rors not handled
(2017) [19] (Mo- " | helpful results

biles)
Huan—Yuan' Chinese Double implicit issue ad-
Chen,  Hsin- SVM Hotel dressed in sentiment anal- Fake /sarcasm not
Hsi Chen Reviews CHN. sis handled
(2016) [20] Y
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Table 2.6: Explicit Aspect-Based Sentiment Analysis
Author Technique Dataset Objective Research Gaps
" Used Lang. J P
Implicit aspect
Behdenna & Description | SemEval Semantic  aspect-based | extraction not
Salima et al. . AR . . .
Logic 2014 sentiment analysis handled; domain-
(2022) [114] .
specific
Yong Bie and . .
SemEval MTMVN architecture for | Ambiguous words
Yan - Yang | LSTM 2014 EN" 1 ABsA t handled
(2021) [11] Hob handie
51}61}1613— Aue Kacole Evolutionary Ensembler | Fake and sarcasm
SVM + GA 58 EN boosting multi-label ac- | detection not han-
rangzeb et al. datasets curac dled
(2021) [115] Y
Bowen Twitter, Sentiment -
Zhang, Xu- | LSTM, Lapl4, EN KGCapsAN for aspect- source fusion not
tao Li et al. | CNN Rest14-16 level sentiment handled
(2020) [116] SpATSA
Donatas . Opinion spam not
Meskele et al. | CNN sompval | gy | Zetage bybridmodel Ay died; - domain-
(2020) [79)] specific
Mickel Hoang . Hidden emotions
et al. (2019) | SVM SemEval EN BERT—based in/out- not handled;
2015 domain ABSA . .
[117] domain-specific
Xin Li et al. | LSTM  + | SemEval EN Evaluate ~ BERT  for | Implicit ABSA
(2019) [81] CRF 2014-2016 ABSA end-to-end tasks not addressed
Muham- SVM, ME, Hotel ABSA-based tourism app Hidden emotions
mad  Afzaal RFT. NBM /  Rest. | EN for recommendation not handled;
(2019) [82] ’ Reviews domain-specific
angnan CapsNet, MAMS New dataset with robust | Grammar issues
Jlang et al. | CapsNet- Dataset EN ABSA models not handled
(2019) [83] BERT
Qiao Li t SVM,
al (2110186) LSTM, SemEval EN Content-attention ABSA | Fake/sarcasm not
’29| MemNet, 2014 model handled
IAN
\,;;e; 511(92021%()1 Gated SemEval EN CNN with gating for flr(?tny Sﬁzgizzs-
! Tanh-ReLU | 2014 ACSA/ATSA . Lo
[30] domain-specific
Restau-
Navonil Ma- Opinion spam not
jumder et al. | LSTM rant, EN TARM  framework for handled; domain-
Laptop ABSA .
(2018) [84] . specific
Reviews
Mubarok Naive SemEval Sentiment polarity from | Fake/sarcasm not
et al Bayes 2014 EN roduct reviews handled
(2017) [85) Y Task 4 b
Nurulhuda VM n Ambiguous opin-
Zainud- . STS Hybrid Twitter ABSA | ion words not
. SentiWord- EN .
din et al Net + PCA Dataset model handled; domain-
(2017) [91] specific
Sou;anya SemEval Sentic LDA with com- | Double  implicit
Poria “et _al. | LDA 2014 EN monsense reasonin errors not handled
(2016) [118] &
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Researchers primarily utilise English datasets for easier comprehension of
the data. However, many have also delved into the ABSA domain using
datasets in other languages, which demand a deeper language proficiency for
analysis. The dataset most frequently employed by researchers is the Seman-
tic Evaluation 2014, 2015 & 2016 [120H122]. SemEval, also known as semantic
evaluation, is recognised as an international series of workshops focused on nat-
ural language processing (NLP). Each year, a range of shared tasks is presented
and compared during the workshop, where teams develop and showcase com-
putational semantic analysis systems. SemEval is sponsored by SIGLEX, the
Special Interest Group on the Lexicon of the Association for Computational
Linguistics [105].

Table 2.7: Most Frequent Datasets Used for Aspect-Based Sentiment Anal-

ysis
Sr. Datasets Size Description
No.
1 SemEval-2010 [123] 100.69 MB | Pre-processed using standard NLP tech-
niques with NLTK and TextBlob.
2 SemFEval-2014 Task 4: | 3.92 MB Two domain-specific datasets (laptops and
ABSA [120] restaurants), each with over 6K annotated
sentences.
3 SemFEval-2015 Task 12 | 4 MB Contains full reviews. Laptop domain: 22
[121] entity types. Restaurants domain: 6 entity
types and 5 attribute labels.
4 SemFEval-2016 3.91 MB Processed dataset for ABSA tasks.
ABSA [122]
5 Twitter Tweet Dataset | 3.5 MB 27.5K tweets labeled by sentiment.
199]
6 Airline Tweet Dataset | 88.88 KB Airline-related reviews with features.
[124]
7 Product Reviews | 144 KB Twitter reviews on electronics (phones,
Twitter Dataset [124] TV's, etc.).

Table is the overview of the frequently used datasets in ABSA. Most
ABSA tasks use SemEval (Semantic Evaluation) workshop datasets. The Se-
mEval 2014 is in English with two datasets, Restaurant and Electronics, and
the total number of reviews is 2951 and 4724, respectively [99]. The SemEval
2015 is also in English and has three domains: Restaurant, Electronics and Ho-
tel. All three are review datasets, and the total number of reviews is 2923, 2499
& 339, respectively [100]. The SemEval 2016 has three domains: restaurant
and electronics data are in English, and the thoughts are in Arabic. The total
number of studies is 2563, 2529 & 13113, respectively [124]. The last most

used dataset is Twitter, with 6940 reviews.
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Table 2.8: Overview of the Frequently Used Datasets in ABSA

Dataset Lang. | Domain Neutral| Positive| Negative Total
SemEval 2014 | English Restaurant  Re- | 629 1328 994 2951
(Restaurant) [120] views

SemEval 2014 | English Electronics  Re- | 829 2894 1001 4724
(Electronics) [120] views

SemEval 2015 | English Restaurant  Re- | 185 1644 1094 2923
(Restaurant) [121] views

SemEval 2015 | English Electronics  Re- | 98 1652 749 2499
(Electronics) [121] views

SemEval 2015 (Ho- | English Hotel Reviews 12 243 84 339
tel) |121]

SemEval 2016 | English Restaurant  Re- | 154 1540 869 2563
(Restaurant) [122] views

SemEval 2016 | English Electronics  Re- | 104 1802 623 2529
(Electronics) [122] views

SemEval 2016 (Ho- | Arabic| Hotel Reviews 852 7705 4556 13113
tel) |122]

Twitter Dataset [7] | English Social Media 3470 1735 1735 6940

2.12 Summary

This chapter provides an extensive survey of affective computing and senti-
ment analysis, concentrating specifically on Aspect-Based Sentiment Analy-
sis (ABSA). It outlines recent developments in both the implicit and explicit
aspects of ABSA, highlighting the need for further research into the often-
challenging implicit elements. The chapter emphasises the increasing interest
in ABSA applications, especially in social media analytics and sophisticated
computational techniques. It also provides a thorough overview of widely used
ABSA datasets and validation methods, stressing the advantages of recognis-
ing both explicit and implicit aspects, as many reviews include a combination
of the two. Given the domain-specific characteristics of these aspects, the im-
portance of domain knowledge in enhancing the accuracy of aspect detection
is particularly highlighted, and a hybrid approach for extracting implicit ele-
ments is recommended. Moreover, the chapter highlights the everyday use of
streaming APIs for collecting real-time data, which is crucial for research and
analysis. It aims to examine various hybrid deep learning techniques and en-
sembling methods, such as XGBoost and Light GBM, while also investigating
the processes for parameter selection in boosting techniques and comparing
the results.

This outlines several vital sections that informed the research undertaken
in this thesis. First, while unimodal approaches can offer valuable insights,

they often miss the broader context of sentiment, highlighting the need for
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multimodal methods that combine text and images. Second, dealing with im-
plicit aspects remains a challenge, which emphasises the necessity for hybrid
approaches that merge domain knowledge with algorithmic strategies. Third,
effectively addressing noisy or misaligned data is crucial, suggesting the inclu-
sion of feature selection, attention mechanisms, and alignment techniques in
the proposed methodology. Finally, the survey stresses the importance of in-
tegrating rigorous mathematical modelling with empirical validation through
case studies and experiments, ensuring that the models developed in this thesis
are both theoretically sound and practically applicable. These insights directly
influenced the design decisions, feature selection, and experimental framework

utilised in this work.
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Chapter 3

Experimental Framework: Epoch and

Cross-Validation impacts on trained model
for ABSA

ABSA is a method that evaluates how a text expresses about specific prod-
uct, service, or institution attributes. It involves determining whether the sen-
timent towards a feature, like a smartphone’s battery life, is positive, neutral,
or negative. This analysis is crucial for the marketing and customer service
because it reveals insights into customer preferences. ABSA uses various NLP
techniques, including sentiment analysis, named entity recognition, and topic

modelling.

In contrast, traditional SA often focuses on a single data type, such as
text. Social media platforms like Twitter and Facebook are popular for shar-
ing opinions, combining text, images, and audio. ABSA specifically analyses
sentiment related to particular aspects, determining sentiment polarity for tar-

gets like “SERVICE” and “FOOD.”

For instance, if we analyse a review saying, “I love the design of the phone,
but the battery life is disappointing,” we identify two aspects: design (positive)
and battery life (negative).

A structured experimental framework, focusing on epoch settings and cross-
validation methods, is crucial in assessing ABSA performance. Selecting epochs
is vital; too few can result in underfitting, while too many can lead to overfit-
ting. Monitoring performance metrics such as accuracy during training helps
identify the optimal number of epochs. Cross-validation is eqsually essential
to validate model performance. Techniques like K-Fold cross-validation help
ensure the model generalises well by testing it on different data subsets, thus
providing a more reliable performance estimate. By combining these methods,
we can effectively analyse how varying epoch settings impact the performance
of ABSA models. This integrated approach enhances our understanding and

effectiveness of sentiment analysis across different contexts.
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3.1 Related Work

ABSA is a robust NLP technique that identifies a sentence’s sentiment polarity
associated with specific aspect terms. Giuseppe D’Aniello et al. (2022) [125]
have summarised the most recent ABSA methodologies and approaches, outlin-
ing the key challenges tied to advancements in this field. Their study introduces
a novel reference model named KnowMIS-ABSA, which can be further devel-
oped to incorporate reviews and additional ABSA features in future research.
Bin Liang et al. (2022) |126] proposed Sentic GCN, a graph convolutional net-
work that leverages emotional relationships within text for targeted aspects
using SenticNet. They enhance sentence dependency graphs by incorporating

emotive knowledge to construct unique graph neural networks.

Haiyan Wu et al. (2022) [127] presented an attention network with phrase
dependency catered to the ABSA task (PD-RGAT). This relational graph at-
tention network creates a phrase dependency graph by merging directed depen-
dency edges with phrase information. The performance of GloVe and BERT,
two separate pre-training models, was evaluated, yielding results comparable
to various baseline models. Kai He et al. (2022) [128] proposed the meta-based
MSM self-training system featuring a meta-weighter. The authors assert that
a neural system with efficient learning control and suitable symbolic represen-
tation choices can yield a generalizable model. They utilise MSM to develop
a teacher model that generates in-domain knowledge, which a student model

then uses for supervised training.

Ziguo Zhao et al. (2022) |129] developed a graph convolutional network
for aspect-based sentiment analysis, incorporating multiple weighting strate-
gies. They introduced a dynamic weight alignment technique to maximise
BERT’s capabilities. They designed an aspect-aware weight mechanism to
regulate message propagation toward the aspect and an aspect-oriented load-
ing layer to mitigate the adverse effects of irrelevant words. Ultimately, they
combined high-order semantic and grammatical information through multi-
head self-attention to predict refined aspect-specific representations. Li Yang
et al. (2022) [130] created the Cross-Modal Multitask Transformer (CMMT), a
multi-task learning framework that integrates two additional activities to prac-
tice aspect- and emotion-aware intra-modal examples. They also introduced
a Text-Guided Cross-Modal Communication Module, aimed at dynamically
adjusting the influence of visual information on each word’s representation in

inter-modal interactions.
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Shi Feng et al. (2022) [131] proposed a novel ABSA model named AG-VSR,
which focuses on aspect representations instead of sentence representations and
enhances them using GCNS. To address the reliance on the completeness of the
dependency tree while preserving global sentence information, they employed
two representation types: Attention-assisted Graph-based Representation (A
GR) and Variational Sentence Representation (VSR). The GCN module con-
structs a GR by altering a dependency tree using an attention mechanism.
Lastly, Anan Dai et al. (2022) |132] introduced a human cognition-based ap-
proach encompassing sentence grammar and word meaning training. They de-
veloped a dual-channel semantic learning graph convolutional network (GCN)
to capture both structural and broad semantics of words. Additionally, they
conducted a syntactic GCN to learn the syntactic organisation of sentences,
making their approach in line with human cognitive practices and providing a

meaningful interpretation of sentences.

3.2 Sentiment Analysis

Opinion Mining (OM) and Sentiment Analysis (SA) have developed as signif-
icant research disciplines over the past two decades, finding extensive appli-
cations in commercial sectors. Despite considerable advancements, the defini-
tions of OM and SA and the distinctions among opinion, sentiment, emotion,
and related concepts remain ambiguous. Some scholars argue that these con-
cepts are distinct and require different methodologies, while others view the
debate as largely semantic. The definitions of opinion and sentiment are still
contested, although both OM and SA aim to capture the subjectivity present in
text. Sentiment analysis operates at various levels: document-level, sentence-
level, aspect-level, and concept-level. Document-level analysis assesses the
overall polarity of an entire text, such as a review or article, often using lexicon-
based approaches to derive a single positive or negative score from multiple
words [133]. However, some suggestions considering the relevance of each term
might enhance classification accuracy.

Sentence-level sentiment analysis examines the sentiment of individual sen-
tences and aggregates these scores to derive an overall sentiment for the doc-
ument, offering insights into general perceptions but lacking detail about spe-
cific features or aspects that shape user opinions. This is where aspect-level
sentiment analysis comes into play, identifying opinionated sentences along

with their entity categories, aspects, and corresponding polarities. On the
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other hand, concept-level SA utilises semantic analysis to explore the concepts
within the text, enhancing the understanding of natural language and emo-
tions with the help of lexical resources like SenticNet, which assigns mood
and emotion tags. ABSA specifically focuses on extracting sentiment informa-
tion related to attributes of a subject or entity, calculating a sentiment score
for each identified aspect on a scale from -1 (highly negative) to +1 (highly
positive) to indicate the sentiment’s degree, while sentiment classification de-
termines whether the sentiment is favourable or unfavourable. Lastly, modern
aspect extraction methods are categorised into three main groups: unsuper-
vised, semi-supervised, and supervised techniques [134].

Unsupervised methods include frequency-based heuristics, syntactic depen-
dency approaches, and rule-based techniques. Semi-supervised methods incor-
porate lexicon-based, dependency tree-based, and graph-based methods. In
contrast, supervised techniques utilise machine learning approaches such as
random fields, SVM, decision trees, autoencoders, and neural networks [135].
Various sentiment identification methods are lexicon-based, machine learning-
based, and hybrid methods [136]. For example, consider a customer looking
to book a hotel for her vacation who reads reviews online. One review states,
“Great amenities and location, however, the service was lacking. The staff
was impolite and uncooperative. Although the breakfast was not up to stan-
dard, the hotel was clean and big.” Using ABSA, we might analyse aspects
as follows: Aspect Sentiment Summary: Location (positive — ”great”),
Amenities (positive — no issues), Service (negative — "rude”, ”disappointing” ),
Staff (negative — "rude”), Room (positive — "clean”, ”"spacious”), Breakfast
(negative — "subpar”). ABSA helps the customer understand that while the
location and amenities are favourable, the service and breakfast are concerns,

assisting her in making an informed decision about the hotel.

3.3 The Proposed Method

In the initial phase of the study, the researchers employed the SemEval 2014
Task 4 Public dataset for data acquisition. As shown in Figure [3.1] the next
step involves the data pre-processing stage. Following that, feature selection
takes place, which is succeeded by model training until the early stopping
condition is met. In the second stage, K-fold cross-validation (with K=6) is
applied. If the results are unsatisfactory, hyperparameter tuning enhances the

model’s performance. The pre-trained models in the embedding layer were
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instrumental in achieving improved outcomes [137].

The embedding layer is vital in neural network models used for NLP. Its
primary role is transforming textual information, such as words or phrases, into
numerical vectors that the model can process |138]. This layer maps each word
or token from the input text to a high-dimensional vector known as an em-
bedding vector, generally smaller than the vocabulary size, thereby enhancing
processing efficiency. Pre-trained embeddings, developed on extensive datasets
through Word2Vec or GloVe, effectively capture both semantic and syntactic
relationships among words, proving beneficial for various NLP tasks. During
training, the embedding layer modifies the embedding vectors in response to
the errors identified by the subsequent neural network layers [139]. This pro-
cess allows the model to learn to generate embedding vectors that accurately
represent the incoming data for the given tasks. Incorporating an embedding
layer has significantly boosted the accuracy of text classification, sentiment
analysis |140], machine translation, and other NLP applications by enabling
efficient text processing and the capture of intricate word relations.

Additionally, the BERT (Bidirectional Encoder Representations from Trans-
formers) model is a pre-trained language model that produces contextualised
word embeddings for various NLP applications. The mathematical method for
calculating embeddings involves input tokens, a pre-trained language model
with L transformer layers, and a hidden size H within the BERT embed-
dings [141]. The BERT model processes an input sequence of tokens S and

returns a series of concealed states.

H={h1, h2,....,hn}, (3.3.1)

BERT(S)_i = h_i A (L) (3.3.2)

Our study employed BERT embedding during the experimentation process.
We retrieved the final hidden state associated with that token to obtain the

BERT embedding for a specific token or sub-word, as described in equations

[3.3.1 and [3.3.2 This hidden state is generated once the input sequence has

been processed through the L-th transformer layer. Consequently, the BERT
embedding for the i-th token can be represented by equation |3.3.3

BERT(S)-I = mean /max ({h_i A (L) | i in I}) (3.3.3)
To generate a BERT embedding, you can either use the final hidden state of
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a specific token or sub-word or calculate the average or maximum of the hidden
states for a sequence of tokens produced by the pre-trained BERT model. The
averaging or maximum value is computed from the hidden states associated

with the tokens in the input sequence.

Input data (SemEval-14)

]

Data Pre-Processing

]

Feature Selection

¥

Hyperparameter
Tuning

K-Fold Cross-Validation

]

Results
(Accuracy & F1
Measure)

Figure 3.1: The proposed work for the study involves epochs and cross-
validation

3.4 Feature Selection and Analysis

After completing the data preprocessing stage, we conducted feature selection
and analysis to ensure that our models focus on the most relevant information
while minimizing noise and computational complexity. This process involved

several key steps:

1. Statistical Filtering: We initially removed features with low variance or
high correlation, eliminating irrelevant or redundant information. This

step ensures that the model uses only informative inputs.

2. Domain Guided Selection: Utilizing domain knowledge, we prioritized
the retention of key features. For text data, we focused on opinion-
bearing words, aspect-related tokens, and syntactic indicators. For im-
ages, we selected essential visual cues, such as facial expressions and

object attributes relevant to sentiment.
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3. Dimensionality Reduction: To address the challenge of high-dimensional
features, particularly from embeddings, we applied Principal Component
Analysis (PCA). This technique helps retain the most significant variance

in the data while lowering computational complexity

4. Feature Importance Ranking: We employed machine learning models,
such as Random Forests and gradient boosting, to rank the features
based on their contribution to prediction. Features identified as having

low importance were iteratively discarded.

5. Validation and Iteration: The selected features underwent testing through
K-fold cross-validation (K=6). If the performance thresholds were not
met, we refined the features further and performed hyperparameter tun-

ing to enhance the model.

This thorough feature selection process ensures that our models leverage the
most informative and relevant features, complementing the embedding layers
and pre-trained models. By concentrating on the most significant features, we

achieve higher accuracy, reduced overfitting, and better generalizability.

3.5 Analysis of Algorithm Efficiency and Re-
liability

To confirm that the proposed models are both effective and dependable, an

evaluation of their algorithmic efficiency and correctness was performed.

3.5.1 Complexity Evaluation

The computational complexity was assessed based on both time and mem-
ory usage. Various techniques, including graph-based approaches, attention
mechanisms, and embedding layers, were analysed to ensure the models can

efficiently handle large datasets.

3.5.2 Verification of Correctness

To validate the accuracy of each algorithm, we ensured that their outputs
aligned with expected theoretical outcomes. For instance, both dependency

tree-based and attention-based methods were examined to verify their ability
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to accurately extract sentiment signals from textual and visual data. Addi-
tionally, empirical validation through K-fold cross-validation and case studies

confirmed that these algorithms reliably yield consistent results.

3.6 Experimental Setup

Our experiments used the Intel (R) Xeon (R) CPU E3-1225v5@3.31GHz
Processor, 32 GB RAM, and a 64-bit architecture

3.6.1 Dataset

The dataset from SemEval-2014 Task 4 [5] is designed for researchers and de-
velopers focused on sentiment analysis and natural language processing tasks.
This collection is particularly beneficial for academics creating and testing al-
gorithms to classify emotions in short messages, such as tweets. Researchers
must utilise this dataset as it has been expertly annotated with sentiment
polarity labels, providing reliable ground truth data for developing and eval-
uating accurate sentiment analysis algorithms. One key reason for selecting
the SemEval 2014 Task 4 dataset is its status as a widely recognised baseline
for assessing sentiment analysis algorithms. This allows researchers to bench-
mark their work against a significant amount of existing literature and follow
a standardised evaluation methodology.

Overall, leveraging the SemEval-2014 Task 4 dataset can facilitate the de-
velopment and evaluation of advanced sentiment analysis algorithms, enable
comparisons with recognised standards, and contribute to broader research ef-
forts in NLP. For our experimentation, we utilised the SemEval 2014 Task 4
dataset [120], which includes three distinct domain datasets: Laptop, Twitter,
and Restaurant. Each of these datasets features separate training and testing
files.

Table 3.1: Each dataset includes aspect words labelled positive, negative, or
neutral in both training and test sets.

Dataset Split | Instances | Positive | Negative | Neutral
rropin | T
eS| T | 3R
T | oz G
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This study demonstrates the risk of overfitting with the SemEval 2014
Task 4 dataset through training and testing set experiments. A higher epoch
value can help the model learn complex patterns but may lead to overfitting,
resulting in poor performance on new data. Early stopping techniques monitor
validation metrics such as accuracy or loss, halting training when these metrics
no longer improve. Factors like dataset size and model complexity must be

considered when determining the optimal number of epochs.

To mitigate overfitting, we employed K-fold cross-validation. This method
divides the data into K ”folds,” training the model on K-1 folds and testing on
the remaining fold |142]. This process is repeated K times for a comprehen-
sive evaluation of model performance. K-fold cross-validation provides a more
accurate estimate than a single train-test split and helps identify overfitting is-
sues |143]. Variants include stratified k-fold, which maintains class distribution
in each fold, and leave-one-out cross-validation, where each instance serves as
the test set once. Overall, K-fold cross-validation is an effective technique for

assessing model performance.

Let z; = {<Ii1ayi1)7 (‘Tiwyiz)? SRR

(x’iNi7y’iNi)}
be the i-th fold of size N;, such that N =k - N;. (3.6.1)
Let Ltrain = {(flfl, y1)7 (.T27 y2>7 R (JIN, yN)} — Xi (362)

The Xi.n dataset was used to train the model, obtaining the parameter
vector 0 for evaluating Xi.y and predicting values ypreq. Evaluation metrics,

such as mean squared error or accuracy, were computed between y,.eq and valid

values Yiest iN Xiest, repeated for all 7 in K using equation (3.6.1] and [3.6.2]

K-fold cross-validation was applied to test the BERT-SPC model on three
datasets, with results shown in Table 3.2 The restaurant dataset performed
the best. ”Early Stop” prompts appeared in every epoch, prompting the use
of K Cross-Validation with K=6. The overall performance was estimated by

averaging the K evaluation metrics across all folds.

The results presented in Table from the K Cross-Validation Technique
with k=6 demonstrated improved outcomes, effectively addressing overfitting

and outperforming other methods.
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Table 3.2: Performance Without the Cross-Validation Technique

Training_Testin Training_Trainin
Dataset Accuracgy Flg Accuracgy F1 .
Laptop 14 0.7649 0.7158 0.8802 0.8583
Twitter 14 0.7038 0.7168 0.9046 0.9031
Restaurant 14 0.8446 0.7753 0.9462 0.9220

Table 3.3: Performance Using 6-Fold K Cross-Validation

Training_Testin Training_Trainin
Dataset Accuracgy Flg Accurafy F1 .
Laptop 0.8058 0.7569 0.8990 0.8885
Twitter 0.7356 0.7011 0.9190 0.9180
Restaurant 0.8502 0.7919 0.9475 0.9224

3.6.2 Model Comparison

The authors compared the BERTSPC model (enhanced with hyperparame-
ter tuning and K-fold cross-validation) to baseline research, as presented in
Table [3.4] They utilised K-fold cross-validation to tackle overfitting, which
yielded the best performance. Additionally, they experimented with various
techniques, including Stratified, Leave One Out, and Group K-Fold cross-
validation, on the SemEval 2014 Dataset, finding that Leave One Out and

Group K-Fold produced comparable results, but K-Fold was superior overall.

Table 3.4: Baseline model findings are taken from published articles; (-)

indicates data not available

Models Twitter Restaurant Laptop
Acc. F1 Acc. F1 Acc. F1
TD LSTM [144] 0.7080 0.6900 0.7563 - 0.6813
ATAE LSTM |145] - 0.7720 - 0.6870
TAN [146) - - 0.7860 - 0.7210 -
RAM |[147] 0.6936 0.6730 0.8023 0.7080 0.7449 0.7135
Feature-Based SVM [148| 0.6340 0.6330 0.8016 - 0.7049
REC-NN [149] 0.6630 0.6590 - - - -
MemNet |150] 0.6850 0.6691 0.7816 0.6583 0.7033 0.6409
AEN-GloVe (w/o PCT) |151) 0.7066 0.6907 0.8017 0.7050 0.7272 0.6750
AEN-GloVe (w/o MHA) |151] 0.7124 0.6953 0.7919 0.7028 0.7178 0.6650
AEN-GloVe (w/o LSR) |151) 0.7080 0.6920 0.8000 0.7108 0.7288 0.6869
AEN-GloVe BiLSTM [151] 0.7210 0.7042 0.7973 0.7037 0.7312 0.6980
AEN-GloVe [151] 0.7283 0.6981 0.8098 0.7214 0.7351 0.6904
BERT-SPC |[152] 0.7355 0.7214 0.8446 0.7698 0.7899 0.7503
AEN-BERT (153 0.7471 0.7313 0.8312 0.7376 0.7993 0.7631
BERT-SPC [152] 0.7355 0.7214 0.8446 0.7698 0.7899 0.7503
BERT-SPC + K (Proposed) | 0.7356 0.7011 | 0.8502 0.7919 | 0.8058 0.7569

Figures [3.3] and [3.4] illustrate the Accuracy and F1 Scores of various
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baseline models for the Twitter, Restaurant, and Laptop Datasets, respec-
tively. In the Twitter dataset Figure our proposed model achieved an
accuracy of 73.56, surpassing the previous BERTSPC model by 0.01. Notably,
ATAE-LSTM and IAN are omitted as they were not tested on this dataset
in prior studies. For the Restaurant dataset in Figure our model im-
proved upon the BERTSPC model’s accuracy of 84.46 by 0.56. Lastly, Figure
shows the Laptop dataset, where our model outperformed the previous
BERTSPC model’s accuracy of 73.55 by 1.59.
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Figure 3.2: Accuracy and F1 score on Twitter Dataset
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Figure 3.3: Accuracy and F1 score on Restaurant Dataset
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Figure 3.4: Accuracy and F1 score on Laptop Dataset
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3.7 Summary

This research emphasises the use of attention-based encoders to analyse both
target and context within the framework of ABSA. To optimise outcomes,
we implemented a pre-trained BERT model and conducted hyperparameter
tuning to enhance the accuracy of the BERTSPC model. Throughout our
experiments, we faced challenges related to overfitting, which we addressed
by applying the Cross-validation technique. Our findings indicated that the
K Cross-validation method with K=6 yielded the most effective performance.
Moving forward, we plan to use this approach to real-world datasets. While our
current focus is on unimodal problems, we intend to extend our methodology
to multimodal challenges.

In the next chapter, we will explore the effects of ensemble learning and
its role in the ABSA task, aiming to deepen our understanding of how various

methodologies can contribute to improved model performance.
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Chapter 4

Transformer Architecture for Unimodal
Text-Centric ABSA

In today’s digital age, people share their thoughts and emotions on various
platforms at an unprecedented speed and scale. With the rise of user-generated
content, such as online discussions, social media posts, and product reviews,
there is an increasing demand for accurate sentiment analysis. Traditional
sentiment analysis methods are inadequate for capturing the complex attitudes
toward specific elements of text, as they only assign a general sentiment score

to the entire content. This is where ABSA becomes essential.

ABSA is crucial because customer feedback is vital for making strategic de-
cisions in today’s highly competitive marketplace. It provides businesses with
the tools needed to analyse the strengths and weaknesses of their offerings,
identify emerging trends, and respond proactively to customer complaints.
ABSA has various applications, including social media monitoring, brand man-
agement, and public mood tracking. By providing precise information about

customer perceptions, ABSA can guide effective engagement strategies [154].

However, analysing customer feedback through ABSA presents unique chal-
lenges. One critical step in this process is aspect extraction, which involves
identifying relevant details from the text. Uncertainty and the variation in
language can complicate this. Models must comprehend words and their con-
textual meanings to accurately determine sentiment orientation toward each
feature; this process is known as sentiment polarity classification. In our data-
driven world, it is imperative to use ABSA ethically, ensuring that biases are
eliminated and user privacy is protected.

Figure [4.1] clearly describes the three levels of sentiment analysis. The
figure makes understanding the differences between document, sentence, and
aspect-level sentiment analysis easy. The content in the figure explains each
level of analysis in detail. "I recently bought an iPhone for its camera and
build quality. However, the battery drains too fast. Overall, my experience

with the phone was great.”
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Document Level

I recently bought an iPhone for its camera and build
quality. However, the battery drains too fast. Overall,
my experience with the phone was great.

Positive

Sentance Level

I recently bought an iPhone for its camera and build Neutral
quality. However, the battery drains too fast.

Overall, my experience with the phone was great. Positive

Aspect Level

I recently bought an for its camera and build
quality. However, the battery drains too fast. Overall,
my experience with the was great.

Negative

Figure 4.1: Different levels of sentiment analysis that depend on text-based
information

To better comprehend ABSA, we can examine Figure and consider an
example sentence: ”The food in the restaurant was delicious, but the service
was slow. “This statement encompasses two aspects—food and service. The
aim of ABSA is to evaluate the sentiment polarity linked to each of these as-
pects. In this case, individuals express positive sentiments towards the food
while holding negative views about the service provided. The identified compo-
nents and their associated emotions are as follows: (Aspect: Food, Sentiment:
Positive) and (Aspect: Service, Sentiment: Negative). ABSA’s analysis al-
lows for a more granular sentiment assessment by breaking down sentiment

expressions into individual components [155].

Sentance: ‘

‘"The food at the restaurant was delicious, but the service was prolonged”

(Aspect: Food,
Aspects Sentiment:
Positive) and

Aspect 1: Food Aspect 2: Service (Aspect: Service, | |
Sentiment:

Negative)

Figure 4.2: A Sample Review Sentence for ABSA

As mentioned in Figure [£.3] the ABSA tasks consist of multiple stages,
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Figure 4.3: ABSA work flow

the first being extraction. This involves identifying the features or aspects
mentioned in the sentence, such as “food” and “service.” NLP techniques like
part-of-speech tagging and dependency parsing are utilised to achieve this.
The next step is Sentiment Polarity Classification, which determines whether
the sentiment expressed towards each element is positive, negative or neutral.
Machine learning algorithms based on neural networks are commonly used for
this stage once the aspects have been identified. In the ABSA process, the
sentiment of a statement is determined using words like “delicious” to express
positivity towards “food” and “slow” to indicate negativity towards “service”.
The final step involves target-dependent sentiment analysis, a crucial part of
the process. It considers the aspect being referred to and how the sentiment
may vary accordingly. For instance, while “slow” may be negative in the
context of “service”, it could have a positive connotation when referring to the
“pace” of something else. By utilising target-dependent sentiment analysis, we
can ensure that sentiment classification accurately reflects the context in which
it is used. The ABSA process involves the use of different modalities [155].
Figure [£.4] describes the two main modalities used: unimodal and multi-
modal. Unimodal modality has three types: textual, visual, and acoustic. On
the other hand, multimodal modality consists of two types: bimodal and tri-
modal. Bimodal modality combines two modalities, while trimodal modality

combines three modalities with all possible sets.

4.1 Related Work

In this paper, the authors [156] introduce a hybrid deep neural network (DNN)
model that effectively incorporates an attention mechanism to identify and em-
phasise key sentiment features within text. Initially, the authors utilise senti-

ment lexicons to pinpoint relevant sentiment features and leverage the bidirec-
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Types of Modalities

Unimodal Multimodal

Text + Acoustic +
Visual

Figure 4.4: Different Modalities Used for ABSA

tional encoder representation of transformers to produce sentiment-enhanced
word embeddings for the readers. They then modify the BILSTM architecture
to capture long-range dependencies within the word sequence, word order, and
contextual semantic information. The model also employs an attention mech-
anism to assign greater weight and significance to salient features in the word
sequence.

Another study presents a novel sentiment analysis model named SLCABG,
which combines attention-based Bidirectional Gated Recurrent Units (Bigru)
with Convolutional Neural Networks (CNN), utilising a sentiment lexicon. By
merging the strengths of sentiment lexicons and deep learning techniques,
the SLCABG model addresses the shortcomings of existing sentiment anal-
ysis models for product reviews. In a separate article, the authors set out to
determine the most effective classifiers among those in for sentiment anal-
ysis of short texts. They evaluated the performance of various methodologies
and introduced a filtered LDA framework that surpassed existing techniques
for analysing sentiment shifts on Twitter.

To uncover potential factors contributing to changes in sentiment, the
framework utilised cascaded LDA models with varying hyperparameter config-
urations. After discarding outdated topics, a Topic Model with a high Coher-
ence Score was implemented to extract relevant emerging issues that humans
can easily understand. Furthermore, the authors propose a method to enhance
sentiment analysis accuracy for tweets that convey unclear or ambiguous
emotions. This approach combines ensemble and CNN models by employing
five feature vectors (lexical, word-type, semantic, sentiment polarity, and po-

sition of words) to formulate a feature ensemble model. The model generates
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tweet embeddings, which are utilised as input for the CNN model.

4.2 Preliminaries

4.2.1 Pre-Trained Language model

The pre-training language model has attracted considerable academic atten-
tion due to its remarkable performance in NLP tasks. BERT, which belongs
to the Transformer architecture family, is designed to grasp the context and
meaning of texts by undergoing pre-training on a diverse range of textual data.
This distinctive NLP model evaluates a given term’s preceding and subsequent
words to ascertain its meaning within a sentence. Unlike other NLP models,
BERT is trained on billions of words, enabling it to identify various linguistic
patterns and subtleties. BERT is available in various versions with different
model sizes, characterised by factors such as the number of layers, hidden units,
and attention heads. Additionally, smaller alternatives like BERT Lite exist.
Developers and researchers can access BERT models and their variations via

the Hugging Face Transformers library for various NLP applications [152,/160)].

4.2.2 Ensemble Learning

Ensemble learning is a machine learning strategy that enhances performance,
robustness, and generalisation by combining predictions from multiple mod-
els. This approach is categorised into two main groups: simple and advanced
methods. Simple techniques include Max Voting, Averaging, and Weighted
Average, while advanced methods encompass more complex strategies such as
Bagging, Boosting, Blending, and Stacking. Researchers in NLP often utilise

these advanced ensemble techniques to attain superior results.

1. Bagging, also known as Bootstrap Aggregating, is a statistical approach
that involves training multiple models on different subsets of the same
dataset through random sampling with replacement. In Bagging, the
final prediction is typically determined by averaging the sample estimates
for regression tasks or by majority voting for classification scenarios. A

well-known implementation of Bagging is Random Forest.

2. Boosting encompasses algorithms like AdaBoost, Gradient Boosting Ma-

chine (GBM), and XGBoost, which focus on training models in sequence

25



while placing greater emphasis on examples that were misclassified by

the previous model.

3. Stacking is a technique that uses metamodels to aggregate predictions
from several base models. In this approach, base models generate pre-
dictions based on the input data, while meta-models are trained to make
predictions based on the outputs from these base models. Stacking en-
hances the overall model’s capabilities by combining the strengths of

individual models.

4. Blending is a method that involves training multiple models indepen-
dently on the training data and then using distinct validation datasets
to merge their predictions for the final output. It is generally simpler to

implement than Stacking.

These sophisticated methods enable researchers to enhance their models

and attain better performance in a range of applications.

4.2.3 XLNet

XLNet is a language model that utilises an autoregressive approach, akin to
BERT. The acronym stands for “eXtreme Learning Machine Network” [157],
and it aims to leverage the bidirectional capabilities found in models like
BERT. In autoregressive frameworks, the prediction of each word depends on
both the preceding and succeeding words, enabling the model to grasp meaning
from both directions. A key innovation of XLNet is its use of a permutation
language target. Unlike BERT’s masking strategy, which involves masking
specific words within a sequence, XLNet analyses the pattern of alterations in
the input message and predicts the initial arrangement of the sequence.

This method enables the model to consider all aspects when making pre-
dictions. XLNet [161] employs the Transformer-XL architecture, which is an
enhancement of the original Transformer design. By introducing redundancy;,
XLNet effectively captures long-term dependencies within the input data. This
is accomplished by storing relational data or [162,/163| sentences across sections
using a partitioned recursive mechanism, thus allowing the model to compre-
hend the connections between variables in the data.

As a pre-trained language model, XLNet learns the context of input data
using large text corpora, all without the need for human annotation. This

strategy enables XLNet to achieve state-of-the-art performance in multilingual

26



tasks related to word processing and comprehension. The model’s strength lies
in its capacity to capture bidirectional content and long-term dependencies, re-
sulting in enhanced accuracy and outcomes. In summary, XLNet represents
a significant advancement in Transformer-based language models by merging
autoregressive modelling with language modelling to produce optimal results
in natural language understanding. Its design and training objectives are fo-
cused on improving existing state-of-the-art language representation models,

addressing the constraints of prior approaches.

4.2.4 BERT

BERT is a transformer model capable of capturing contextual information
in text data. Using boosting techniques, its performance can be further en-
hanced [164]. Boosting helps BERT learn more robust and discriminative
representations by focusing on challenging examples and improving the im-
portance of features during boosting iterations. Boosting can help overcome
overfitting issues with large transformer models like BERT, improving general-
isation performance on unseen data. Boosting algorithms also provide insights
into feature importance, allowing a better understanding of how BERT’s rep-
resentations contribute to predictions despite the transformer architecture’s
inherent complexity.

The BERT model is highly skilled in capturing contextual information in
text data. Boosting techniques can be combined with BERT to exploit the syn-
ergy between the transformer architecture and boosting algorithms, thus fur-
ther enhancing performance. By leveraging boosting techniques, [165] BERT
can learn more robust and discriminative representations by focusing on chal-
lenging examples and improving the importance of features during boosting
iterations. Additionally, boosting can address overfitting issues with large
transformer models such as BERT, improving generalisation performance on
unseen data. Moreover, boosting algorithms offer insights into the importance
of features, providing a better understanding of how BERT’s representations
contribute to predictions despite the inherent complexity of the transformer

architecture.

4.3 Proposed Work

This study have decided to utilise an ensemble learning technique by imple-

menting the Boosting technique. They have experimented with the Gradient
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Boosting Machine (GBM) and the Light Gradient Boosting Machine (LGBM)
for this task. We found that LGBM yielded better results than GBM. The
article [166] compares different boosting techniques, such as Xtreme Gradient
Boosting (XGB) and Lightgbm (LGBM), and concludes that LGBM is the
best option. Nonetheless, In this study LGBM is opted due to its use of the
Exclusive Feature Bundling algorithm that can handle sparsity in datasets.
This algorithm effectively combines mutually exclusive features, resulting in

fewer features while retaining the most informative ones with minimal loss.

Table 4.1: Phase Wise Strategy used in Proposed Work

Phase Detalils

Phase 1: Starting the | e Selecting the Dataset (SemEval 2014 Task 4)

Experiment e Data Pre-Processing:

— Removing redundant items
— Normalisation

— Handling of missing values

Phase 2: Aspect Senti- | ¢ Aspect Identification

ment Identification and e Sentiment Identification

Pairing
e Aspect-Sentiment Pairing

Phase 3: Cross Val- | e K-fold Cross-Validation

idation and  Hyper- | Hyper-Parameter Tuning

Parameter Tuning

Phase 4: Individual | e Training with XLNet Model (Transformer)
Model Training e Training with BERT Model (Transformer)

Phase 5: Testing and | e Light Gradient Boosting Machine (Boosting
Validation technique) used to combine outcomes of indi-

vidual models

Results Accuracy and F1 Measure calculated

The study conducted their experimentation in four phases, as described in
Table The table below provides a detailed explanation of all the phases.
The illustration in figure [4.5| presents the proposed model workflow, in which
BERT+XLNet-LGBM (BXLGBM) combines transformer learning and boost-

ing learning techniques to achieve the best results.

Phase 1: Data Pre-Processing

It is essential to clean and organise raw data in a suitable format for model
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training, a crucial step in experimentation. To start, we perform data prepro-
cessing in step 1. This involves cleaning tasks such as removing non-ASCII
characters, line breaks, extra spaces, URLS, user mentions, and stop words
from the dataset. Next, we pair aspects with sentiments. This study have
executed several other actions to achieve this goal, such as data normalisation,

removing redundant features, and handling missing values.

1. Removing Redundant Features: When preparing data for analysis,
it is crucial to eliminate redundant features that do not add much to the

model’s predictive power and may even create noise.

2. Data Normalisation: It is a technique for preprocessing datasets by
scaling and standardising their numeric features. The aim is to bring the

values of different features to a similar scale.

3. Handling of missing values: Managing absent values is critical in
data preprocessing, as many machine learning algorithms cannot handle
missing data. The presence of missing values can hurt the accuracy and
performance of your model. We have eliminated the missing values by

performing sorting.

Phase 2: Aspect Sentiment Identification and Pairing

Aspect Identification

Identifying and isolating specific aspects or topics within a text involves pin-
pointing the different features or attributes of a product or service that the
author is discussing, particularly customer reviews or opinions. For example,
when it comes to product reviews, aspects may include factors such as “perfor-

” W

mance,” “design,” “price,” and more. It’s crucial to extract and identify the
relevant aspects or topics from the text to understand the sentiment better.
Sentiment Identification
Sentiment analysis, or Sentiment Identification, analyses a text to determine its
sentiment or emotional tone. Sentiment can be classified as positive, negative,
neutral, or even on a scale. One can train models using labelled data or pre-
trained models to evaluate sentiment for each aspect.
Aspect Sentiment Pairing
This step aims to connect identified aspects in the text and the sentiments
expressed about them. This involves linking or pairing each aspect with its

corresponding sentiment. For example, if we have a product review that says,
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“The new mobile’s performance is excellent, but the screen is disappointing,”
we can create aspect-sentiment pairs such as Aspect 1: Performance, Sentiment

1: Positive; Aspect 2: Screen, Sentiment 2: Negative.

Phase 3: Cross Validation and Hyper-Parameter Tunning

Optimising hyperparameters is critical to achieving the best performance from
machine learning models. Unlike regular parameters, hyperparameters are
defined before training and cannot be learned from the data. Tuning these
hyperparameters requires finding the most suitable values that lead to the
highest performance for the given task. In some cases, the optimal value
for hyperparameters is achieved by setting the EPOCH to 3, which has been
observed to provide the best results. The proposed study will assess a model’s
effectiveness using the K-Fold cross-validation method, with k=3. This method
entails dividing the training data into subsets or folds and conducting multiple
training rounds, with each iteration using a different subset for validation and
the remaining ones for training. By doing so, the model’s performance across
various subsets of the training data can be evaluated, and overfitting can be

reduced.

Phase 4: Individual Model Training In this study, the we combined XL-
Net and BERT models with the LGBM model to perform ensemble learning
on the dataset. Combining BERT with boosting techniques can leverage the
strengths of both approaches, leading to improved performance, robustness,
and interpretability in natural language processing tasks. On the other hand,
XLNet [161] captures bidirectional context, considering both left and proper
context, which helps understand relationships between words more comprehen-
sively. XLNet is pretrained on a large corpus of text data, making it effective

for tasks with limited labelled data.

Phase 5 : Testing and Validation In this step, the we merged the XLNET
and BERT models with LGBM [166]. LGBM is lightweight and requires less
computational time, making it a suitable choice for their experimental setup
on Google Colab. The combination of XLNET, BERT, and LGBM allowed to

obtain their experimental results.

The model is composed of several stages, beginning with data preprocess-
ing. This initial step involves cleaning the data to ensure it is ready for the

model, which enhances its performance. The processed data is subsequently
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fed into the XLNet and BERT models individually for further processing. The
input embedded layer in the word embedding layer captures the sentence as-
pects and contexts associated with the words. The model is then trained |166]
on the pre-processed data and tested using both the XLNet and BERT models.
To further enhance performance, hyperparameters are fine-tuned. In the end,
the Boosting technique is applied to integrate the trained model with LGBM,

achieving state-of-the-art results.

LightGBM is regarded as superior to other traditional gradient-boosting
algorithms for several reasons. A major advantage of this framework is its
efficiency, lower memory consumption, and effective management of overfitting.
This is facilitated by a histogram-based learning method, which allows for
faster training and reduced memory usage. Furthermore, Lightgbm’s high
scalability [166] benefits from its support for parallel and distributed training,
making it particularly useful for large datasets or when training on clusters

with multiple machines.

Phase 6: Experimental Results and Discussion The study proposes using
the SemEval 2014 [120] dataset as a benchmark for ABSA tasks. This dataset
consists of customer reviews. This study opted for the Apple M2 System due
to its robust processing capabilities and efficient performance. The integrated
graphics card, Apple M2 GPU, is specifically designed to meet the requirements
of the M2 SoC and offers exceptional performance for compute-intensive tasks.
The M2 Soc features a unified memory architecture that provides faster access
to data and better performance for high-end computing tasks. The LPDDR5-
6400 memory used by the M2 Soc offers a high bandwidth of 100 GB/s, further

improving the system’s performance.

Using a paid version of Google Colab allowed this study to access a 40GB
GPU, a high-performance computing device that can perform parallel com-
putations quickly and efficiently. This GPU enabled the researchers to run
their experiments efficiently, reducing the time needed for data processing and
analysis. By combining this powerful hardware with the Apple M2 System,
this study obtained reliable and robust results, met their research objectives,

and provided valuable insights into the problem they were investigating.

The researchers conducted their study using two individual models - XL-
NET and BERT - and documented their methodology in Algorithm (Il To aid
in understanding the steps outlined in Algorithm [1, Table [4.2] provides a key
to the symbols used. The researchers’ approach was thoughtfully designed to
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Aspect Identification and
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Aspect Sentiment
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(Boosting Technique)
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~

RESULTS (ACCURACY, F1-M &
AUC-ROC)

Figure 4.5: The Proposed Workflow for Unimodal ABSA

ensure the accuracy and reliability of their results. By leveraging the power
of XLNET and BERT models, they conducted a thorough data analysis, re-
sulting in valuable insights. Their meticulous attention to detail and rigorous

methodology significantly contribute to the field.

Table 4.2: Symbols used in Algorithm 1: The Proposed Algorithm for Uni-
Modal ABSA Task using Ensemble Learning

Sr.No | Symbol | Description
1 D Original Dataset (SemEval 2014 Task 4)
2 s Proposed Model
3 DR Non-Redundant data
4 DN Normalized data
5 PD Processed dataset after data pre-processing
6 Al Aspect Identification
7 SI Sentiment Identification
8 T Trained
9 X Base Model XLNet
10 Y Base Model BERT
11 L Light Gradient Boosting Machine
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Algorithm 1: The Proposed Algorithm for Uni-Modal ABSA Task

using Ensemble Learning

1

10

11

12

13

14

15

16

17

Input: Inputses = {Dataorigina} Output:
Output = Trained Model(Z)
Data: dateyigina (dataext);
Data Pre-Processing;
DR <« Non-Redundancy(D) // Removing Redundant Data
DN <« Normalization(DR) // Normalization of data
PD « DN;
Al <~ PD // Aspect Identification
SI < PD // Sentiment Identification
Pairedpa, < Pairing(AI, ST);
Individual Base Model Training;
Thiodel(x) < Train Model;
Thiodel(y) <= Train Modely;
Individual Model Testing;
Model(X)_pred < Make Predictions(T\iodel(x));
Model(Y)_pred < Make Predictions(7hodel(y));
Combining Predictions Using Boosting Technique;
Combined_Predictions <— L.pred(Model(X)_pred, Model(Y)_pred);

4.3.1 Dataset Description

This study is performed on the SemEval 2014 dataset [120], which includes
laptop and restaurant domains. SemEval is a series of international workshops
that evaluate and compare the performance of natural language processing
(NLP) systems on different semantic tasks. SemEval 2014 had various tasks,

each with a dataset and evaluation metrics, and this study carried out their

experimentation work on Task 4.

based sentiment analysis. The process of identifying and evaluating the senti-

Table 4.3: Dataset Statistics used in the study

SemEval 2014 Sub Task 4
Domain Train | Test | Total
Restaurant | 3041 800 3841
Laptop 3045 800 | 3845
Total 6086 | 1600 | 7686

The main goal of the SemEval 2014 task 4 dataset is to perform aspect-
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ment expressed towards different elements or characteristics of a given text is
known as aspect-based sentiment analysis. This task is usually accomplished
using customer reviews and annotations that indicate the aspects mentioned
and their corresponding sentiments. Table describes the sentences present

in both domain datasets.

4.3.2 Performance Parameters

When assessing a model’s performance, it is common to use metrics like Ac-
curacy and F1 Measure. Accuracy is a straightforward metric that determines
how correct the model is by comparing the number of accurately predicted
instances with the total number of cases, expressed as a percentage, as in
equation On the other hand, F1-Measure considers both precision and
recall, which helps to balance the number of false positives and false negatives
and is especially useful when working with imbalanced datasets, as in equation
4.9.2

Number of Correct Predictions
A = 100 4.3.1
ceuracy Total Number of Predictions % ( )

2 X Precision x Recall
F1-M = 4.3.2
casure Precision + Recall ( )

In machine learning, precision, also called positive predictive value, evalu-
ates the accuracy of optimistic predictions by indicating the proportion of true
positives among predicted positives. In simpler terms, it answers the question,
“Out of all the instances predicted as positive, how many are positive?”. The

formulae used to calculate precision are shown in equation 4.3.3|

True Positives
Drecision — 4.3.3
recision True Positives + False Positives ( )

The recall metric evaluates how well the model can identify all the pos-
itive instances in the dataset. It measures the percentage of actual positive
instances correctly predicted by the model. The formulae used to calculate

recall (sensitivity) are shown in equation [4.3.4]

True Positives
Recall = 4.3.4
eea True Positives + False Negatives ( )
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4.3.3 Model Comparison

This study have included a model comparison section highlighting and com-
paring the latest models with their proposed model. Specifically, this study
present their findings in Table [4.4] comparing their proposed model against
benchmark models for ABSA tasks from the last five years. This comparison
provides valuable insights into the proposed model’s performance and effec-

tiveness in addressing the research problem.

Classification Report Heatmap

accuracy

macro avg

precision recall fl-score

Figure 4.6: Classification report on Laptop Dataset
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Figure 4.7: Classification report on Restaurant Dataset

e DeBERTa [170] has incorporated a novel disentangled attention feature,

which enhances the self-attention mechanism by allowing the model to
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Figure 4.8: Accuracy and F1 score on SemEval Restaurant 14 Dataset
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Figure 4.9: Accuracy and F1 score on SemEval Laptop 14 Dataset

Table 4.4: Comparison table of baseline models with proposed model (in

Yoage)

Models Restaurant Laptop
Accuracy | F1-M || Accuracy | F1-M
ATAE-LSTM [145] 77.20 N/A 68.70 N/A
TD-LSTM 78.00 66.73 71.83 68.43
IAN 78.60 N/A 72.10 N/A
MEMNET |[150] 80.32 N/A 72.37 N/A
ATN-AF [167] 82.36 74.00 76.48 72.60
BERT-SPC [152] 84.46 76.98 78.99 75.03
IPAN-LSTM [168)] 82.80 73.80 77.20 73.50
IPAN-BERT [168| 85.90 76.40 78.50 76.00
DLCF-DCA-CDM 86.40 80.36 81.03 78.09
SA-BERT 87.24 81.19 83.21 78.77
SA-BERT-XGBoost 87.86 86.70 85.01 78.90
De-BERTa [170] 89.46 N/A 82.76 79.36
Instruct ABSA [171] 89.76 92.76 88.37 92.30
LCF-ATEPC [172] 90.18 85.88 82.29 85.29
BERT (w/ K-Fold) 81.23 74.67 83.70 81.30
XLNet (w/ K-Fold) 89.26 85.33 88.86 87.00
BXLGBM (Proposed) 95.00 93.00 94.33 92.33
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attend to different positions independently. This modification effectively
breaks the symmetry between positions and enables the model to capture

more nuanced relationships between words.

e Instruct ABSA [171] enhances performance in ABSA subtasks by in-
corporating positive, negative, and neutral examples into each training
sample. Additionally, the model is tuned with Tk-Instruct, resulting in

significant improvements.

e LCF-ATEPC [172] Using a multi-task learning approach, the ATE and
APC model leverages BERT-shared layers and a local context focus

mechanism.

In Table [£.4] the results of the baseline model and the results of the pro-
posed models are compared using the restaurant and laptop datasets. To
achieve the most advanced results on the SemEval 2014 Task 4 dataset on both
the laptop and restaurant datasets, we have developed an ensemble learning
model combining BERT+XLNet-LGBM. This model combines the power of
transfer learning with the boosting technique, where LGBM plays a crucial
role in delivering outstanding performance. Figures and visually rep-
resent the classification report on both domain datasets. The study achieved
better results compared to the last 5 years’ techniques used in ABSA tasks.
The results are presented in Figures and [£.9] which depict an AUC-ROC
curve. This graphical representation shows how well a binary classification
model performs by plotting the true positive rate against the false positive
rate. It is frequently used to assess a model’s ability to predict outcomes and
compare different models’ performance.

The use of boosting techniques for aspect-based sentiment analysis has been
explored in recent research. The study found that a combination of transformer
models [171] and LGBM resulted in state-of-the-art outcomes. Boosting tech-
niques such as LGBM have several advantages in sentiment analysis tasks,
including handling imbalanced datasets, reducing over-fitting, [166], and im-
proving overall model performance. This study achieved even better results
by incorporating these techniques with transformer models, which can capture
complex relationships between words. However, this study discovered that
boosting techniques alone did not produce the best outcomes for the ABSA
task. Instead, combining boosting techniques and transformer models led to
superior performance. The findings suggest combining these techniques can be

highly effective for aspect-based sentiment analysis tasks.
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4.4 Summary

This work integrated two transformer models with boosting techniques to en-
hance the performance of the ABSA task, finding that LGBM produced su-
perior results. They contrasted their findings with baseline models from the
past five years, utilising the extensively analysed SemEval2014 dataset. The
paper proposes a unimodal strategy for the ABSA task, merging XLNET and
BERT with LGBM to achieve state-of-the-art results. The literature review
reveals that no previous studies have combined transformer-based models with
LGBM specifically for the ABSA task. The proposed model exceeds the per-
formance of other baseline models, attaining an accuracy of 95.00% and an
F1 score of 93.00% on the benchmark dataset for the restaurant domain, and
scores of 94.33% and 92.33% for the laptop dataset. As technology contin-
ues to evolve, various complex challenges concerning multimodal issues arise.
One such challenge is the effective use of emoticons, which demands further
exploration. Moreover, there is a pressing need to enhance the integration of
different transportation modes and to improve communication across various
technologies to maximise efficiency.

In the next chapter, we will delve into the workings of multimodal ABSA,
examining how the combination of different modalities can improve sentiment
analysis by leveraging diverse data types to capture richer context and nuances

in user sentiment.
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Chapter 5

Multimodal Transformer Framework for
Joint Image & Text Aspect-Based Sen-

timent Analysis

The volume of user-generated content, encompassing text and images, has
surged in recent years across various social media and online review platforms.
The rise of mobile devices has further amplified this trend, yielding valuable
insights into individuals’ preferences and perspectives on a wide array of expe-
riences, products, and services. However, traditional sentiment analysis meth-
ods that focus solely on textual data often fail to capture the full spectrum of
emotions and opinions expressed within these varied sources [39]. To overcome
the limitations of conventional text-centric analysis, data analysts have intro-
duced an innovative approach known as MABSA, which stands for Multimodal
Aspect-Based Sentiment Analysis. This method integrates both textual and
visual components to enhance the understanding of user sentiments regarding
specific products, services, or interactive features. By examining the emo-
tional reactions triggered by visuals, MABSA facilitates a more precise and
comprehensive interpretation of user emotions.

The MABSA framework utilizes advanced technologies, including image
processing, multimodal fusion, and natural language processing. Critical phases
of this process involve data gathering, emotion detection, information extrac-
tion, and interpretation of results. By merging text and visual data, MABSA
aids in revealing users’ preferences and sentiments, providing insights into what
they truly value. This technology can be effectively applied to the assessment
of social media content |78]. It is crucial for companies to understand consumer
preferences to enhance their decision-making processes and product develop-
ment. MABSA serves as a valuable tool for trend analysis, behavior prediction,
and reputation management, thus assisting organizations in making informed
decisions and refining their offerings.

By integrating MABSA with chatbots, recommendation systems, and Al

assistants, the potential for personalization and customer satisfaction can greatly
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increase. The rapidly evolving domain of MABSA, which fuses text and im-
agery modalities, remains a focus of significant research interest |[173]. After
thoroughly reviewing the existing literature and evaluating the strengths and
weaknesses of current methodologies, the authors aim to advance exploration in
this field by proposing innovative concepts for multimodal sentiment analysis.
To enhance sentiment analysis accuracy on Twitter data, the authors recom-
mend an ensemble approach that combines state-of-the-art language models
such as XLNet [161], RoBERTa [71], and BERT [164]. Analyzing Twitter
conversations poses unique challenges due to the presence of emoticons, hash-
tags, succinct and impactful words, and slang. This complexity underscores
the need for focused analysis of records from 2015 and 2017. The Twitterlh
and Twitter17 datasets [174] warrant particular attention. For sentiment anal-
ysis, an ensemble method has been employed, wherein various deep learning
models, including XLNet, RoBERTa, and BERT, are trained on each dataset.
To adapt each model for a specific sentiment analysis task and refine it using
topic-specific data, the authors utilized transfer learning. Notably, a single
ABSA statement may encapsulate both positive and negative sentiments, as

illustrated in Figure 5.1}

The food was great, but the was bad.
Aspect: Food Opinion words: Great Sentiment: Positive
Aspect: Service Opinion words: Bad Sentiment : Negative

Figure 5.1: ABSA Sentence Example

To assess the sentiment of tweets, our research utilises predictions from the
XLNet, RoBERTa, and BERT models combined with Lightgbm. Given that
each model possesses a distinct architecture and employs different training
techniques, the ensemble methodology is highly applicable. For instance, XL-
Net excels in handling tasks that demand substantial information and identify-
ing bidirectional dependencies. RoBERTa, through its extensive pre-training
data and processes, develops superior language representations concurrently.
Another widely utilised transformer-based model, BERT, exhibits strong gen-
eralisation capabilities. By integrating these models, the accuracy of sentiment
analysis on the Twitterl5 and Twitter17 [174] datasets is enhanced. By lever-
aging the unique strengths of these transformer models, managing noise and

informal language, and improving contextual data acquisition, the authors in-
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tend to advance sentiment prediction outcomes. To validate the effectiveness
of their ensemble strategy, they aim to conduct experimental evaluations and
utilise advanced sentiment analysis tools for social media data.

Dependency parsing is essential for ABSA as it supports various NLP tasks,
as shown in Figure[5.2] These tasks include named entity recognition, grammar

validation, information extraction, and more.

Punct det
DET nsubj nsubj acomp

b ) e 3
The food was great ', but the was bad.

Figure 5.2: Illustration of the dependency parsing result

This study aims to enhance the Aspect-Based Sentiment Analysis (ABSA)
model applied to Twitter data by integrating both text and image data through
a Multimodal Aspect-Based Sentiment Analysis (MABSA) approach paired
with an ensemble technique. The authors leverage advanced transformer mod-
els—XLNet, RoBERTa, and BERT—to improve the accuracy of sentiment pre-
dictions, capitalising on the emotional cues presented by visual data alongside
the strengths of these language models. By addressing the unique challenges
presented by Twitter data, such as the use of emoticons, hashtags, and infor-
mal language, this research presents a significant contribution to the field of
MABSA. The authors are optimistic that their findings will lead to advance-
ments in sentiment prediction and the development of more nuanced analysis

techniques within social media contexts.

5.1 Related Work

Yang et al. [175] developed a graph-based methodology for multimodal im-
age analysis, introducing the Multimodal Aspect-Category Sentiment Analysis
(MACSA) dataset with over 21,000 text-image pairs. Ling et al. [176] proposed
an integrated encoder-decoder framework that improves performance through
task-specific pre-training across modalities. Xue et al. [177] introduced the
Multi-Level Attention Mapping Network (MAMN) to filter noise and track
relationships among features. Yang et al. [178] presented the Cross-Modal
Multitask Transformer (CMMT), enhancing training with additional tasks for

intra-modal visual learning.
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Yu et al. |179] developed the Hierarchical Interactive Multimodal Trans-
former (HIMT) to bridge the semantic gap between text and images. Zang et
al. [180] created the AdaMoW system, integrating data from various modal-
ities into a cohesive feature vector for improved accuracy. Zhou et al. [181]
advanced sentiment analysis with the Aspect-oriented Method (AoM), focus-
ing on semantically linked text and images. Gu et al. |182] introduced targeted
aspect-based multimodal sentiment analysis (TABMSA) using ResNet-152 and
multi-headed attention for specific targets.

Zhou et al. |[183] proposed the MASAD model, enhancing analysis through
interaction layers and adversarial training. Moreover, a two-phase approach
for sentiment analysis of mobile app reviews in the service industry [184] em-
ployed rule-based methods followed by BERT, achieving notable performance
but limited to a specific dataset. Additionally, the multilingual model FAST-
LCF-ATEPC |[185] outperformed alternatives in Arabic educational surveys,

showing potential for further improvement in sentiment and topic extraction.

5.2 Preliminaries and Background

Autoregressive (AR) and auto-encoding (AE) language models have proven
effective in applying pre-training objectives for transfer learning within NLP.
AR language modelling encodes text in a singular direction, either forwards or
backwards, limiting its ability to capture bidirectional contexts. Nonetheless,
it has demonstrated efficacy in various downstream applications, including
sentiment analysis and question answering.

On the other hand, AE-based pre-training models possess the capability to
reconstruct original data from corrupted versions, as they can leverage bidi-
rectional contexts. A prominent example of this modelling approach is BERT,
developed by Google AI, which is recognised as a powerful state-of-the-art
methodology for numerous NLP tasks. The Robustly Optimised BERT ap-
proach (RoBERTa), created by Facebook Al, shares similarities with BERT
but benefits from pre-training on a more extensive dataset. XLNet, also from
Google Al, exemplifies an AR language model with a different design philos-
ophy compared to BERT and RoBERTa. All three models, BERT, XLNet,
and RoBERTa, utilise the Transformer encoder exclusively and are structured
with stacked layers. The authors regard these models as noteworthy for their

unique modelling characteristics, despite their shared architectural features.
Additional details regarding BERT, RoBERTa, and XLNet models can be
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found in the following sections.

5.2.1 Robustly Optimised BERT approach

RoBERTa represents an enhancement of BERT, incorporating several similar
configurations. According to the GLUE leaderboard results, RoBERTa sur-
passes BERT in performance. Enhancements in RoBERTa include training on
a more extensive dataset, employing dynamic masking strategies, processing
longer sequences, and replacing the next sentence prediction task. Essentially,
RoBERTa has refined BERT by adjusting hyperparameters and increasing the
size of the training data. The training dataset in RoBERTa has been repli-
cated multiple times to facilitate dynamic masking for each learning instance
throughout every epoch, resulting in ten unique masks for each sequence during

the forty epochs of training.

5.2.2 BERT

BERT [164] employs a deeply bidirectional self-attention mechanism. This
algorithm was trained on a substantial dataset, which included BookCorpus,
comprising 11,038 unreleased books from 16 diverse genres, and 2, 500 thou-
sand phrases derived from English Wiki text excerpts. Unlike context-free
models such as Word2Vec, BERT utilises contextual modelling by analysing
both the preceding and following contexts of words. Contextual models yield
various illustrations based on the surrounding context within a phrase, as they
account for neighbouring words in a sentence.

The Transfer Learning technique involves two primary stages: pre-training
and fine-tuning. A model, called model-m, is initially trained on dataset A,
and during fine-tuning, certain parameters acquired from dataset A are utilised
to adapt model-m to a new dataset B. This process facilitates the transfer of
knowledge learned from dataset A to dataset B. During the initial training
phase of BERT [164], a select few initial tokens are replaced with [MASK]
tokens. The primary objective here is to predict the original sequence using
AE language modelling while considering both the forward and backwards
contexts of the [MASK] tokens. BERT operates under the assumption that
there is no connection between the masked tokens predicted. Consequently, a
relationship between the unmasked tokens and the predicted masked tokens is
pivotal for establishing a robust linkage among all tokens.

The BERT framework is initially trained using an extensive and unlabeled
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dataset, examining multiple scenarios. During fine-tuning, it is initialised with
the pre-learned values obtained previously. As previously discussed, BERT
utilises the [MASK] token for the prediction of missing tokens. When BERT
as eq. replaces a subset of tokens within a text sequence z with the
[MASK] symbol, it generates a distorted version of that sequence, denoted as
Z. The training goal is to reconstruct barz from z, with the understanding
that the corresponding marked tokens relate to barx. In this scenario, m; = 1
indicates that x; has been masked, while H signifies the Transformer that

converts a phrase of length 7" into hidden representations.

max(log p(X | X)) ~ 2L m,logp (xt | X)
exp (H (X?) e (a:t)> (5.2.1)
Y, exp (H XtT) e(i))

~ X1 mylog

There are two primary drawbacks with BERT: 1) every token is masked
—2 and corrupted version —2Z within the combined conditional probability
p(z | T) are reconstructed independently; 2) masked tokens are missing from
the following tasks, resulting in a difference in the pre-train fine-tuning. The
main advantage of AE language modelling in BERT is its ability to gather

information in both directions.

5.2.3 XLNet

In 2019, Google Al introduced a Transfer Learning model called XLNet [161]
. This model is similar to BERT but performs better than BERT on several
benchmark datasets due to an AR pre-training technique used for generaliza-
tion. XLNet proposed Permutation Language Modelling (PLM) to address
the shortcomings of AE models, specifically the problem of capturing bidi-
rectional context. However, it takes longer for XLNet to converge because it
trains through every word that can occur in a sequence by using variations of
occurrences for the word under consideration.

The primary goal of XLNet is to capture bidirectional contexts by utilising
PLM with additional capabilities. When a sentence has x tokens having length
T, then in total T"! The total number of possible orders to conduct AR
factorization can be obtained by examining all positions on either side of a

token. Assume Zp are all possible permutations of sequences with a specific
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length included T as shown in eq. [5.2.2]

maxE, « 27 [, logp (2., | Xoct)] (5.2.2)

where z; and z < t denotes t-th element and t —1 elements of a permutation
Zr. The XLNet autoregressive permutation method is expressed in Equation
2, which calculates the probability of each token z,, given preceding tokens
X, from any order from Zr. XLNet is a model that rearranges only the
factorisation order, keeping the sequence order intact. The positional encoding
provided by Transformers corresponds to the original sequence, which makes
it easier to fine-tune the model while considering the natural order of the

sequemnce.

Our approach used an ensemble model by combining XLNet, BERT and
RoBERTa with the help of Lightghm [186]. XLNet introduces a novel ap-
proach by applying random permutations to the input sequence during train-
ing. Rather than processing tokens strictly from left to right, it learns to pre-
dict each token based on various possible orders. This strategy helps the model
capture long-range dependencies and uncover complex word relationships more
effectively. Additionally, XLNet incorporates a segment-level recurrence mech-
anism, which allows it to retain information from earlier segments in the input.
This enables more context-aware predictions, particularly when dealing with

extended text inputs.

In traditional autoregressive language modelling, the objective is to predict
the next token in a sequence based on all previously seen tokens. Given a se-
quence of tokens x1, xs, ..., ,, the model learns to maximize the conditional
probability P(z; | x1,22,...,x;_1) for each token x;. This approach captures
sequential dependencies in a unidirectional manner. In contrast, permutation
language modelling introduces more flexibility by allowing the model to con-
sider multiple possible permutations of the input sequence during training.
Instead of always predicting in a left-to-right order, the model learns to com-
pute the joint probability over different permutations: P(z1), Zr(2); - - - s Tr(n))s
where 7 denotes a permutation of the index set {1,2,...,n}. This enables the
model to learn bidirectional or non-sequential contextual relationships more

effectively.

As a result, the model performs better on a range of natural language
processing tasks and can better capture longer-term dependencies. The XLNet
objective function is given in Eq.
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Z log P (x; | 1,29, ...,2i1) + Z log P (%(z‘), Tr(2); - - - ,xﬂ(n)) (5.2.3)

i=1 i=1

Where x is the text sequence, which is the likelihood factorisation order,
to learn and represent the contextualised meaning of words in a sentence, it
uses the BERT model that has already been trained. A given text input’s
sentiment polarity (positive, negative, or neutral) can be classified appropri-
ately by BERT. In numerous benchmark datasets for sentiment analysis, it has
been demonstrated to perform better than other conventional machine learn-
ing models. BERT is commonly utilised in market research, customer feedback

analysis, and social media monitoring. The objective function of BERT is given
by Eq. 4.

EMLM = H P (UA)Z ‘ Wy, Wa, . .. ,wn) (524)

i=1
Here, P (w; | wy,ws, ..., w,) is the probability assigned by the model to

the correct token w; given the entire context wy, ws,. .., wy,.

5.2.4 Building Ensemble Model

Combining transfer learning models such as BERT and RoBERTa with ensem-
ble learning techniques like Light GBM enhances the strengths of pre-trained
models and ensemble methods. This combination results in better feature
extraction and improved classification accuracy across multimodal data.
Ensemble learning has recently gained traction as a powerful machine learn-
ing approach. The underlying idea is that it allows authors to achieve more
accurate and reliable predictions by mitigating the effects of individual errors
and biases by integrating the predictions of multiple models. By harnessing the
strengths and weaknesses of each model—each of which may capture different
aspects of the data—authors can minimize the drawbacks while maximizing
the benefits. Ensemble learning has been effectively applied to various machine
learning tasks, including classification, regression, and anomaly detection, and
it has found applications in several fields such as natural language processing,
finance, and healthcare. In summary, ensemble learning is a valuable tool in
the machine learning toolbox that can enhance prediction accuracy and ro-
bustness, thereby improving performance in various applications that combine

multiple models to boost accuracy and reliability.
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The researchers assembled a trio of transfer learning models, including
BERT, RoBERTa, and XLNet, to enhance precision in MABSA. The authors
utilised the Boosting technique in ensemble learning and LGBM to create
a novel combination for MABSA. The results presented by the authors are

regarded as state-of-the-art.
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Figure 5.3: Working of Boosting Technique

Figure [5.3| illustrates the process of boosting in ensemble learning, where
the performance of weak models is progressively improved to create a robust
model. This technique has been widely utilized in NLP tasks to develop strong

and precise prediction models.

5.2.5 Caption Generation

ResNet-152-based caption generation for MABSA allows authors to
produce descriptive captions that effectively encapsulate both the visual fea-
tures identified in images and the sentiment associated with specific elements
mentioned in the text. This combination leverages ResNet-152, a cutting-edge
convolutional neural network (CNN) [173], along with a language model to
facilitate a comprehensive analysis of the emotional context related to vari-
ous entities. By intertwining visual data and textual information, applications
such as content recommendation systems and sentiment analysis on social me-
dia can gain deeper insights into sentiments within MABSA tasks. By utilising
captions strategically to emphasise significant characteristics and correspond-
ing sentiments, writers can attain a clearer understanding of the emotional
nuances present in a specific text-image pair. This approach enables authors
to craft engaging captions that effectively convey the writer’s views on partic-

ular language passages and the content of the visual elements in the images.
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Image captioning transforms images into text, making it easier to leverage
text-based models, simplifying the integration of diverse information types,

and streamlining the management of various data formats.

5.2.6 Image-Text-Pairing

The MABSA technique for sentiment analysis links relevant images with
tweet captions. This integration proves crucial as it enhances the ability of
authors to express their sentiments regarding specific individuals or events.
By employing a multimodal strategy combining text, images, and captions,
writers have developed a more comprehensive sentiment analysis that blends
linguistic and visual elements. The sentiment is further refined by incorporat-
ing descriptive words into the image, providing context and clarity. Techniques
for sentiment analysis that include captions and images from tweets can effec-
tively capture intricate emotional expressions. These captions are vital in ac-
curately conveying the image’s intended meaning. As shown in Figure [5.4] the
connection between images and text is fundamental for a more expansive sen-
timent analysis. By adopting this multimodal method, authors can navigate
the sentiment landscape more thoroughly and derive well-informed insights by

analysing textual and visual content.

A person cutting a cake with a knife. A group of people sitting at tables with laptops.
(a) (b)

Figure 5.4: Overall caption for the image-text pairing

5.2.7 Aspect Extraction

To analyse opinions regarding specific attributes, this study introduces a novel
approach that combines visual data with advanced computational models such
as XLNet [161], BERT [164], and RoBERTa [71]. Using pre-trained models,

researchers can extract distinct elements or objects from image captions and as-
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sociated text [188L[189]. This methodology has potential applications in brand
perception analysis, focused marketing campaigns, and product assessment

studies.

5.2.8 Sentiment Prediction

MABSA [190] is designed to classify attitudes towards various topics found in
text and images. It achieves this by employing Machine Learning and Deep
Learning techniques, assigning each topic a sentiment score of 0 (Negative),
1 (Neutral), or 2 (Positive). Furthermore, MABSA can calculate the senti-
ment score for each aspect by examining text, images, and labelled data. The
discussion includes methods that harness visual and textual data for precise
emotional analysis, allowing researchers to gain insights into consumer opin-
ions, brand perceptions, and user experiences. Businesses can use this data
analysis to improve customer satisfaction. By merging different data types with
emotion prediction algorithms, these techniques thoroughly explore emotions,
effectively bridging the divide between textual and visual sentiment analysis

for an in-depth understanding of various opinions.

5.3 Proposed Methodology

The methodology employed by the researchers in this study surpasses the latest

models.

5.3.1 Model Selection

Three robust transfer learning models like XLNet, BERT, and RoBERTa were
integrated into an ensemble architecture using a model selection strategy for
this study. Their exceptional performance in NLP drove the choice of these
transformer models [190] tasks, such as contextual feature extraction and se-
mantic understanding. Each model possesses distinctive characteristics that
enhance the representation of textual data, including masked language mod-
elling and bidirectional context simulation. The ensemble approach was de-
vised to harness the diversity of different algorithms, mitigating the limitations
of each, and boosting prediction accuracy. Additionally, to further enhance
prediction performance, a Light GBM (LGBM) |186] model capitalised on the
combined strengths of the ensemble models, taking advantage of its gradient-

boosting functionality. This ensemble technique addressed the unique chal-
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lenges posed by the dataset through the complementary nature of the involved
models.

Extensive optimisation was conducted to fine-tune the parameters of each
model, aiming to maximise coherence and minimise overfitting. Consequently,
the ensemble model demonstrated outstanding prediction accuracy and pro-
vided deep insights into the dataset’s complexity, establishing a robust frame-

work for achieving the study’s objectives.

5.3.2 Parameter Settings

The experimental framework of the current study was carried out on an Apple
MacBook M2 with 16 GB of RAM. The proposed model was developed using
Python 3.7.13 within the Google Colaboratory environment. To leverage the
power of the Tensor Core GPU, which features 6912 shading units, 432 tex-
ture mapping units, and 160 ROPS, the authors utilised the paid version of
Google Colab. Furthermore, the GPU has 432 tensor cores, significantly accel-
erating deep learning tasks. The A100 PCle 40 GB is an excellent computing
environment for complex operations, as it includes 40 GB of HBM2e mem-
ory connected through a 5120-bit interface. Table [5.1] presents the parameter
settings applied for each model individually to achieve optimal results. This
information is crucial for understanding the research methodology adequately

and facilitating the replication of findings.

Table 5.1: Parameter Setting used in this Study

Parameter Models

BERT RoBERTa XLNet
MAX_LEN 80 80 80
BATCH_SIZE 16 16 16
EPOCH 5 5 3
LEARNING_RATE 5e-5 2e-5 2e-5
PRE_TRAINED_MODEL | bert-large-uncased | roberta-large | xInet-base-cased
DROPOUT_PROB 0.1 0.1 0.1
DEVICE cuda cuda cuda

5.3.3 Dataset

The research employed an extensive dataset consisting of two separate tweet
collections. The first collection, labelled Twitter 2015, was compiled from

2014 to 2015, whereas the second collection, Twitter 2017, was sourced from
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the 2016-2017 period. Table [5.2] details the construction of our Twitter 15 and
Twitter 17 datasets [174], which encompass three different aspects, totalling
2101 sentences in Twitter 15 and 1746 sentences in Twitter 17.

Table 5.2: Information of Dataset

Attributes Twitter 15 | Twitter 17
Target aspect Pair 5466 6427
Sentence 3502 2910
Label 3 3
Avg. of aspect / Sentence 1.6 2.2
Avg. text length / Sentence 13.2 13.9
Max. text length / Sentence 36 31
Min. text length / Sentence 1 3

Table 5.3: Number of samples in Dataset

Twitter-15 Twitter-17
Train | Val | Test | Train | Val | Test
Positive 928 303 | 317 1508 | 515 | 493
Neutral 1883 | 670 | 607 1638 | 517 | 573
Negative | 368 149 | 113 416 144 | 168
Total 3179 | 1122 | 1037 | 3562 | 1176 | 1234

Table provides a summary of the characteristics of the two datasets
used in this study. The results are displayed in a table format, which enhances
clarity and understanding. FEach attribute is thoroughly described in the table,

aiding in the analysis of the data and the drawing of significant conclusions.
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Figure 5.5: Sample of dataset images are taken from the Twitter 15 and
Twitter 17 [174] datasets to represent the data

Figure shows example images from the Twitter 15 and 17 datasets. In
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the context of MABSA, these datasets serve as standard benchmarks. The
images marked as a, b, and ¢ are processed and captioned prior to the com-
bination of images and text. These datasets, which consist of tweets labelled
with emotional content, are essential resources for developing and evaluating
sentiment analysis models.

The Twitter 15 dataset categorises tweet sentiments into positive, neutral,
or negative. This dataset is extremely useful for examining attitudes across
different sectors due to its wide range of topics. It has been used in numerous
studies to create and evaluate tasks connected to MABSA [190]. The collection
of data consists of tweets categorised as having positive or negative sentiments,
much like the earlier version.

The most recent update to the dataset showcases the progression of discus-
sions and opinions on Twitter. These datasets have proven to be invaluable for
the creation and evaluation of MABSA models |[191]. They have enabled re-
searchers to assess the performance of different algorithms and methodologies
effectively. Scholars have leveraged these datasets to design more accurate and
dependable algorithms for analysing emotions conveyed on Twitter. This de-
velopment has led to significant advancements in the realm of emotion analysis.
The accessibility of these datasets has fostered research across multiple fields,
including sentiment-based recommendation systems, opinion mining, and so-
cial media analysis. They have allowed for the creation of algorithms that can
comprehend and assess emotions within Twitter data, thus broadening applica-
tions in areas related to real-time sentiment analysis, user feedback sentiment
analysis, and brand perception analysis. The Twitter 15 and 17 datasets |174]
have notably propelled sentiment analysis research forward by providing stan-
dardised and reliable datasets for the development and evaluation of sentiment

analysis models specifically designed for Twitter data.

5.3.4 Data Pre-processing

In NLP tasks, key preprocessing steps include stop word removal, tokenisation,
and normalisation. Tokenisation [189] breaks down the text into individual
words or tokens, while stop word removal discards common words that lack
significant meaning. Normalisation standardises the text, often by adjusting
the casing of the words. The unsupervised learning method GloVe generates
word embeddings that encapsulate the semantic relationships between words.
By integrating these techniques, we can reduce text noise, enhance the efficacy

of NLP tasks, and represent words as dense vectors that embody context and
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meaning [192]. This methodology is widely adopted in NLP frameworks and
libraries since it boosts the performance of various NLP applications, includ-
ing sentiment analysis, information retrieval, and machine translation. Figure
6 illustrates the steps involved in data preprocessing for the proposed study,
highlighting the essential role of embeddings. For this task, we employed pre-
trained GloVe (Global Vectors for Word Representation) [193] embeddings.
These embeddings are derived from extensive corpora, including Wikipedia
and Common Crawl, providing dense vector representations for each word in
our text data. GloVe embeddings adeptly reflect word meanings based on
their global co-occurrence statistics within the corpus. We initialised the word
embedding layer of our model with the pre-trained GloVe vectors, associat-
ing each word in our vocabulary with its corresponding GloVe vector. This
strategy enabled us to utilise the semantic information embedded in GloVe
from the outset of the training process, thereby avoiding the need to learn the

embeddings from the ground up.
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Figure 5.6: Steps included in Pre-processing of data
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5.3.5 Fine Tuning

We utilized a variant of the BERT (BERT-Large) pre-trained model, which
offered a robust basis for comprehending the general semantics and syntactic
structure of language. Subsequently, we fine-tuned this pre-trained BERT
model on a benchmark dataset. Throughout the fine-tuning phase, all layers
of BERT were updated, encompassing the transformer layers and the final
classifier layer that we integrated for our specific task [194H196]. The primary
parameters we modified were vital for effective hyperparameter tuning.

Learning Rate Selecting an appropriate learning rate is crucial for fine-
tuning BERT, as it is typically lower than what is used for traditional models
due to BERT s sensitivity to overfitting. We experimented with a learning rate
of 2e-5.
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Epochs Due to the extensive pre-training knowledge, BERT necessitates a rel-
atively small number of fine-tuning epochs (2-4). We opted to fine-tune BERT
for up to 3 epochs while keeping a close eye on the validation performance to

prevent overfitting.

5.4 Proposed Experimental Work

Zhe Gan, Hao Liu, and Jianfeng Gao from Microsoft Research Asia unveiled the
XLNet language model in June 2019. This model is built upon Permutation
Language Modelling (PLM), an innovative unsupervised pre-training strat-
egy that addresses the limitations of traditional left-to-right or right-to-left
language modelling. XLNet [161] has achieved state-of-the-art results across
a variety of natural language processing tasks, such as sentiment analysis,
question answering, and language translation. It has been leveraged by re-
searchers and industry experts to develop advanced applications in numerous
fields. Representing a significant advancement in the progression of language
models, XLNet has paved the way for increasingly sophisticated natural lan-
guage processing systems. By incorporating elements from both autoregressive
(AR) language modelling and autoencoding (AE), the proposed model effec-
tively mitigates their respective shortcomings.

Table 5.4: Symbols Used in Proposed Algorithm 2: The Proposed Algorithm
for Image and Text ABSA Task

Symbol | Meaning

d Data
a Aspect
w Unprocessed Data

TmodelA | XLNet_base_cased_pre
TmodelB | Bert_large uncased_pre

TmodelC | Roberta_large_pre
Xmodel | Loaded pre-trained model TmodelA
Ymodel | Loaded pre-trained model TmodelB
Zmodel | Loaded pre-trained model TmodelC
LGBM | Light Gradient Boosting Machine model

The methodology flowchart for the proposed model is illustrated in Figure
(.7 The authors divide their approach into two main phases. The first key
phase focuses on data pre-processing, which involves generating captions for
images, pairing text with images, and converting images into numerical for-
mat tables. In the subsequent step, the authors train three models: XLNet,
BERT, and RoBERTa. Following successful training, the authors implement a
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boosting technique using LGBM for experimentation. The next critical phase
involves creating an ensemble by integrating all three models with LGBM to
obtain state-of-the-art performance in the MABSA task.

Input

Data Pre Processing

Caption Genration for Training

Y

mages (XLMet, BERT, RoBERta)
¢ Combining
Image-Text Pairing (XLMNet+BERT+RoBERTa)
with LGBEM
Sentiment Aspect Prediction
|dentification |dentification (Accuracy, F1-M)
Fhase 2
Aspect
Embedding

Aspect Sentiment Pairing

Phase 1

Figure 5.7: Proposed Methodology

The comprehensive list of all symbols used in the algorithm created for
this research is provided in Table |5.4] It serves as a helpful resource for un-

derstanding the elements of the algorithm and the associated characters.

5.5 Results and Discussion

The findings outlined in this section utilize the MABSA approach, which har-
nesses LightGBM for aggregation and incorporates BERT, RoBERTa, and
XLNet models. This methodology was tested on a large dataset of text and
image data sourced from Twitter. Initially, the authors [197] evaluated the
performance of each model across four different sentiment classification tasks:
BERT, RoBERTa, and XLNet. The multimodal dataset, comprising both tex-
tual and visual information, was utilized to develop and optimize the models.
The effectiveness of each model was assessed using well-established evalua-

tion metrics, including accuracy and Fl-score. To analyze user emotions, the
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Algorithm 2: The Proposed Algorithm for Image and Text ABSA
Task

Input: Seent = {wi,wa, ..., W}, Gaspect = {@1,02,...,an},Va:a €
w;
Output: Py = Onax(aj, P | S),VI € [1,¢];
Data Pre-Processing:;
Image_aspect <— data_image;
data_text_numerical <— Encoder(data_text);
data_aspect < data_text_numerical;
Training Data:;
Tmodela < Load(XLNet_base_cased_pre);
Xmodel < Train(TmodelAa dtrain);
dinput < Combine(Imageaspect, dataaspect);
Airains rest, dval < Spht(dinput);
Constructing Data Loader:;
train_data_loader <—
create_data_loader(d;,ain, tokenizer, image_caption);

12 test_data_loader < create_data_loader(dyes;, tokenizer, image_caption);
13 val_data_loader < create_data_loader(d,s,), tokenizer, image_caption);
14 Xpodel ¢ Train(Teqea, train_data_loader);
15 Xmodel val <— Validate(Xoqe1, val_data_loader);
16 Tiodes < Load(BERT _Large_uncased_pre);
17 Yiodel < Train(Tioqes, train_data_loader);
18 Yinodel val < Validate(Yoqe1, val_data_loader);
19 Thodeic < Load(RoBERTa_Large _pre);
20 Zmodel < Train(Tinedeic, train_data_loader);
21 Ziodel val <— Validate(Zpoqel, val_data_loader);
22 Testing:;
23 XLNet_predictions <— Make_Predictions(Xodel val, test_data_loader);
24 BERT _predictions <— Make_Predictions(Yodel val, test_data_loader);
25 RoBERTa_predictions <

Make_Predictions(Zmodel val, test_data_loader);
26 Combining Predictions Using LGBM:;
27 Combined_Predictions <— LGBM.pred(XLNet_predictions,

BERT _predictions, RoBERTa_predictions);

© 0 N OO oA W N+

-
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researchers implemented three models (BERT, RoBERTa, and XLNet). To de-
termine whether the combination of these models led to improved outcomes,
the accuracy of the ensemble method was compared against the individual
models. LightGBM played a pivotal role in appraising the overall success of
their approach.

The study concluded that the combination of XLNet [161], BERT [164],
RoBERTa , and Light GBM models, as employed in the MABSA approach,
proved to be effective. The ensemble method demonstrated enhanced per-
formance compared to the standalone models, highlighting the advantages
of integrating transformer-based models and leveraging multiple modalities.
This research underlines the importance of incorporating both text and im-
age data , employing cutting-edge linguistic models, and validating the
proposed approach’s effectiveness. These models enhance the precision and
breadth of sentiment analysis, offering valuable insights into consumer prefer-
ences and opinions.

Transfer learning models adapt effectively to new data, and the use of
ensemble methods enhances prediction accuracy. This is particularly beneficial
for various data types, including text and images. Moreover, by generating
captions for the images, we transformed that visual data into text, further

enriching our dataset.

- 0.85
0
- 0.80
14 0.83 0.85 0.84
0.75
2
accuracy - 0.8 0.8 0.8 0.70
macro avg 0.65
weighted avg - 0.8 0.8 0.8 0.60
] I I
precision recall fl-score

Figure 5.8: Confusion matrix for Twitter 15 Dataset

The confusion matrix is an essential tool for assessing the performance
of a machine learning model. Figures [5.§ and illustrate the confusion
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Figure 5.9: Confusion matrix for Twitter 17 Dataset

matrices for the Twitter(15,17) datasets, respectively [174]. These matrices
provide insight into the model’s performance by juxtaposing predicted labels

with actual labels.

5.5.1 Evaluation Metrics

We have utilized accuracy and F1 scores to evaluate the effectiveness of the

model.

e Accuracy: This refers to the proportion of correct predictions made by
the model, expressed as a percentage of the total cases analyzed. This
metric is widely used in the assessment of classification models and is
especially useful when all classes hold equal importance . By cal-
culating accuracy, the authors can assess the model’s performance in
correctly identifying the right class for each instance. A higher accu-
racy indicates that the model makes more precise predictions, whereas
a lower score suggests that improvements are necessary. Equation [5.5.1

illustrates the process for calculating accuracy.

TP + TN
(TP+ FP + TN + FN)

Accuracy = (5.5.1)

e 1 Score: The F1 Score is a widely used metric in fields like information

retrieval and machine learning to evaluate model performance. By com-
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bining Precision and Recall, it helps authors gauge the model’s ability to
accurately identify positive instances while minimizing false positives. A
higher F1 Score indicates better model performance [198]. This metric is
particularly advantageous for classification tasks where there is an imbal-
ance between positive and negative samples, in contrast to the Accuracy
metric, which only considers the total number of correctly classified in-

stances. Equation [5.5.2| outlines the method for calculating the F'1 Score.

( Precision * Recall )

F1S =2
core i ( Precision + Recall )

(5.5.2)

5.5.2 Model Comparison

For the Twitter 15 and 17 datasets |174], the effectiveness of various machine
learning models on a particular task can be evaluated through a comparison
table showcasing accuracy and F1 scores for different models, as illustrated in
Table p.5. Accuracy measures the proportion of correct predictions made by
the model, while the F1 score evaluates the model’s ability to balance precision
and recall effectively. This table provides a straightforward way to compare
the performance of multiple models and identify which one is the most suitable
for a specific task. High values in both F1 score and accuracy signify superior

performance.

1. MIMN [199]: A memory network featuring multiple hops to capture

interactions between visual and textual modalities.

2. ESAFN [200]: An entity-sensitive attention and fusion network that ad-

dresses the dynamics of aspect-text and aspect-image relations.

3. VIIBERT [201]: An enhancement to BERT that integrates several Trans-
former layers, trained on the combined features of text and images ob-
tained from Faster R-CNN and BERT, respectively.

4. TomBERT (ResNet) [202]: A target-oriented multi-modal BERT frame-
work that employs the well-known image recognition model ResNet for
image representation alongside BERT for aspect-aware text representa-

tion.

5. TomBERT (Faster R-CNN) [203]: This variant utilizes Faster R-CNN

instead of the picture feature extractor in TomBERT.
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6. EF-NET [180]: For tackling the TABMSA problem, an attention capsule
extraction and multi-head fusion network (EF-Net) has been devised.
Texts are processed using ResNet-152, while visuals are handled by a
multi-head attention (MHA)-based network.

7. RES-MGAN [204]: The model implements a multi-grain attention net-

work to comprehend various dimensions.

8. EF-CapTrBERT [205]: This model employs image translation to convert
images into text, which is then input into a language model’s encoder

along with an additional sentence, utilizing multimodal fusion.

9. HIMT [179]: In this salient feature extraction process, an object recogni-
tion approach captures interactions between text and images through a
hierarchical interaction module, effectively extracting semantic insights

from images.

Table 5.5: Performance comparison of two different datasets with the pro-
posed model

Model Twitter 15 Twitter 17
Accuracy (%) | F1 Score (%) | Accuracy (%) | F1 Score (%)

MIMN [199] 71.84 65.59 65.88 62.99
ESAFN [200)] 73.38 67.37 67.83 64.22
ViIBERT [201] 73.76 69.85 67.42 64.87
TomBERT (ResNet) [202 76.60 157 69.42 67.70
TomBERT (Faster R-CNN) [203] 77.03 72.85 69.77 67.59
RES-MGAN [204] 70.06 61.13 64.36 61.04
EF-NET 180, 73.65 67.99 67.77 65.32
EF-CapTrBERT [205] 78.03 73.25 69.77 68.42
HIMT (179 78.14 73.68 71.14 69.16
XBR-LGBM (Proposed) 80.52 76.42 73.85 72.68

Figures and compare the accuracy and F1 Measure of the authors’
proposed results and the baseline Models. The authors achieved state-of-the-
art results when compared to baseline models. Figure displays only the
accuracy graph for both Twitter 15 and 17 datasets, and shows that the au-
thors” proposed results are better than the baseline models.

Figures and exhibit the AUC ROC graph, which represents the
”Area Under the Curve” of the ”Receiver Operating Characteristic” curve.
The AUC is widely used in diagnostics to measure test accuracy. The ROC
curve has a stronger correlation with test accuracy when it is close to the upper
left corner of the graph. This is because when sensitivity = 1 and false positive
rate = 0 (specificity = 1), the AUC = 1 for the ideal ROC curve. As shown
in Figure [5.13] Class 0 (AUC=0.88), Class 1 (0.86), and Class 2 (0.89), and in
Figure [5.14] Class 0 (0.88), Class 1 (0.80), and Class 2 (0.84).
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5.6 Summary

This Study advanced the Multimodal Aspect-Based Sentiment Analysis ap-
proach by combining text and image data, leading to improved accuracy rates
of 2.38 and 2.71 for Twitter datasets 15 and 17, respectively. However, the
model still encounters scalability challenges, as it has not been evaluated on
larger datasets or across diverse platforms. Its performance in more complex
real-world conditions, including the analysis of longer content or various lan-
guages, remains untested. A notable limitation of this study is its exclusive
concentration on English-language reviews. Future research should extend this
approach to incorporate additional languages, enhancing its relevance in mul-
tilingual contexts. Additionally, there is a need to explore innovative methods
for refining the aspect extraction task, as there is still significant potential for
improvement. Future efforts should aim at increasing scalability, investigating
more advanced ensemble techniques, and integrating new data modalities like
audio to improve generalizability across various domains. In the next chapter,
we will explore future directions and provide a conclusion that summarizes the

insights from the entire discussion.
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Chapter 6

Conclusion and Future Research Direc-

tions

6.1 Conclusion

This thesis presents a comprehensive exploration of Aspect-Based Sentiment
Analysis (ABSA) within the broader context of affective computing and senti-
ment analysis. The initial chapters focus on advancements in both implicit and
explicit aspects of ABSA, emphasizing the need for further investigation into
implicit aspects due to their inherent complexities. The increasing interest in
ABSA applications, particularly in social media analytics, is highlighted, along
with a review of widely-used datasets and validation methods. The significance
of domain knowledge for enhancing aspect detection accuracy is crucially un-
derscored, advocating for a hybrid approach to better capture both explicit
and implicit elements in sentiment analysis. To optimize performance, this
research employs attention-based encoders and leverages a pre-trained BERT
model, coupled with hyperparameter tuning to refine the BERTSPC model.
Challenges such as overfitting were addressed through K=6 cross-validation,
which emerged as the most effective strategy in our experiments. The method-
ology was further validated through case studies and experimental evaluation,
confirming the generalizability and reliability of the models across multiple
datasets. Subsequent sections investigate ensemble learning algorithms for the
ABSA task, integrating transformer models such as XLNET and BERT with
boosting techniques like Light GBM (LGBM). This approach achieved high ac-
curacy and F1 scores on benchmark datasets, including SemEval2014 for both
restaurant and laptop domains. Importantly, this thesis makes an original
contribution by combining transformer-based models with LGBM specifically
for ABSA, an area previously unexplored in the literature. A detailed analy-
sis of the results also revealed several exceptional cases that highlight model

limitations. For instance, sentences containing sarcasm, idiomatic expressions,
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or ambiguous sentiment words were occasionally misclassified, reflecting the
challenge of non-literal language. Similarly, images with unclear or contex-
tually ambiguous visual content sometimes led to incorrect predictions, par-
ticularly when textual signals were weak. Rare aspect categories also posed
challenges, resulting in lower recall for underrepresented classes. Cases where
both opinions and aspects were implied—the double implicit problem—were
often missed by standard models. These observations informed the design of
feature selection strategies, attention mechanisms, and alignment techniques,
providing valuable lessons for improving model robustness and generalization.
The generalization and validity of the findings were carefully evaluated. Models
were tested on multiple datasets covering different domains and aspect types,
and cross-validation ensured that results were not biased toward a specific
dataset. The combination of rigorous feature selection, embedding represen-
tations, and algorithmic correctness ensures that the models produce reliable
and reproducible predictions, even on unseen or noisy data. These measures
support the broader applicability of the claims made in this thesis. Looking for-
ward, there are several key challenges and opportunities for future research in
ABSA. Improving aspect extraction, particularly for implicit features, remains
essential, as does enhancing the detection of sarcasm, irony, and ambiguous
expressions to better interpret sentiment. Methods to identify fake reviews
or misleading visual content are also important for maintaining trustworthi-
ness in user-generated data. Addressing grammatical errors, hidden emotions,
and double implicit cases—where both opinions and aspects are implied with-
out clear indicators—represents another area for refinement. Building on the
lessons learned in this study, future work can explore advanced multimodal
fusion techniques to better align textual and visual information, cross-domain
and cross-lingual ABSA to improve generalization, and the incorporation of
larger pre-trained models to capture more nuanced sentiment patterns. Addi-
tionally, the insights from exceptional cases, such as misclassifications due to
rare aspect categories or misaligned modalities, provide guidance for designing
more robust and reliable models. By addressing these challenges, future re-
search can enhance the accuracy, reliability, and generalizability of sentiment
analysis models, ultimately leading to more robust and trustworthy analysis

of user-generated content.
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