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Nete: (a) All questions are compulsory. ﬂ}%
(b) The candidate is allowed to make Suitable numeric assumptions wheré%}‘ﬂ zred

Jor solving problems f s

Q.No Question ‘\ } CO | Marks

Q1 (1) Define predictive analytics. Differentiate between %ﬁpﬁ’va, [CO- | 2+2
predictive, and prescriptive analytics with suitable examies 1]

ﬁg’eprocessmg
considered a critical step? 5,

(ii) Explain the predictive analytics cycle. Why is q&

Q2 (i) Differentiate between normalization and «g‘\‘}%‘}hzatlon When | [CO- | 3+1
should each be applied? 1,2]

(1) Short note: Importance of data quality i tlve analytics.
Q3. | (1) What are outliers? Explain any twc_)@g3 % techniques for outlier | {[CO- | 2+2
detection. ] e 1,2]
(ii) Explain feature selection and ﬁ %%gmeermg Iltustrate with an
example how these techmquescave model performance.

Q4. | (i) Discuss methods for handliftg InySsing values in a dataset [CO- | 2+1
(ii) Explain the diffe gﬁ‘é b, tween supervised and unsupervised | 2]
learning based on classi gﬁt and clustering techniques.
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