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Note: (a) All questions are compulsory. 7" % ’f’%

(b) The candidate is allowed to make Suitable numeric assumptions whetéw %f%lred

Jor solving problems : 4 & éﬁ

(¢} Use of calculator is allowed {//%&% W

Q.No Question 44 | CO | Marks

Q1 You are designing an enterprise LLM system tha@%

workload categories:

A. High-volume, low-complexity factual quene

B. Medium-complexity classification tasks with né V%puts

| C. High-stakes numerical reasoning %/ :
requirements %””&

D. Open-ended strategic decision ;ﬁ %I%xgqulrmg exploratlon of

alternatives " %

E. Multi-step workflows inv o : '@dependent sub-tasks

For each category: §

a) Choose two prompiifigiteciniques that could be applied and

compare them in ter@ ﬁ'érformance reliability, safety, and

interpretability. Y

b) Select the optim; ,;eehmque and justify why the alternatives are

inferior for ca&eg

di%s these | 3 [6]

*%tl‘lct correctness

c) ExplaLff consequences of incorrect promptmg-method
selec } Ww .
Q2 }’z reses h; team uses meta prompts like:"First decide your 3 f4]

oL a”somng strategy, then solve the problem accordingly."The model

. proves in structure but becomes slower and sometimes over
%%% ;ﬁI};nks simple tasks. Analyze the benefits and drawbacks of meta
“| prompting in this situation. When meta prompting should be
* avoided, and how can the prompt be optimized?

&

Q4 Explain the concept of prompt sensitivity inLLMs. Discuss how | 4 [4]
variations in wording, structure, and context of a prompt influence
model behavior. Provide suitable examples and elaborate on factors
that increase or decrease sensitivity.
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Q5

a) Define LLM hallucination. Describe different types of
hallucinations (factual, logical, and contextual) with examples.
Discuss why hallucinations occur from a model archltecture and
training-data perspective.

b) What is prompt leaking? Explain with examples how attackerscan
extract hidden system prompts or confidential instructions
embedded in the model. Discuss the vulnerability of LLMs to
prompt leaking due to their architecture. '

[5+3]

Q6

Given the following query, key and value Vectors for.a simplified
Transformer with dimension d;, = 4:

K, = [0,4,1,2] st
K, = [3,0,2,4]
V, =[1,3,2,1]
V, = [4,1,0,2]

Vi =[2,2,5,3]

Compute the following:

a) Attention scores for each key.
b) Attention probability distribution, s
fanction:

scaled Softmax

[1,2,1,0] ¢
K, = [2,1,3,1] Reo)?

wing | prompt to use chain-of-thought:
pens at Z10. If Riya buys 7 pens, how much

[3]
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