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treated as case of unﬁur means.

QL. CO-1 a. Whatare the key challenges in developing machine learnmg appl 7 [2]
b. What is F1-Measure and RoC curve? Give their mgmﬂc,ance [2]

Q2. CO-1 Calculate the value of accuracy, precision and re(;a fror sih [3]
confusion matrix.

Q3. CO-2 a. How do we handle catég

(2]
b. Differentiate between lin: [2]
Q4. CO-4  Consider the follow L of tr ning examples: [4]

Class Label F1 F2

+ T T
+ T i
- i1} F
+ F F
- F T
- F T

Calculate the information gain of both the attributes i.e. F1 and F2 (Show all the steps).
Which attribute should be selected as a root node for bu1ldmg a decision tree on the basis
of information gain?



