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CHAPTER 1 

Introduction 

1.1    Introduction  

The growing demands of wireless communications due to new emerging applications, pose many 

technical challenges in developing the modern wireless communication systems. The main two 

challenges are the capacity, how much maximum information can convey through the channel 

between the clients of the system, and the probability of error, the probability of mistaking the 

transmitted signal with another one. One of the major underlying causes of the poor performance of 

wireless channel is the multiple-path propagation phenomena. Therefore, we require a system that 

is less prone to the issue of multiple-path propagation albeit meeting the ever-growing demand for 

high data rate and quality of communications. From the past few years, the multiple-input multiple-

output (MIMO) communication system has been providing a feasible solution to overcome these 

challenges. MIMO system comprises of multiple antennas both at transmitter and receiver to turn 

multiple-path propagation into a useful signal. Much of the framework to utilize multiple antennas 

has been laid down by Foschini and Telatar. They proved in [1] and [2] that communication systems 

with multiple antennas have a much higher capacity than single antenna systems. Also, multiple 

antennas can be used to improve the bit error rate (BER) of the wireless system. However, there is 

a tradeoff between these two objectives. These systems enormously enhance the system 

performance without adding overhead to bandwidth and transmit power over flat fading channels 

with a tolerable amount of complexity compared to conventional single antenna systems [3-5]. 

MIMO systems are one of the viable approaches towards fourth generation (4G) development. 

4G systems must provide data rate close to 100 Mbps for users on the mobile network and around 

1 Gbps for users with wireless access [6]. Apart from high data rates, 4G must be able to provide a 

high quality of service that is needed to enable improved multimedia experience, smooth streaming 

video, universal access and mobility across all communication systems.  

1.1.1  Benefits 

The multiple antenna techniques mainly provide the benefits of antenna diversity or simply known 

as spatial diversity and spatial multiplexing [5, 7]. Also, such techniques offer spatial diversity gain, 

spatial multiplexing gain and array gain. Array gain is the signal-to-noise (SNR) ratio at the receiver 
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that occurs as a result of the coherent combining of multiple antennas at the transmitter, receiver or 

both. However, the spatial diversity gain and spatial multiplexing gain can be achieved by the 

following organization. 

A) Antenna Diversity 

The basic idea behind antenna diversity is to transmit the same information over many independent 

fading paths and then combine these paths in such a way to reduce the fading of the resultant signal, 

thereby improving the error rate performance. In other words, the signal with its multiple copies are 

transmitted to achieve the benefit from multiple independent fading paths which assure that all the 

links will not go in deep fade simultaneously. Thus, the possibility of obtaining reliable data from 

receiver increases significantly. Diversity offers a number of replicas of a transmitted signal over 

time, frequency or space [8, 9]. 

 Time Diversity: same data is repeatedly transmitted at suitably separated (more than coherence 

time) time instances. 

 Frequency Diversity: the same data is repeatedly transmitted at suitably separated (more than 

coherence bandwidth) frequency bands. 

 Spatial Diversity: A number of antennas are separated by approximately λ/2 (λ is wavelength) 

distance to implement independent fading channels. 

To further increase diversity, the spatial diversity can be applied in two following forms 

 Polarization diversity: independent channels are employed by considering that the vertically 

and horizontally polarized paths are independent. 

 Angle diversity: multiple receive antennas having different directivity are employed to receive 

the same information-carrying signal at different angles. 

Fig. 1.1 illustrates the different antenna arrangements namely SISO, SIMO, MISO and MIMO 

systems for antenna diversity. 

 

Fig. 1.1 Different antenna arrangements (a) SISO (b) SIMO (c) MISO (d) MIMO  
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 Single-input single-output (SISO) system consists single transmit and single receive antenna. 

Although, it is simple and does not require additional processing and diversity. However, 

interference and fading limit its performance.  

 Single-input multiple-output (SIMO) system has single transmit and multiple receive 

antennas (��). The multiple receive antennas support to get a stronger signal through 

diversity. These systems require most of the processing at the receiver and also termed as 

receive diversity. 

 Multiple-input single-output (MISO) system comprises of multiple transmit antennas (��) and 

single receive antenna. The receiver processing is shifting to transmitter side so it requires 

less complex receiver processing. It has positive impact on size, cost, and battery consumption 

and also termed as transmit diversity 

 Multiple-input multiple-output (MIMO) system employs �� number of antennas at the 

transmitter and �� number of antennas at the receiver side. MIMO is used to provide 

improvements in both channel robustness as well as channel capacity which is unable to 

achieve from MISO and SIMO systems. [10]. 

The spatial diversity can be merged with the time and frequency diversity regarding space-time and 

space-frequency diversity without any extra time and frequency resource respectively. Spatial 

diversity is further categorized into receive and transmit diversity. 

a) Receive Diversity 

In receive diversity, different combining techniques are used to improve the system performance. 

The most common forms of combining techniques consist of selection combining (SC), maximal 

ratio combining (MRC), and equal gain combing (EGC) [11]. 

 Selection combining (SC): In SC, the received signal with the maximum SNR among �� 

branches is selected for decoding. 

 Maximal ratio combining (MRC): In MRC, all �� branches are combined according to their 

weighted sum. 

 Equal gain combing (EGC): EGC is a special case of MRC for which all the signals from 

multiple branches are combined with equal weights. 

In the above combining techniques, MRC offers the best performance in terms of error rate, but it 

becomes costly and bulky to assemble in cell phones. Thus, transmit diversity come into existence. 
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b) Transmit Diversity 

The receive diversity has a serious drawback of extreme computational load that occurs on the 

receiver side, which may experience high power consumption in mobile units for the downlink. 

Thus, the transmit diversity has been taken into account which requires a complete channel state 

information (CSI) at the transmitter. To achieve transmit diversity, space-time coding has been 

recommended that supports to achieve the diversity gain at the transmitter side and involves only a 

simple linear processing on the receiver side for decoding. For further reduction in the computational 

complexity of mobile units, differential space-time code is recommended, which does not require 

CSI estimation at the receiver side [9, 12, 13]. Alamouti has given a simple space-time code (STC) 

[3], which is as follows 

 Space-time code (STC): STCs have been proposed to take the advantages of spatial and time 

diversity. In space time coding, the maximum possible diversity is equal to the product of 

number of transmit and receive antennas i.e. ����. Alamouti [3] has given the simplest form 

of orthogonal STC which consists two transmit antennas and one receive antenna. Note that, 

to maintain orthogonality, the inner product of two vectors should be zero or product of two 

functions over a specified symbol time should be zero and denoted by 

           ∫ ��(�)��(�)��= 0
�

�
                                                                     (1.1) 

          where ��(�) and ��(�) are two functions defined at the same time � over a symbol period �. 

The Alamouti code contains two significant properties. 

 Simple decoding: Simple linear processing is used to decode each symbol distinctly. 

 Maximum diversity: This code fulfills the rank criterion and offers the maximum achievable 

diversity [14].  

These are very desirable properties that can be achieved for two transmit antennas. Spatial diversity 

increases the error rate performance, however, it cannot improve the capacity significantly.  

B) Spatial Multiplexing 

The different data is transmitted through various links to improve the data rate of the system using 

spatial multiplexing (SM). MIMO SM must follow the condition of �� ≥ ��. Consequently, it offers 

the multiplexing gain of  min(��, ��). The improved capacity performance can be achieved through 

SM by transmitting number of data streams from number of antennas. Transmitted signals go 

through different paths and each of these path is represented by channel gain. For recovering the 

transmitted data at the receiver, a substantial signal processing is required and MIMO system 
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decoder must perform the estimation of channel gain. Once the estimation has performed, then a 

channel matrix � has produced and the transmitted data streams is reconstructed by multiplying the 

received vector with the inverse of �. However, in real scenario, the propagation is not 

straightforward which creates the difficulty in appropriate detection. Therefore, spatial de-

multiplexing which requires an efficient detection, is a challenging task. The current rigorous 

research includes the development of signal identification techniques. Furthermore, we discuss the 

different detection techniques in Section 1.2. 

1.1.2 MIMO System Framework 

The MIMO frame structure is shown in Fig. 1.2 [15]. 

 

Fig. 1.2 MIMO Framework 

The transmitted message bits are encoded and then interleaved. Interleaving is performed to 

protect the transmission against burst errors. In interleaving, different code words are mixed to form 

a code word and then transmitted over a channel. Therefore, error bursts are spread across multiple 

codes. Thus, the burst error affects only a correctable number of bits in each codeword that leads to 

the correct decoding of the codeword. Then, interleaved codeword is mapped to data symbols using 

different modulation techniques such as binary phase shift keying (BPSK), quadrature phase shift 

keying (QPSK), and � ary-quadrature amplitude modulation (�-QAM). The mapped symbols are 

treated as input to space-time encoder that gives one or more spatial data streams as output. The 

spatial data streams are mapped to transmit antennas using space-time precoding. The signals 

generated from the transmit antennas propagate over the channel and reach at the receiver antenna 

array. The receiver collects the signals at the output of each receive antenna element and converses 

the transmitter operations for decoding the data. A number of variations can occur in the relative 

placement of blocks, the functionality and the interaction between the blocks.   

1.1.3 Channel Model 

MIMO systems consist of three main components, the transmitter, the channel (�), and the receiver. 

In Fig. 1.3, �� and �� represent number of transmit and receive antenna elements respectively.  
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Fig. 1.3 MIMO system with ��×��  antennas 

Each element of channel � is independent and identically distributed (i.i.d.) Gaussian random 

variables with zero mean and ��variance. The channel element ℎ�� characterizes the complex 

channel gain between the �-th transmitter and the �-th receiver, 

� =    

⎣
⎢
⎢
⎡

ℎ�� ℎ�� ⋯ ℎ���

ℎ�� ℎ�� ⋯ ℎ���

⋮ ⋮ ⋱ ⋮
ℎ��� ℎ��� ⋯ ℎ����⎦

⎥
⎥
⎤

             (1.2) 

The transmitted bandwidth is too narrow. Thus, it gives considerably flat frequency response 

(i.e., the channel is memoryless). For a deterministic channel, we find the normalization constraint 

for the elements of � as 

∑ �ℎ�,��
���

��� = ��, � = 1,2, … . . ��                                     (1.3) 

The MIMO system model is given as 

� = �� + �                (1.4) 

where � is the received signal vector of size ��×1, �  is the transmit signal vector of size ��×1 and 

� is the noise vector of size ��×1, each noise element is taken as i.i.d. white Gaussian noise with 

variance �� [16] 

Equation (1.4) can be expended as 

�

��

��

⋮
���

� =

⎣
⎢
⎢
⎡

ℎ�� ℎ�� ⋯ ℎ���

ℎ�� ℎ�� ⋯ ℎ���

⋮ ⋮ ⋱ ⋮
ℎ��� ℎ��� ⋯ ℎ����⎦

⎥
⎥
⎤

�

��

��

⋮
���

� + �

��

��

⋮
���

�           (1.5) 

It is assumed that there is  fixed channel within a transmission but a random channel variation arises 

between burst to burst [17]. 
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1.1.4 Channel capacity 

Channel capacity is well-defined by Shannon as the maximum rate of information transmission 

through a channel with negligible error [18]. Considering transmit signal vector � and received 

signal vector � as a random variable, the channel capacity � is represented by the maximum mutual 

information �(. ; . ) between them and is given by 

� =  max
�(�)

�(�; �)               (1.6) 

The maximization is applied over all possible probability density functions �(�) of �. The transmit 

data should be Gaussian distributed to achieve data rate close to capacity. Shannon derived the 

normalized capacity i.e. capacity per unit bandwidth for band-limited white Gaussian noise channel 

and given by 

� = log�(1 + �̅)               (1.7) 

where �̅ is average received SNR. 

A) Deterministic MIMO Channel Capacity 

A MIMO system consists �� transmit and �� receive antennas with narrowband time-invariant 

channel � having matrix size ��×��. �  is the transmitted symbol vector (� ∈ ���×�) that consists 

�� independent input symbols. Equation (1.4) can be rewritten as 

� = �
��

��
�� + �                (1.8) 

The mutual information using (1.6) can be represented as 

�(�; �) = log�det ����
+

��

����
�ℜ�����                        (1.9) 

where (. )� represents Hermitian transposition and ℜ�� is autocorrelation function of transmit signal 

vector � which is defined as 

ℜ�� = ������              (1.10) 

Also, the channel capacity for deterministic MIMO channel is given as [10] 

� = max
�����(ℜ��)���

log�det ����
+

��

����
�ℜ�����         (1.11) 

If � is not known to transmitter, signal can be spread equally among all the antennas. 

Thus, ℜ�� = ���
 and capacity of (1. 11) can be represented as 
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� = log�det ����
+

��

����
����           (1.12) 

Assuming the fixed total channel gain ‖�‖� = ∑ �� = ��
��� , here, � denotes the rank of 

� ��. �. , � = min(��, ��)�. � has a full rank when �� = �� = � and � = �. The maximum 

channel capacity is achieved by considering the same singular values of � for all (SISO) parallel 

channels, i.e.,  

�� =
�

�
, � = 1,2, … . . �             (1.13) 

MIMO capacity is maximized for the orthogonal channel condition, thus, ��� = ��� =
�

�
��, 

for this case, capacity increases � times than that of each parallel channel, which is given as 

� = �log� �1 +
���

����
�             (1.14) 

For a SIMO channel, the channel gain is denoted as ℎ ∈ ���×� and hence � = 1 and �� =

‖�‖�. Accordingly, the channel capacity is defined irrespective of the CSI availability at the 

transmitter side and given as 

����� = log� �1 +
��

��
‖�‖��                (1.15) 

When |ℎ�|� = 1, � = 1,2, … . . �� and ‖ℎ‖� = ��, the capacity is given as 

� = log� �1 +
��

��
���             (1.16) 

We can see from (1.16) that a logarithmic improvement can be seen in channel capacity with 

the number of antennas. Also, we can transmit only a single data stream and the CSI availability at 

the transmitter side does not enhance the channel capacity. 

For the case of a MISO channel, the channel gain is given as ℎ ∈ ��×�� thus � = 1 and �� =

‖ℎ‖�. If CSI is unavailable at the transmitter side, the channel capacity is expressed as 

����� = log� �1 +
��

����
‖ℎ‖��            (1.17) 

when |ℎ�|
� = 1, � = 1, 2, … . . �� and ‖ℎ‖� = ��, the capacity is given as 

����� = log� �1 +
��

��
�             (1.18) 
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B) Random MIMO Channel Capacity 

In the previous section, MIMO channels are assumed to be deterministic, however, MIMO channels 

change randomly. Therefore, � is a random matrix and its channel capacity is randomly time-

varying. Assume the random channel as an ergodic process, MIMO channel capacity also known as 

ergodic channel capacity is represented by 

�������� = �[�(�)] = � � max
�����(ℜ��)���

log�det ����
+

��

����
�ℜ������       (1.19) 

The open-loop system detemines the ergodic channel capacity without using CSI at the 

transmitter side as  

��̅� = � �∑ log� �1 +
��

����
����

��� �           (1.20) 

Similarly, the closed-loop system offers the ergodic channel capacity using CSI at the 

transmitter side as 

��̅� = � � max
∑ �����

�
���

∑ log� �1 +
��

����
������

��� � = � �∑ log� �1 +
��

����
��

���
���

�
��� �      (1.21) 

where �� is power transmitted by �-th antenna and ��
���

 is optimal power. 

1.1.5 Probability of Error  

The probability of error is evaluated by averaging it for a particular modulation in AWGN channels 

over the possible ranges of signal strength due to fading in a slow flat fading channel. Considering 

fixed channel gain, the probability of error in AWGN channels is observed as a conditional error 

probability. Hence, one can obtain the probability of error in slow flat fading channels by averaging 

the error in AWGN channels over the fading probability density function (PDF). Accordingly, the 

probability of error in a slow flat fading channel can be computed in terms of SNR as 

�� = ∫ ��(�)�(�)��
�

�
             (1.22) 

where �� (�) is the probability of error for an arbitrary modulation at a particular value of SNR �, 

�=ℎ��� ��⁄ , and �(�) is PDF of � due to the fading channel. �� is bit energy and ℎ represents 

amplitude values of the fading channel with respect to �� ��⁄ . This section defines the PDF based 

probability of error, although cumulative distribution function (CDF) and moment generating 

function (MGF) can also be used to evaluate error rate [19, 20]. 
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When the fading environment superimposes shadowing on multipath fading, a common 

performance metric i.e. average error probability is obtained by averaging over the distribution of 

the shadowing conditioned on the mean SNR [21] 

��
� = ∫ ��(�)

�

�
�(�|�̅)��            (1.23) 

where � denote the random SNR due to path loss, shadowing, and multipath. 

1.1.6 Channel Estimation on the Transmitter Side 

Generally, the channel state information (CSI) is not directly available at the transmitter. Thus, some 

indirect resources are needed to make it available at the transmitter. The time division duplexing 

(TDD) system can exploit the channel reciprocity among opposite links (downlink and uplink). It 

permits for indirect channel estimation which relies on the signal received from the opposite 

direction. The frequency division duplexing (FDD) system does not have reciprocity between 

opposite directions and the transmitter depends on the channel feedback information from the 

receiver. Specifically, CSI must be estimated at the receiver side and then, fed back to the transmitter 

side. Exploitation of channel information permits for increasing the channel capacity, improving 

error performance while reducing hardware complexity [22]. Precoding and antenna selection are 

the conventional methods that exploit CSI on the transmitter side. 

 Precoding: The MIMO system may not be able to adequately recover the transmitted data 

streams (layers) depending on the resulting channel conditions if the signal to interference 

plus noise ratio (SINR) is too less at any of the receive antennas. With the addition of 

precoding, the transmitter which is having knowledge of the present channel conditions can 

effectively combine the layers before transmission with the aim of equalizing the signal 

reception across the multiple receive antennas.  

 Antenna Selection: Antenna selection techniques provide a smaller number of RF modules 

than the number of transmit antennas to decrease the cost related to the multiple RF 

modules. 

 
1.1.7 Wireless Fading Channels 

The wireless channel environment governs the performance of wireless communication systems. 

The interpretation of wireless fading channels will lay the foundation for developing high 

performance and bandwidth-efficient wireless communication technology. In wireless 

communication, radio propagation ensures the behaviour of radio waves that are propagated from 
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the transmitter to receiver. In the radio propagation, electromagnetic waves are primarily affected 

by the physical phenomena such as reflection, diffraction, and scattering [11, 23]. 

Reflection is caused by electromagnetic wave propagation which impinges upon an object with 

huge dimensions in comparision to the wavelength, e.g., the surface of the earth and building. 

Diffraction arises when a surface obstructs the radio path between the transmitter and receiver with 

sharp irregularities or small beginnings. Scattering impels the electromagnetic wave radiation to 

deviate from a direct path through one or more local obstacles, with small dimensions compared to 

the wavelength. The obstacles viz. foliage, street signs, and lamp posts carry scattering,  are termed 

as scatters. Fig. 1.4 organizes the types of fading channels. 

 

Fig. 1.4 Types of fading [24] 

A distinctive characteristic of a wireless channel is determined by fading, which produces due 

to varying signal amplitude over time and frequency. Although the additive noise is the most 

common source of signal degradation, fading is another cause of signal degradation that is 

distinguished by a non-additive signal interference in the wireless channel. Fading that occurs may 

due to multipath propagation, is called multipath fading, or to shadowing from obstacles that affect 

the radio wave propagation, called shadow fading.  

 

Fig. 1.5 Small scale and Large scale fading [24] 
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Presently, the most common wireless channel models have been established for 800 MHz to 2.5 

GHz by widespread channel analysis in the ground. Concurrently, spatial MIMO channel models 

are recently establised by the numerous study and standardization actions such as IEEE 802, 

METRA Project, 3GPP/3GPP2, and WINNER Projects, targeting at speedy wireless 

communication and diversity gain. 

Large-scale fading is produced by the mean path loss that reduces with distance and shadowing 

that differs along the mean path loss. Due to the shadowing produced by obstacles on the path, the 

signal strength at the receiver may be different even at the same distance from a transmitter. 

Moreover, the scattering elements suffer small-scale fading, which produces a short-term variation 

of the signal that has earlier practised shadowing. The simple or complex channel model for MIMO 

systems are subjected to the essential correctness and environment modeled. 

A) Small Scale Fading 

Small-scale fading, or simply fading defines the rapid fluctuation of the amplitude of a radio signal 

over a short period of time or travel distance. It is produced by interference between two or more 

forms of the transmitted signal which reach at the receiver at slightly different times. The amount 

of multipath is responsible for small-scale fading condition which is catogerized as either as 

frequency-selective or frequency flat. The mobile speed (characterized by the Doppler spread) 

which is dependent on the time varying nature of a channel, is called short term fading and 

categorized as either fast fading or slow fading. The multipath fading channel can be modeled as 

follows when we denote the transmitted signal by �(�) and the received signal by �(�) 

�(�) =  ∑ ℎ�(�)�
��� � (� − ��(�))            (1.24) 

where ℎ�(�) is the attenuation of the �-th path at time �, ��(�) is the corresponding path delay, and 

� denotes the number of resolvable paths at the receiver. Different PDFs for small-scale fading are 

as follows 

i) Rayleigh PDF 

The Rayleigh PDF considers a non-line of sight (NLoS) path with multiple scatterers. Rayleigh 

fading is observed as a realistic model for tropospheric and ionospheric signal propagation as well 

as the result of heavily developed urban environments on radio signals. This model comprises i.i.d. 

complex, zero mean, and unit variance channel elements and is represented by [25] 

ℎ�� =
�

√�
 (������ (0,1) + √−1 . ������ (0,1))         (1.25) 
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This model clearly estimates the environment in better way by taking large antenna spacing 

compared to the wavelength. The PDF of Rayleigh fading is given by 

�(�) =
��

�
exp �−

��

�
� , 0 ≤ � ≤ ∞            (1.26) 

where Ω = �[��] is average fading power. 

ii) Rician PDF 

Rician fading considers both the line of sight (LoS) and NLoS paths. The MIMO channel matrix for 

the LoS environment is expressed as [26] 

� = �
�

���
���� + �

�

���
�����            (1.27) 

where  � (��) = 10 log��
����

�����
           (1.28) 

In (1.27), ���� corresponds to the LoS component with rank-one matrix, and ����� 

corresponds to the NLoS components. In (1.28), ���� and ����� are the power due to the LoS 

component, and NLoS component respectively [27]. The ����� component is typically modeled as 

(1.25). SISO system requires the smaller fade margin for large K factor. In MIMO systems, rank-

one ���� component is more dominant for high � factor, and the ����� component is less dominant. 

Nevertheless, simulations and measurements in rich multipath scenario ensures the less dominant 

nature of LoS component [17]. The PDF of Rician fading is given by 

�(�) =
�(���)�

�
exp �

�(���)��

�
− �� �� �2�

�(���)

�
�� , � ≥ 0, � ≥ 0       (1.29) 

where � is the Rician amplitude and Ω is the total power from both paths, and turns as a scaling 

factor to the distribution. � is the specular amplitude, ��(. ) is the modified Bessel function of the 

first kind and zero-th order.  

iii) Nakagami-m PDF 

Nakagami-m fading generates due to multipath scattering with relatively larger time-delay spreads, 

and different clusters of reflected waves, where envelope of each cluster signal follow Rayleigh 

distribution. It provides the best fit to land mobile and indoor mobile multipath propagation as well 

as scintillating ionospheres radio links [19]. The Nakagami-m channel matrix is created as 

� = ����{���������(�, Ω �⁄ , ��, ��)}           (1.30) 
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where � is shape parameter also called fading parameter and Ω = �[��]. The Nakagami-m PDF is 

given as 

�(�) =
���

�� �� �����exp �
��

�
��� , � ≥ 0, � ≥ 1/2, Ω > 0                    (1.31) 

where Γ(. ) denotes gamma function. 

iv) Weibull PDF 

In the Weibull channel model, ℎ�� is represented in terms of Gaussian in-phase elements (���) and 

quadrature phase elements (���) of the multipath components [28] as 

ℎ�� = (��� + ����)�/���             (1.32) 

The amplitude of channel coefficient can be taken as ��� = �ℎ���. � is represented in terms of scale 

parameter � and shape parameter � as  

� = �������(�, �, ��, ��)                    (1.33) 

PDF of Weibull random variable � is expressed in [29] as 

����
(�) =

���

Ω��
������ exp �−

�
���

Ω��
� , ��� > 0, Ω�� ≥ 0, � ≥ 0                                                      (1.34)                                                     

 where Ω�� is average fading power which is represented as Ω�� = �[�
��

���] or Ω�� = ���� and �[. ] 

denotes expectation operator. For ��� = 1 and ��� = 2, Weibull distribution is reduced to 

exponential and Rayleigh distribution respectively. All the entries are denoted from �-th transmit 

antenna to �-th receive antenna. 

A) Large Scale Fading 

Large-scale fading occurs as the mobile moves through a large distance (several hundred or 

thousands of meters), or a distance of the order of cell size [11]. It is categorized as shadowing and 

average path loss.  

a) Shadowing 

Shadowing is produced by obstacles between the transmitter and receiver that absorb power. Once 

the obstacle absorbs complete power, the signal remains blocked. A variation due to shadowing 

occurs over distances relative to the length of the obstructing object (10-100 meters in outdoor and 

less in indoor). 
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i) Lognormal PDF 

 The lognormal PDF is formed by applying central limit theorem for the products of random 

variables [30] that models the effects of long-term fading or shadowing observed in wireless systems 

[31-33]. In particular cases, it is applicable to model short-term fading as well [32]. PDF of the 

lognormal random variable is defined in [34] with parameters �� ∈ ℝ and � ∈ (0, ∞), where �� 

is mean and � is standard deviation, given by 

�(�) =
�

√�����
exp �−

(����(�)���)�

��� �, 0 < � < ∞         (1.35) 

where � is shape parameter. 

ii) Gamma PDF 

The gamma distribution is widely preferred in wireless communications to model the power in 

fading channels [35, 36]. Due to less complex statistical behaviour compared to log-normal 

distribution, it is widely used to model shadowing effects [31]. The PDF is given by 

�(�) =  
�

Γ� ��  ����exp �
��

�
� , �, Ω, � ≥ 0              (1.36) 

where � is shape parameter and Ω = �[��].  

b) Path loss 

Path loss occurs due to the dissipation of power radiated by the transmitter as well as effects of the 

propagation channel. A variation due to path loss obtains over very large distances (100-1000 

meters). In path loss models, it is assumed that path loss is the identical at a given transmit-receive 

(T-R) distance. As with the proposed large-scale radio wave propagation models, the free space 

model forecasts that received power declines as a function of the T-R separation distance raised to 

some power. The free space power received by a receiver antenna is represented by the Friis free 

space equation that is separated from a radiating transmitter antenna by a distance �, 

��(�) =
��������

(��)���ℒ
             (1.37) 

where �� is the transmitted power, ��(�) is the received power which is a function of the T-R 

separation, �� and �� are the transmitter and receiver antenna gain respectively, � is the T-R 

separation distance in meters, ℒ denotes the system loss factor not associated to propagation (ℒ ≥

1), and � is the wavelength in meters. When antenna gains are involved, the path loss for the free 

space model is represented by 
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��(dB) = 10log
��

��
                     (1.38) 

In this case, �� ∝
�

�� , however, for a large-scale propagation model, �� ∝ 1/��, where the value 

of path loss exponent � depends on the specific propagation environment, e.g., � is equal to 2 in 

free space and � will have a larger value when obstructions are present [11, 21]. 

We can observe both the effects of small-scale and large-scale fading at the same time caused 

by rapid change in wireless environment. Thus, the composite channel modeling is required that 

includes multipath as well as shadowing effects. Consequently, the powerful solutions are required 

to solve some real-world problems having interference effects in MIMO communication systems 

[21]. 

1.2 Related Work 

MIMO systems are applied to enhance the wireless system performance even in the severe fading 

environment. Thus, the following sections present the techniques to improve MIMO system 

performance in multipath fading, shadowing and composite fading subjected to AWGN as well as 

generalized Gaussian noise. 

1.2.1 Spatial Diversity Techniques 

 MIMO systems have been employed to improve the wireless system performance using different 

receiver combining techniques. As we have already discussed that error rate and capacity are 

important measures to identify the system performance, therefore EGC, SC and MRC have been 

exploited with MIMO system according to the requirement of the system designer. In [37], Falujah 

and Prabhu have evaluated the average bit error probability (BEP) of MIMO systems for the 

differential binary and quadrature phase-shift keying (DBPSK and DQPSK respectively) employing 

post-detection EGC diversity over Rayleigh fading channels. They considered a less complex and 

inexpensive MIMO receiver in comparison to the coherent phase-shift keying system (PSK) for 

MIMO using MRC diversity reception. In [38], the non-coherent EGC technique has been employed 

to analyze the error performance of �-ary orthogonal signals over generalized multipath fading 

channels. Also, the generalized fading distribution envelopes have been measured to show the 

arbitrary non-identical values which are possibly supported by received average SNR and/or the 

fading parameters and the impact of arbitrary correlation among diversity branches have been 

obtained efficiently to estimate average error rate performance of the system. 
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MRC diversity has been used to maximize the output SNR in multiple antenna systems [39]. 

Also, it gives better performance than SC and EGC techniques. MIMO-MRC systems have been 

employed to improve the system error rate and capacity performance under different fading 

conditions. Ref. [40] presents the bit error rate (BER) analysis using rectangular-QAM. However, 

the result is only applicable for Gray code mapping. In [41], the average symbol error rate (SER) 

performance of MIMO-MRC systems is estimated in noise limited and interference-limited 

scenario. The significance of MIMO-MRC is defined by the fact that it consists the optimal point-

to-point (i.e., single transmitter-receiver) linear transceiver design which maximizes the receive 

SNR [42] when one data stream is transmitted and perfect channel knowledge is available at both 

the transmitter and the receiver. In [43], a novel insight is offered into how the mutual connections 

of LoS and spatial correlation components impact the performance of MIMO-MRC systems. 

In the recent work, authors [44] evaluated the performance of the MIMO-MRC system with the 

feedback delay and channel estimation error. Taking the feedback delay and channel estimation 

error, practical imperfect factors into account, they derived the analytical expressions of average 

SERs of the MIMO-MRC system, which was used to examine the performance loss in terms of the 

array gain and diversity order. We have already discussed in Section 1.1.1 that the receive diversity 

compels most of the computational burden on the receiver side, which may experience high power 

consumption for mobile units in the case of the downlink. Therefore, transmit diversity techniques 

i.e. STC have been implemented to improve the MIMO system performance in a severely faded 

environment with adaptable complexity level to achieve transmitter diversity gain [9, 12, 13]. 

Consequently, STC has been categorized into orthogonal space-time block codes (OSTBCs) and 

space-time trellis code (STTC) which have been recommended for achieving full diversity gain [9]. 

In STTC, an information stream is encoded via �� convolution encoders (or via one convolutional 

encoder with �� outputs) to find �� streams of symbols that are transmitted from �� antennas 

simultaneously. Delay diversity [45] is based on STTC, where first antenna transmits the data stream 

as ���,����,…… �, while second antenna transmits same stream but delayed by �� symbol intervals 

and hence, the data stream is ������,�������,…… �. Due to added delay, resulting codes achieve 

spatial diversity instead of full diversity with higher decoding complexity. However, the decoding 

complexity increases exponentially by increasing number of transmit, receive antennas and 

transmission rate [46]. Thus, Alamouti [3] provided OSTBCs to overcome this problem. OSTBC 

provides full diversity of 2 and code rate 1 using 2 transmit antennas. Due to the orthogonal nature 

of codeword matrix, Alamouti code has fast ML decoding properties that simplify single symbol 
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ML detection. Thus, OSTBC can be achieved along with the provision of a very simple ML 

decoding algorithm, based only on linear processing of the received signals [4, 10]. These codes can 

be generalized for more than two transmit antennas using the orthogonal design theory [4]. 

However, talking on short coming, authors [47] have shown that OSTBC neither provides coding 

gain nor achieve a rate larger than ¾ for more than two transmit antennas. 

In [48], capacity performance has been evaluated under Rayleigh, Rician, Nakagami-m and 

Weibull fading channels. In [49], two new selection techniques, space-time sum-of-squares 

combining selection diversity and space-time sum-of-magnitudes selection diversity, were 

employed with Alamouti STBC and established to offer nearly the identical performance as SNR 

selection, but with quite simpler operations. Later on, authors have employed OSTBC/MRC in 

MIMO system to analyze the distribution of the sum of squared random variables for estimating the 

improved error performance with reduced computation complexity [50]. Consequently, MRC has 

been proven its importance to achieve the better error performance than SC, however, at the cost of 

more computational complexity compared to that of SC and applying OSTBC along with MRC at 

the transmitter improves the MIMO system significantly. 

1.2.2 Signal Detection Techniques 

 In MIMO systems, spatial multiplexing (SM) and spatial diversity play a key role to support high 

data rate services and reliable communication respectively. However, there is a tradeoff between 

spatial multiplexing and diversity for multiple access channels [15, 51]. The requirement of high 

data rate is increasing for next generation communication systems. Diversity requires the usage of 

a simple detection technique at an expense of capacity reduction, however, a significant capacity 

gain can be achieved through spatial multiplexing with improved transmission rate [4]. Although, a 

suitable detection technique for de-multiplexing is a research issue for an efficient system design.  

The reported literature of [52-59] displays various detection techniques to enhance the system 

performance. Initially, zero forcing (ZF) and ZF-successive interference cancellation (SIC) were 

introduced [60-62], which are computationally efficient but suffer from noise enhancement 

problem. Noise enhancement problem in ZF is known to be resolved by minimum mean square error 

(MMSE) technique. For system performance improvement, the MMSE-SIC technique has been 

recommended with fast and computationally efficient algorithms [56, 63, 64]. In conventional SIC, 

the receiver arbitrarily takes one of the estimated symbols and subtract its effect from the received 

symbols, so it does not give the best performance. The ordered successive interference cancellation 

(OSIC) technique has been proposed with MMSE to further improve the system performance. It has 
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been analyzed by Hoefel [65] that the relative performance gain achieved through MMSE-OSIC 

receiver is firmly dependent on a number of transmit and receive antennas, modulation code scheme 

(MCS) and order of spatial stream. The order of detection has a substantial impact on the complete 

performance of OSIC detection due to the error propagation caused by incorrect decision in the 

previous stages. Consequently, the different detection ordering methods such as SNR based, column 

norm based and SINR based ordering have been investigated in the past [24]. The post detection 

SINR based ordering offers the best performance among all three ordering techniques [24]. After 

that, an optimal selection technique for vertical-Bell laboratories layered space-time (V-BLAST) 

technique using OSIC detection with respect to error rate is developed which has less complexity. 

Due to error propagation, these techniques show limited performance improvement in error rate 

since they use an equal number of transmit and receive antennas [66]. A complete review of 

algorithms proposed for the new and severe signal identification efforts for MIMO systems is given 

in [67] with the detection of the multiple transmit antennas.   

Maximum likelihood (ML) signal detection technique has been employed to achieve the optimal 

error rate performance. In ML detection, all transmit signal vectors are used to produce 

corresponding ML metrics. Nevertheless, the computational complexity increases exponentially 

with the increase in a number of transmit antennas and constellation points, although MMSE is 

simpler than ML detection [68]. Recently, there has been a lot of efforts made to achieve the ML 

performance with a reduced level of complexity. The maximum likelihood detection with QR 

decomposition and M-algorithm (QRM-MLD) and sphere decoder (SD) have also been 

implemented to reduce the complexity [69]. The QRM-MLD algorithm reduces the receiver 

complexity, however, it results in erroneous log likelihood ratio (LLR) values due to a finite number 

of candidate symbol vectors [70-72]. Therefore, a competent LLR computation algorithm has been 

described. Instead of calculating LLR values only at the last stage, this algorithm calculates the 

updated estimated values at each stage. Later on, authors have given the LLR based essential 

properties that simplify the sorting step included in successive cancellation list decoding. 

Consequently, it reveals the requirement of the knowledge of statistical channel model in the 

accurate LLR calculation [73, 74]. SD uses depth-first search which approaches the complexity of 

ML, and QRM-MLD uses breadth-first search which gives fixed level of computational complexity. 

Moreover, in QRM-MLD, performance improves and approaches ML by increasing candidate 

vector but with the increased complexity. A new technique has been proposed that selects a number 

of candidates at each layer unlike MMSE-OSIC, which is called  MMSE-OSIC with candidates 
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(MMSE-OSIC2) [75]. This technique gives a near-ML performance with a complexity level similar 

to that of traditional MMSE-OSIC and efficiently generates the LLR values.  

1.2.3 Precoding and Antenna Selection Techniques 

In reality, full CSI may not be directly available due to feedback overhead and feedback delay. 

Specifically, CSI for the time-varying channel cannot be followed completely by the transmitter, 

and hence, only partial information (e.g., the statistical information) can be exploited. The precoding 

techniques and antenna selection techniques are the conventional procedures that use CSI on the 

transmitter side. It is noted that the pre-equalization scheme on the transmitter side performs better 

than the receiver-side equalization. It is associated with the fact that the receiver-side equalization 

faces noise enhancement problem. In [22], it has been described that the exploitation of CSIT (partial 

or perfect knowledge) improves the capacity and error rate performance of MIMO system with less 

complexity. Also, in SM-MIMO systems, simultaneous transmission of data requires parallel radio 

frequency (RF) chains which contain low noise amplifier, frequency down-converter, and an analog-

to-digital converter. The parallel RF chains at the transmitter and/or receiver of MIMO system adds 

overhead to hardware complexity, power and size [76]. It becomes difficult to integrate such 

complex hardware in the mobile units simultaneously while retaining their ease of handling and 

compactness. Moreover, simultaneous transmission from multiple antennas has inherent drawbacks 

of inter-antenna interference, the requirement of synchronization, etc. [77]. These difficulties can 

be overcome by the MIMO systems with single RF chain at the transmitter which in turn activates 

single antenna at a time for transmission. The reduced cost of multiple RF modules can be achieved 

by using antenna selection (AS) techniques. It is more effective technique than precoding. These 

techniques can be considered to practice a reduced number of RF modules than the number of 

transmit antennas.  

Many linear precoding techniques require each antenna to transmit its own data. Authors [78] 

have analyzed the latest technology of MIMO with the theoretical background. They made a 

comparison of capacity obtained after using two precoding methods based on the spatially 

multiplexed system. They have applied two precoding techniques to multiple antennas, considering 

multiuser-MIMO downlink. Ref. [79] explains a differential system employing OSTBC with PSK, 

PAM, and QAM constellations, over arbitrarily correlated Rician fading channels. The SER 

performance of such a differential system is analyzed by a memory-less precoding matrix at the 

transmitter. Recently in [80], the security performance obtained by employing a practical precoded 

OSTBC in MISO wireless networks has been investigated. In particular, space time codewords are 
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precoded with an optimum matrix that minimizes the error rate. In [76], AS algorithms is applied at 

the transmitter and receiver side using less complex selection diversity.  

Authors [81] offered a QR decomposition (QRD)-based selection technique that maximizes the 

lower bound. With some matrix properties, it has been theoretically proven that the lower bound 

generated by the QRD is tighter than that by the singular value decomposition (SVD). Note that, a 

lower bound of the free distance was established to avoid the exhaustive search in ML detection that 

was derived with the SVD. Then, a basis transformation scheme is proposed so that the lower bound 

generated by the QRD can further be tightened. As a result, the QRD-based selection method 

achieves near optimum performance. Finally, the use of the proposed approaches to other 

applications, such as receive antenna selection, joint transmit/receive antenna selection, and antenna 

selection has been extended in MIMO relay systems [82]. In the V-BLAST technique, OSIC 

technique was proposed as an available competent detection technique regarding performance and 

complexity. Though, MIMO system suffers from high complexity and implementation cost. As a 

practical solution, antenna selection technique has been presented. Since the existing literature 

considered only the capacity-based selection, authors [59] developed an optimal selection technique 

for a V-BLAST technique using OSIC detection with respect to error rate performance. Its 

complexity is illustrated to be proportional to the fourth power of the number of transmit antennas. 

Then, a near-optimal selection technique has been exploited to reduce the complexity without 

considerable performance degradation compared to the optimal selection technique. 

Afterward, the energy efficient MIMO system is used and AS has been employed to enhance 

the performance of point-to-point MIMO, cooperative MIMO, multiuser MIMO and large scale 

MIMO systems [83]. In [84], maximal ratio combining and OSTBC are recommended with AS 

technique to improve the MIMO system performance. Also, distributed-MIMO system performance 

has been analyzed in [85] over Rayleigh fading channel, however, the shadowing impact has not 

been considered. 

1.2.4 Channel Modeling 

Channel modeling is a paramount issue for efficient wireless system design. Several multipath 

fading scenarios such as Rayleigh, Rician and Nakagami-m fading have been considered in the past 

to evaluate the system performance with various detection techniques. Consequently, system 

performance has been well analyzed under these scenarios [86-89]. One other multipath channel 

model called Weibull channel model is taken into consideration due to its flexible and practical 

nature to describe multipath fading in various radar clutters, indoor and outdoor scenario. This 
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model has been considered for evaluating the system performance in diversity scenario. The effect 

of Weibull fading severity and correlation on overall system performance has been explored with 

receiver combining techniques in [90-93]. In [94, 95], SC is used to evaluate system performance 

over Weibull fading channel. The results of error rate demonstrate that for the same average channel 

gains, the performance on independent and non-identically distributed (i.n.d.) channels may be 

better or inferior to on i.i.d. channels. Further, the theory of effective rate has been shown much 

attention, since it yields the delay aspect into account when performing channel capacity analysis 

[96].  

The keyhole effects deteriorate the channel matrix by limiting both rank deficient and spatial 

correlation effects, which severely degrades the MIMO system capacity. The channel capacity 

performance can be improved by cascading multiple channel models. Therefore, many 

multiplicative stochastic models have been used to analyze the fading collectively instead of 

separating it from several parts. The received signals can explain the physical significance of these 

models. The received signals consist of the product of a large number of rays reflected through 

statistically independent scatterers [97]. For example, double-Rayleigh (i.e., Rayleigh × Rayleigh) 

amplitude distribution obtained by diffracting wedges. Such distribution is induced through double 

scattering in the wireless radio channel. Moreover, the high-SNR slope of double-Rayleigh fading 

shows inferior performance than that of single-Rayleigh fading [98]. In [99-102], double-Rayleigh 

and double-Nakagami-m models have been recommended for keyhole channel modeling of MIMO 

systems and for capacity analysis in low power regime. The work presented in [103] enumerates 

that the receiver performance degrades with disruptive effects of cascaded fading however these 

effects can be compensated by increasing diversity branches. In [29], a cascaded Weibull channel 

model produced by the product of independent but not essentially identically distributed Weibull 

random variables is presented. Double-Weibull channel model can achieve the improved capacity 

in comparison to the capacity of the single-Weibull channel model.  

In several practical wireless environments, multipath fading and shadowing appear at the same 

time which creates a composite fading. The shadowing effects caused by the slow variations are 

superimposed on multipath propagation arising from rapid fluctuations [104]. Subsequently, various 

models have been proposed for analyzing the performance of the wireless system. The composite 

channel models such as Rayleigh-LN, shadowed-Rician, Gamma-Gamma, K, generalized-K [36, 

48, 105-108] and more recent Weibull-gamma (WG) [109] are extensively employed to see the 

combined effects of both small scale fading and shadowing. Ref. [105] has shown that gamma 
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distribution is numerically more appropriate than lognormal distribution to model shadowing effects 

and hence preferred in recent approaches. Table 1.1 [110] presents the existing models which define 

both the multipath fading and shadowing conditions. 

Table 1.1 Composite Channel models 

Proposed models Channel modeling /Generation Remarks 

Suzuki model [111] 

 

A product of Rayleigh processes with 

the lognormal process 

For non-direct line of sight 

communication. However, it is 

not suitable for direct line of 

sight communication. 

Extended Suzuki models 

[112] 

A product of a Rice process and a 

lognormal process 

Suitable to describe the nature 

of large classes of frequency 

non-selective land mobile 

satellite channels. However, it 

is unable to model non-

uniform scattering 

Generalized modified Suzuki 

model [113] 

A product of Weibull process and 

lognormal process 

To model shadow fading along 

with inhomogeneous and 

anisotropic diffuse scattering. 

K- fading model [105, 114, 

115] 

A product of Rayleigh process and 

lognormal process 

To model non-line of sight and 

shadowing. 

Weibull-lognormal fading 

model [116-119] 

A product of Weibull process and 

lognormal process 

Composite model, but due to 

lognormal distribution it faces 

mathematical complexity 

Generalized-K Fading model 

[106, 120, 121] 

A product of a gamma random 

variable and a channel matrix with 

i.i.d. Nakagami-m entries 

An accurate approximation of 

most of the fading and 

shadowing effects.  

Extended Generalized-K 

fading model [122-124] 

The combination of two independent 

Rayleigh distributed RVs with the 

average unit powers such that each 

pair of these RVs are independent, and 

one RV represents shadowing, and 

another one represents multipath 

fading components. Both the 

components are distributed according 

to generalized Nakagami-m PDFs 

 For modeling wireless and 

optical communication 

channels. Superior model but 

mathematically complex. 

Weibull-Gamma fading 

model [109, 125-127] 

A product of Weibull and gamma 

random process 

Simpler and relatively new one 

which is used for outdoor, 

indoor, communication and 

radar clutters including 

shadowing effects.  
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Due to extensive adaptability, experimental fitness and analytical compliance, the composite 

WG distribution is suitable for analyzing MIMO system in the present wireless environment. As 

discussed before that the Weibull fading is flexible to model severe and non-severe multipath fading 

environments, it considers the radar clutters and different mobile fading effects, however, Gamma 

model is preferred to model shadowing effects and jointly WG composite fading model is designed 

to measure both the effects. WG channel model is a generalized model that comprises Rayleigh-

Gamma and exponential-Gamma distributions as its special cases. Subsequently, this model 

approaches some other fading models [36, 109]. 

In [128], WG has been described in the hypergeometric form, and subsequently, an alternative 

has been given in [109] where WG distribution is denoted in the form of Meijer-G function. In [129], 

outage probability has been obtained through a joint distribution using selection combining. Also, 

arbitrary input branches have been considered over exponentially correlated composite WG fading 

channels. Thereafter, representations of bivariate WG distribution and outage probability with dual-

branch selection diversity have been measured over bivariate WG fading channel [130]. 

1.2.5 Low SNR Analysis 

Since many sites in the geometry lie on the edge of their cells. Therefore, apart from operating at 

high SNR, users frequently operate at low SNR. According to [131], 40% of the geographical area 

receives signal as low as 0dB and less than 10% area has an SNR greater than 10dB. In such 

conditions, the system performance evaluation at low SNR is imperative to the designers. MIMO 

systems namely SM with the optimal detector, SM with the MMSE detector and OSTBC have been 

implemented to evaluate performance at low SNR over Weibull fading channel [132]. 

1.2.6 Noise Modeling 

To the best of our knowledge, most of the reported work [133-135] included both the higher and 

lower modulation orders in multipath fading perturbed by AWGN, however, noise can deviate from 

its Gaussianity both in terms of asymmetry and sharpness. Therefore, the requirement of a generic 

noise model has come into existence. The additive and multiplicative power line noises affect the 

system performance extensively in power line communication (PLC). Further, the additive noise is  

categorized into background noise and impulsive noise. The background noise and impulsive noise 

models follow Nakagami-m and Middleton class A distribution respectively, while the 

multiplicative PLC noise produces fading in the received signal power [136, 137]. The different 

fields of communication such as sonar applications and a compressed sensing created a growing 

interest of additive white generalized Gaussian noise (AWGGN) and thus, the same noise scenario 
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is considered to evaluate the error rate performance of system [138, 139]. Many noise forms such 

as impulsive, gamma, Gaussian, Laplacian are produced by the generic noise model [140, 141]. 

Most popular is AWGN, which normally used to model background noise in the channel as well as 

noise introduced at the receiver front end and it is the most common noise model in communication 

systems. In many real life communication links, such as urban, indoor and underwater acoustic 

channels, the dominant ambient disturbances affecting radio channels are atmospheric and man-

made electromagnetic noises which deviate strongly from the prevalent Gaussian model [142]. The 

generalized Gaussian distribution (GGD) is the growing research interest for modeling different 

noise effects. 

A novel unified performance analysis of STBCs operating in MIMO network and AWGGN 

scenario is presented in [143]. The system performance is analyzed in terms of the average BER of 

a multi-hop wireless communication system perturbed by an AWGGN [144]. The rectangular-QAM 

has been given attention to calculate average symbol error probability (ASEP) using Gaussian Q-

function under a composite fading scenario in the presence of AWGGN [145]. Consequently, 

rectangular-QAM is a combination of in-phase and quadrature-phase pulse amplitude modulation 

(PAM) signals. There is significant scope to model a MIMO system by exploiting the diversity and 

efficient detection in a composite fading scenario that considers a real practical environment. To 

evaluate the performance of MIMO composite channel in generic noise scenario is an open area of 

research and will be of interest to both the industry and academia as it improves the wireless radio 

system performance even in severe fading and noise scenario. 

1.3    Problem Formulation 

The potential challenge in MIMO systems is to improve the capacity and error rate performance in 

highly severe environment. There are significant channel models which can model the real wireless 

scenario, however, they are complex in nature. Also, further enhancement in data rate and reliability 

is also an issue in such composite fading scenario. 

The improved capacity can be achieved at high SNR, but the key task is to achieve the capacity 

in low SNR under severely faded environment. ML is optimum detection technique but it suffers 

from computational complexity, and there have been linear detection techniques which are simple 

but result in sub-optimal performance. The research has been mainly focused on achieving the ML 

performance with a reduced level of complexity. Thus, to choose an efficient detection technique 
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which approaches the ML performance with less complexity and significant performance 

improvement is imperative to the system designer.  

If channel state information is known (full or partial) at transmitter side, the capacity and error 

rate performance improve significantly. Antenna selection techniques play an important role to 

improve the system performance. Although antenna selection techniques have been used in MIMO 

system under different multipath and some other composite fading environment [146], they have 

not been used in WG fading scenario. 

The effect of additive noise has been seen over MIMO composite channel, however, the 

deviation of noise can be possible from AWGN. Thus, generalized noise model is useful in such 

condition. Error rate performance SISO systems have been evaluated under composite fading and 

generalized noise scenario. The analysis of MIMO system with simple and efficient detection under 

such practical scenario is a significant problem. 

Based on the above discussions, we have framed the primary objectives of our thesis as follows: 

 To analyze and improve the MIMO system performance in spatial diversity and spatially 

multiplexed scenario under multipath, cascaded and composite fading channel. 

 To derive and develop performance criteria for MIMO system in low SNR regime over 

composite WG fading channel. 

 To analyze the MIMO system performance using antenna selection.  

 To use efficient detection for MIMO system performance analysis in composite fading and 

generic noise scenario. 

1.4    Contribution of Thesis 

The contribution of the thesis is enlisted below 

1. Performance analysis of MIMO system over different multipath and a cascaded fading 

channel 

i) OSTBC and MRC diversity are used to analyze the error performance of MIMO 

system performance over Rayleigh, Rician, Nakagami-m and Weibull and double 

Weibull fading channel. 

ii) PDF and CDF are evaluated in the double-Weibull fading scenario. 

iii) SER expressions are derived with OSTBC and MRC in Weibull and double-

Weibull Fading. 
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2. Performance analysis of MIMO system over a composite Weibull-gamma (WG) fading 

channel 

i) The amount of fading (AF) is evaluated. 

ii) OSTBC and MRC diversity techniques are considered to analyze error performance 

of MIMO system. 

iii) Three detection techniques, namely, MMSE-OSIC, ML and MMSE-OSIC2 are used 

to evaluate the system error performance. 

3. Low SNR analysis of MIMO system over WG fading channel 

i) MMSE and optimal detection techniques are used to evaluate the capacity 

performance 

ii) OSTBC diversity technique is considered to evaluate the capacity performance. 

iii) The derived linear expressions are validated through computer simulation. 

4. Antenna selection for MIMO performance improvement over WG fading channel. 

i) Optimal and suboptimal detection is used to enhance the system capacity 

performance. 

ii) OSTBC is used to evaluate error rate performance. 

5. Performance analysis of MIMO system in WG fading and AWGGN scenario 

i) MMSE-OSIC, ML and MMSE-OSIC2 detection techniques are used to evaluate the 

error performance. 

ii) Simplified expressions for ASEP are given for WG fading and also for its special 

cases 

1.5    Thesis Organization 

This thesis work provides the detailed analysis of MIMO system using the most appropriate OSTBC 

and effective MRC diversity techniques. In addition, SM-MIMO has also been considered using 

different detection techniques. 

The reminder of this thesis is organized as follows. In Chapter 2, we have analyzed the MIMO 

system performance using OSTBC and MRC diversity techniques in multipath fading such as 

Rayleigh, Rician, Nakagami-m and Weibull fading. Also, the effect of double-scattering in terms of 

double-Weibull fading has also been seen in MIMO system. The analytical expressions for PDF and 

CDF are derived for single and double Weibull fading channel. Also, SER expressions are computed 

by CDF. 
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In Chapter 3, a composite WG fading channel model is used with the same system set-up. Again, 

CDF based SER expressions are computed but in WG fading for the validation of simulation results. 

AF has also been computed and analyzed for WG fading. Further, error rate performance of SM-

MIMO system has been evaluated using different detection techniques. The error rate has been 

compared to that of optimal ML detection and simpler MMSE-OSIC detection. 

Chapter 4 presents the MIMO system capacity performance in low SNR regime in WG fading 

scenario. Optimal detector provides the maximum capacity of MIMO system, MMSE detector is 

less complex than optimal detector and offers improved capacity performance. In addition, OSTBC 

is diversity oriented technique. Thus, we have explored these three techniques in WG fading 

scenario in our work.  We have evaluated the capacity of MIMO system at low SNR under WG 

fading channel. 

Chapter 5 evaluates the optimal and sub-optimal AS based capacity of MIMO system over WG 

fading channel. AS is used to analyze BER performance using OSTBC for �-QAM under same 

WG fading scenario. The improved error rate performance can be achieved in diversity scenario, 

however, improved capacity performance can be achieved through SM. 

In Chapter 6, SM is employed to improve the error rate performance of MIMO system using 

MMSE-OSIC which is fairly simpler than ML detection. Also, an efficient MMSE-OSIC2 detection 

is used to achieve near-ML performance with reduced complexity. Fox-H function (FHF) based 

exact analytical expressions are calculated to represent error rate probability for 16-QAM over WG 

fading channel in the presence of AWGGN. AWGN and Laplacian noise are taken into account as 

special cases of AWGGN. Also, the fading and shadowing parameter variations are demonstrated.  

Finally, Chapter 7 concludes the thesis work and presents the future direction in MIMO channel 

modeling. 
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CHAPTER 2 

MIMO Multipath and Cascaded Fading Channels in Diversity Scenario 

2.1    Introduction 

In MIMO systems, reliability is achieved by spatial diversity which is categorized into transmit and 

receive diversity. To achieve full transmit diversity, STBC and to achieve receiver diversity, MRC 

techniques are mostly recommended to improve the wireless link performance [10, 147] in less 

faded and severely faded wireless environment. Thus, it is required to use suitable channel models 

which can operate in such environments. The ease or complexity to design a MIMO channel model 

depends on the essential accuracy and nature of the environment to be modeled. As it is given in 

[27] that the channel matrix of a physical model is followed by some physical parameters such as 

the angle of arrival (AoA), the angle of departure (AoD) and the time of arrival (ToA) of a signal. 

Once the channel is modeled analytically in MIMO system, all the channels behave as SISO 

channels between each transmit and receive antenna. In addition, the channels are assumed as i.i.d. 

MIMO channels [27]. In the wireless fading environment, the error rate of MIMO system can be 

decreased by implementing appropriate diversity technique. Thus, this chapter focuses on OSTBC 

and MRC diversity techniques employed to improve the MIMO system performance over multipath 

and cascaded fading channels. 

In Chapter 1, the channel models in less fading and severe fading multipath environment have 

been described, and hence Rayleigh, Rician and Nakagami-m, Weibull fading PDF have been 

presented. To evaluate the MIMO system performance under these practical scenarios is imperative 

to the system designer. In [48, 148-150], capacity performance is evaluated in diversity scenario 

over such multipath fading channels, however, error performance is also an important measure. 

Furthermore, a tightly estimated results of MRC receivers for BER and capacity have shown over 

independent Weibull fading channels [151], however, MIMO system has not taken into account. 

Thus, under different fading scenarios, we have analyzed the error rate performance using STBC 

and MRC diversity for distinct modulation techniques such as BPSK, QPSK, and 16-QAM [152]. 

In addition, along with Weibull or single-Weibull, a double-Weibull fading scenario has been used 

to analyze the error rate of MIMO system. As discussed earlier, a double-Weibull fading is the result 

of multiple scatterers in the environment and its channel model is produced by the product of two 

independent but not essentially identically distributed Weibull random variables [29]. The double-
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Weibull fading has gained the remarkable attention to model the propagation scenario [153]. This 

chapter also incorporates a comparative analysis of MIMO system under single and double-Weibull 

fading in diversity scenario [154]. Moreover, double-Weibull fading represents cascading of two 

Weibull random variables. We derived the expression of CDF for double-Weibull fading in Meijer-

G form. Consequently, we have given the exact expressions for first order statistics such as PDF 

and CDF for proposed Weibull channel models. For mathematical analysis of proposed single and 

double-Weibull channel models, simple SER expressions are computed for OSTBC and MRC using 

CDF.  

The remainder of the chapter is organized as follows. Section 2.2 describes the MIMO channel 

model with OSTBC and MRC along with single-Weibull and double-Weibull fading. Analytical 

expressions for SER under Weibull and double-Weibull fading are given in Section 2.3. Section 2.4 

presents simulation results. Finally, Section 2.5 concludes the chapter. 

2.2    System and Channel model 

Consider the same MIMO system model as defined in (1.8) having �� transmit and �� receive 

antennas with channel � having matrix size ��×��,  �  is the transmitted symbol vector (� ∈

���×�) that consists �� independent input symbols. Rayleigh, Rician and Nakagami-m channel 

coefficients ℎ�� have already been presented in Chapter 1 by (1.25), (1.27) and (1.30) respectively. 

These are commonly used channel models, therefore, simulation has been performed under these 

scenarios using diversity techniques. Further, we have given attention to Weibull fading, thus, the 

cascaded Weibull fading has also been considered.   

Following (1.34), the average SNR for Weibull fading is � =̅ �����
� ��� �� =⁄ Ω

��

�

� Γ �1 +
�

�
� ��/

��. Also, Weibull distribution is represented in terms of effective SNR by replacing ��� with ���/2 

and Ω��with ��/̅����
���/�

and is given by 

����
(�) =

���

� 
�

���

��
�

���/�
����/���exp �− �

����

��
�

���/�
�           (2.1) 

where ��� = Γ �1 +
�

���
�. CDF can be expressed in terms of SNR as 

����
(�) = 1 − exp �− �

����

��
�

���/�
�             (2.2) 
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The product of two Weibull distributed random variables ���(�� = 1,2) creates the double-Weibull 

fading distribution given in [29] as 

����
(�)=

����

Ω���Ω���

�������� �2�
�

���

Ω���Ω���

�            (2.3) 

where �� is modified Bessel function of second kind and zero-th order. With  ��� = 2 and  Ω��� =

Ω��� = Ω�� , (2.3) can be modified in terms of PDF of double-Rayleigh fading model [155] and can 

be represented as a function of SNR given below 

����
(�) =

������
���

������������
���/�

����/����� �2�
���

����
���/�

������������
���/�

�                              (2.4) 

After some mathematical formulation, a simplified closed form expression for CDF is derived 

using [156, Equations (20) and (26)], which is given as  

����
(�) =

���
���

������������
���/�

����/���,�
�,� �

(���)
����

���/�

������������
���/�

�

�,�,��

�

�                   (2.5) 

In Fig. 2.1 and Fig. 2.2, PDF and CDF are determined respectively under single and double-

Weibull fading in terms of � where � =̅ ��̅����̅�� and � =̅ ��̅�� = ��̅��  =  0 dB.  

 

Fig. 2.1 PDF for single and double-Weibull fading at  � =̅ ��̅��
= ��̅��

 =  0�� 
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Fig. 2.2 CDF for single and double-Weibull fading at  � =̅ ��̅��
= ��̅��

 =  0dB 

Consequently, it is shown that PDF is decreasing and CDF is initially increasing under double-

Weibull fading in comparison to that of single-Weibull fading. With the increase of �, large peak 

of PDF is achieved and CDF tends to unity at low SNR. At high values of �, PDF is going to infinity 

and CDF is unity. 

STBC and MRC have been shown their significance to improve the error rate performance.  

Hence, they are described as follows 

A) Orthogonal Space Time Block Code  

OSTBC is the most suitable transmit diversity technique which improves the error rate performance 

of MIMO system by opposing channel fading. Since each antenna transmits multiple replicas of the 

same information, the process improves performance significantly and hence, the chances of losing 

the information decrease exponentially. The effective SNR �� for OSTBC MIMO system is given 

as 

�� =
��

������
‖�‖�               (2.6) 

where ‖�‖� = ∑ ∑ �ℎ���
���

���
��
��� , ‖. ‖ is the Frobenius norm of channel matrix �. When a codeword 

transmits �� symbols over � symbol periods, the code rate of OSTBC �� is equal to ��/� symbols 

per channel use. 
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 Alamouti STBC: Alamouti STBC contains two transmit antennas irrespective of the number 

of receive antennas. In this scheme,  � number of bits are transmitted by using a modulation 

technique that maps each of the � bits to one symbol from a constellation with 2� symbols. 

The constellation can be real or complex and commonly used constellation are PSK and 

QAM. Therefore, the transmitter takes �� and �� symbols from constellation using a block 

of 2� bits, that are transmitted from antenna one and two. The transmitted codeword of 

Alamouti scheme is represented as 

             X = �
�� ��

−��
∗ ��

∗�                                                                                                           (2.7) 

Equation (2.7) implements a two branch transmit diversity technique. In this coding technique, 

the rows serve as the different time instants, and the columns represent the transmitted symbol 

through each antenna. First and second row of (2.7) denotes the transmission at the first and second 

time instant respectively. At a time �, antenna 1 and antenna 2 transmit the symbols �� and �� 

respectively. At time � + �, antenna 1 and antenna 2 transmit the symbols – ��
∗ and ��

∗ respectively, 

where ‘(. )∗ ’ is the complex conjugate. 

 

Fig. 2.3 Space-time encoder [24] 

Fig. 2.3 illustrates the general design of space-time block encoder. The codeword matrix X 

having matrix size ��×� is defined as the output of the space-time block encoder. Let a row vector 

�� denote the �-th row of the codeword matrix. Then, �� is transmitted by the �-th transmit antenna 

over � symbol period. To simplify the ML detection at the receiver, the following property is 

required. 

X X� = � ����
��

�
+ ���

��
�

+ ⋯ ���
��

�
� ���

 
 

 

                           (2.8) 
 

= �‖��‖����
   

where � is a constant. The above property infers that the row vectors of the codeword matrix are 

orthogonal to each other, that is, 
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����
� = ∑ ��

����
��

∗
= 0, � ≠ �,    �, �ϵ(1,2, … ��)�

���             (2.9) 

To check whether the code carries full diversity or not, we compute the rank of all possible 

difference matrices Diff(X, X�) [4]. If the rank is 2 for every X = X�, then the code offers full 

diversity. Considering another pair of symbols (��
� , ��

� ), codeword matrix is denoted as 

X� = �
��

′ ��
′

−��
�∗ ��

�∗�                  (2.10) 

The difference matrix is represented as 

Diff(X, X�)= �
��

′ − �� ��
′ −��

��
∗−��

�∗ ��
�∗−��

∗�             (2.11) 

The determinant of difference matrix, det[Diff(X, X�)] is ���
′ − ���

�
+ ���

′ −���
�
 and it is zero 

only, when ��
′ = �� and ��

′ = ��. Thus, Diff(X, X�) is a full rank matrix when X ≠ X� and Alamouti 

satisfies the determinant criteria. Consequently, it provides 2�� diversity for �� receive antennas. 

Hence, Alamouti is called full diversity code.  

If we consider one receive antenna, then the signal reception and decoding both depend on the 

number of accessible receive antennas. The receive signals are characterized by taking one receive 

antenna as [3],  

��
(�)

=  ��(1)= ℎ�� �� + ℎ���� + ��
(�)

  

  (2.12) ��
(�)

=  ��(� + �) = −ℎ����
∗ + ℎ����

∗ + ��
(�)

 

where �� is the received signal at antenna 1, ℎ��  represents complex channel gain from the �-th 

transmit antenna and the �-th receive antenna, �� is complex random variable showing AWGN noise 

at antenna 1, and �� denotes � at a time instant � (at time � + (�-1) �). The received signals are 

joined as 

��� =  ℎ��
∗ ��

(�)
+ ℎ�� ��

∗(�)
 

 

  (2.13) 
��� =  ℎ��

∗ ��
(�)

+ ℎ����
∗(�)

                                                               

Substituting (2.12) into (2.13) yields 

��� = (���
� + ���

� )�� +  ℎ��
∗ ��

(�)
+ ℎ����

∗(�)
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��� = (���
� +  ���

� )�� − ℎ�����
∗(�)

+  ℎ��
∗ ��

(�)
                                      (2.14) 

where   ���
�   is the squared magnitude of the channel gain  ℎ��. 

ML detection maximizes the following decision metric over all possible values of �� and �� 

|�� − ����� − �����|� + |�� − �����
∗ − �����

∗|�                      (2.15) 

Equation (2.15) requires full search over all possible pairs of �� and ��. Consequently, its 

complexity increases exponentially by increasing ��. Deleting the terms those are independent of 

codewords, the above minimization problem can be decomposed into two parts for separate 

decoding of �� and ��, given as 

|��|��(�����
∗ + ��

∗��� − ��)� + (���
� + ���

�  − 1)�                   (2.16) 

|��|��(�����
∗ − ��

∗��� − ��)� + (���
� + ���

�  − 1)�                  (2.17) 

The above decomposition reduces the decoder complexity, however, the complexity increases 

linearly instead of exponentially by increasing the number of transmit antennas.  

B)  Maximal Ratio Combining (MRC) 

In MRC, all the received signals coming from multiple diversity branches are combined 

constructively. A transmit weight vector is given to the symbol to be transmitted that forms the 

transmitted signal vector. This technique amplifies the strong signal of branches and attenuate the 

weak signals. However, 

 Combining more than one branch needs co-phasing, if there is no co-phasing then the 

addition of branch signals would not be possible in coherent manner at the combiner. 

Accordingly, the resultant of the output could still display substantial fading due to the 

constructive and destructive addition of signals in all the branches. 

 More weight should be given to branches having a high SNR than branches having a low 

SNR [21]. 

  

Fig. 2.4 Maximal ratio combiner 
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In a SIMO system, the signal vector �ϵ���×� at the received �� antennas is represented as 

� = �
��

��
�� + �              (2.18) 

The received signals in the different antennas are combined by MRC technique to achieve the 

best performance as shown in Fig. 2.4. MRC technique combines all the �� branches by the 

following weighted sum 

���� = ���
���, ��

���, … … . . ���

����� = ∑ ��
�����

��
���                     (2.19) 

where ���
���, ��

���, … … . . ���

���� = ����
�  and ���� is a weight vector. The combined received 

signal can be decomposed into signal and noise part which is as follows 

���� = ����
� ��

��

��
�� + �� 

          = �
��

��
����

� �� + ����
� �              (2.20) 

Equation (2.20) gives the average of the instantaneous signal power and that of the noise power 

respectively and given as 

��  = � ���
��

��
����

� ���
�

� =
��

��
� ������

� ���
�

� =
��

��
�����

� ��
�
                    (2.21) 

���
= � ������

� ��
�

� = �����
� �

�
                                                                     (2.22) 

From (2.21) and (2.22), the average SNR for the MRC is expressed as 

���� =
��

���

=
�������

� ��
�

�� �����
� �

�                         (2.23) 

From the Cauchy-Schwartz inequality, 

�����
� ��

�
≤ �����

� �
�

‖�‖�             (2.24) 

Equation (2.23) is upper-bounded as (2.24), and the output SNR is determined by: 

���� ≤
�������

� �
�

‖�‖�

�� �����
� �

� =
��

��
‖�‖�                                  (2.25) 
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Note that the SNR in (2.25) is maximized at ���� = �∗ , which produces ���� = ��‖�‖�/��. 

In addition, the weight factor of each branch in (2.19) must be matched to the corresponding channel 

for MRC. EGC is a special case of MRC in which all the signals from multiple diversity branches 

are combined with equal weights. MRC offers the best performance, maximizing the post-

combining SNR.  

2.3    Symbol Error Rate Analysis in Weibull fading  

The probability of symbol error (��) is obtained from probability of bit error (��)  in a 

straightforward means if we assume Gray encoding (i.e. nearest neighbors change by only one bit), 

and if we assume that errors are only caused by confusion with nearest neighbors (which is a good 

assumption at moderate to high SNRs) [157]. In this case, a symbol error causes only one bit error 

and the �� is approximated as 

�� ≈
�

���� �
��                   (2.26) 

where � is modulation order. Average SER is an important measure to evaluate the wireless system 

performance and is given in [158] as 

SER(�)= �������2�����                    (2.27) 

where �(. ) is the Gaussian �-function, �� and �� are modulation constants which define specific 

modulation technique. The values of  (��, ��) for different modulation formats are given in Table 

2.1 as  

Table 2.1 Modulation techniques with modulation-explicit constants 

Modulation Technique Modulation constants (��, ��) 

BPSK (1, 1) 

QPSK (2, 1/2) 

M-PSK (2, sin�(�/M)) 

M-QAM 4(√� − 1) √�⁄ , 3 2(� − 1)⁄   

The SER expression can be rewritten as  

SER =
�����

�√�
∫

�����

√�

∞

�
��(�)��                     (2.28) 

In (2.28), ��(�) is the CDF of �. Substituting (2.2) into (2.28) and using [103, Equation (21)], SER 

for single-Weibull fading is written in simplified form as 
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SER��(�)= ∑ ∑
��

�
�1 −

√��

(��)(ℓ����) �⁄ �ℓ,�
�,ℓ ��

���

��
�

����/� ℓℓ

��
ℓ��

�
�,∆(ℓ,�/�),�

∆(ℓ,�/�)

��
��
���

��
���               (2.29) 

where  
ℓ

�
=

�

� 
 and ∆(�, �)=

�

�
,

���

�
, … ,

�����

�
,  ℓ and � are positive integers. Substituting (2.5) into 

(2.2) and representing  ����� in the form of Meijer-G function [156, Equation (11)], SER for 

double-Weibull fading channel is given by  

SER��(�) = ∑ ∑
������

���

�√�������������
���/�

∫ �(�����)/�∞

�
��,�

�,�(���|�
�)��,�

�,� �
(��)

����
���/�

������������
���/�

�

�,�,��

�

� ��
��
���

��
���            

(2.30)   

Using [156, Equation (21)], (2.30) becomes 

SER��(�) = ∑ ∑
���

���

√��������������

���
� (��)

ℓ
�

����

��
���

��
��� �

ℓ

��
�

���/�
  

                                                     ×���ℓ,��
��,��ℓ

⎣
⎢
⎢
⎢
⎡

�
�

���

������������
���/�

�

�

ℓℓ

�����
ℓ�

�,�,∆�ℓ,
�������

�
�,∆(�,��)

�,∆�ℓ,
�������

�
�

⎦
⎥
⎥
⎥
⎤

   (2.31)    

                                                                                                                                      

The generic forms of SER are given by (2.29) and (2.31) for both the applied diversity techniques 

in single and double-Weibull fading respectively when ��� is replaced by �� for MRC. After 

substituting the values of  �,̅ ��̅�� and ��̅�� and into (2.29) and (2.31) for OSTBC and MRC MIMO 

systems, the desired results are finally obtained. 

2.4    Simulation Results 

In the previous sections, we have presented the underlying framework of our work in terms of closed 

form expressions and models for various quantities. Now in this section, we will utilize those models 

to evaluate error rate for different modulation techniques.  Firstly, BER is evaluated for BPSK, 

QPSK and 16-QAM modulation techniques with STBC and MRC over different fading channels 

such as Rayleigh, Rician, Nakagami-m and Weibull channel. BER is computed for Rayleigh fading, 

two distinct values of rice factor � over Rician fading and different values of � over Nakagami-m 

fading channels with OSTBC (�� = 2, �� = 1) and MRC (�� = 1, �� = 2,4), where � ≥ 0.5. BER 

for MIMO system using BPSK, QPSK and 16-QAM with Alamouti STBC are shown in Fig. 2.5, 

Fig. 2.6 and Fig. 2.7 under different channel conditions such as Rayleigh, Rician and Nakagami-m 



 

39 
 

respectively. Also, BER performance with MRC under same scenario as chosen in Alamouti STBC 

is depicted in Fig. 2.8, Fig. 2.9 and Fig. 2.10.  

We have evaluated the BER performance at 6dB SNR and find that minimum error rate of 

0.02385 is obtained for BPSK in Rayleigh fading with STBC (�� = 2, �� = 1). However, 65.5% 

less BER is achieved using receiver diversity i.e. MRC (�� = 1, �� = 2) compared to that of STBC, 

for the same modulation technique. For rice factor �=1 of Rician channel, BER of 0.01755 is 

obtained for BPSK with STBC and 70.6% reduced BER is achieved with MRC (�� = 1, �� = 2),  

than that of STBC. Increasing the value of � from 1 to 6, error rate performance also improves. 

When the number of receiver antennas are increased from 2 to 4, 0.00001 BER is obtained. For 

Nakagami-m channel, we get reduced BER at a higher value of � and vice versa. Therefore, 

0.05262 BER for �=0.5 and 0.00729 BER for �=3 is obtained with STBC as well as 46% and 

88.6% reduced BER is achieved with MRC (�� = 1, �� = 2) compared to STBC (�� = 2, �� = 1) 

using BPSK for �=0.5 and �=3 respectively. In MRC, less BER is obtained for K=6 than K=1 

using lower order modulation (BPSK) compared to QPSK and 16-QAM. We observe from the 

simulation results that high values of � require low SNR and its severity decreases progressively 

as � increases and BER performance is same as Rayleigh fading for Nakagami-m shape parameter 

�=1. Consequently, MRC offers nearly 3dB improved BER performance than STBC.  

 

Fig. 2.5 BER for STBC using BPSK, QPSK and 16-QAM over Rayleigh Channel (�� = 2, �� = 1) 
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Fig. 2.6 BER for STBC using BPSK, QPSK and 16-QAM over Rician Channel for �=1, 6 (�� = 2, �� = 1) 

 

Fig. 2.7 BER for STBC using BPSK, QPSK and 16-QAM over Nakagami-m channel for �=0.5, 1, 3 and 

instantaneous power Ω =1dB, (�� = 2, �� = 1) 
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Fig. 2.8 BER for MRC using BPSK, QPSK and 16-QAM over Rayleigh Channel with (�� = 1, �� = 2) and 

(�� = 1, �� = 4) 

 

Fig. 2.9 BER for MRC using BPSK, QPSK and 16-QAM over Rician Channel for �=1, 6 with (�� = 1, 

�� = 2) and (�� = 1, �� = 4) 
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Fig. 2.10 BER for MRC using BPSK, QPSK and 16-QAM over Nakagami-m channel for �=0.5, 1, 3 and Ω 

=1dB with (�� = 1, �� = 2) and (�� = 1, �� = 4) 

Considering �� = 4 in MRC, less BER is obtained compared to �� = 2. The higher order 

modulation techniques are significantly less flexible to noise and interference but the use of these 

modulation can obtain the high data rate of a link. Our simulation results show that for high 

modulation orders, BER performance is degraded. Thus, when channel conditions are worst, we use 

the energy efficient modulation techniques e.g., BPSK and QPSK. As channel conditions improve, 

we prefer spectrally efficient modulation techniques like 16-QAM. Also, we analyze that BER 

performance improves by increasing the number of antennas. Therefore, to maximize the different 

diversity gain, different combinations of number of antennas at the transmitter and receiver side are 

chosen. 

The generic forms of SER are given by (2.28) and (2.30) for both the applied diversity 

techniques in single and double-Weibull fading respectively when ��� is replaced by �� for MRC. 

After substituting the values of  � ̅, ��̅�� and ��̅�� and into (2.28) and (2.30) for OSTBC and MRC 

MIMO systems, the desired results are finally obtained. Then, SER is determined for MIMO-

OSTBC (�� = 1, �� = 2) and MIMO-MRC (�� = 2, �� = 1) systems using BPSK, QPSK and 16-

QAM modulation techniques over single and double-Weibull fading channel. Again, it is clear from 

Fig. 2.11 and Fig. 2.12 that MRC gives 3dB better error performance than OSTBC. MIMO-OSTBC 
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gives the maximum possible diversity order of ����� in the absence of double scattering; however, 

2����� diversity order is achieved due to double scattering. Also, MIMO-MRC achieves the 

maximum offered spatial diversity order in double-Weibull fading. The selected values of � are 2, 

3.5 and 7 to determine the system performance. As the value of � increases, severity of fading 

reduces which improves the error rate performance. At � = 2, Weibull distribution is transformed 

into Rayleigh distribution and hence, at this value of �, (2.28) and (2.30) illustrate the SER under 

Rayleigh and double-Rayleigh fading respectively. In addition, � = 1 converts Weibull distribution 

into exponential distribution. For all simulation, double Weibull fading is produced by multiplying 

two Weibull random variables, for OSTBC Ω�� = Ω��� = Ω��� = 1, for MRC Ω� = Ω�� = Ω�� =

1 and �� = 1 bps are assumed. Here, MATLAB is used to depict simulation results and MAPLE is 

used to compute analytical results.  

Fig. 2.11 to Fig. 2.14 justify the previously mentioned behaviour of higher and lower modulation 

orders and that behaviour signifies that BPSK (�� = �� = 1) and QPSK (�� = 2, �� = 0.5) 

modulation techniques are preferred for poor channel conditions. Consequently, for improved 

channel conditions, we prefer spectrally efficient 16-QAM  (�� = 3 , �� = 0.1). 

 

Fig. 2.11 SER for OSTBC (�� = 1, �� = 2) using BPSK, QPSK and 16-QAM over single-Weibull fading 

channel for β= 2, 3.5 and 7 
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Fig. 2.12 SER for MRC (�� = 2, �� = 1) using BPSK, QPSK and 16-QAM over single-Weibull fading 

channel for β= 2, 3.5 and 7 

 

Fig. 2.13 SER for OSTBC (�� = 1, �� = 2) using BPSK, QPSK and 16-QAM over double-Weibull fading 

channel for β= 2, 3.5 and 7 
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Fig. 2.14 SER for MRC (�� = 2, �� = 1) using BPSK, QPSK and 16-QAM over double-Weibull fading 

channel for �= 2, 3.5 and 7 

We conclude from Fig. 2.11 to Fig. 2.13 that double-Weibull fading degrades the system error 

rate performance. The results illustrate that to obtain an error rate of 10-2 for BPSK at � = 2, 

additional 4.5dB SNR is required in double-weibull fading. Consequently, by increasing � from 2 

to 7, additional 0.9dB SNR is required in double-Weibull fading. Using higher order modulation 

(i.e. 16-QAM), 4dB and 1dB less SNR is required at � = 2 and 7 respectively in single-Weibull 

fading as compared to double-Weibull fading. Hence, at higher order modulation, double-Weibull 

channel model performs better as compared to lower order modulation and at large value of �, 

additional required SNR is small. Finally, it is observed that the analytical results show good 

estimation to simulation results.  
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different fading channels such as Rayleigh, Rician, Nakagami-m, Weibull when receiver used MRC 
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our results demonstrate that MRC with lower modulation order always leads to low error rate. 

Consequently, for the same error rate, less SNR is required for BPSK and QPSK than 16-QAM. 

Thus, diversity techniques with digital modulation can be used in multiple antenna systems to 

improve the reliability and data rate. We conclude from the results that double-Weibull model 

degrades the error performance compared to that of the single-Weibull model. As the fading 

parameter increases for any modulation technique, the required SNR gap between single and double-

Weibull fading decreases.  
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CHAPTER 3 

MIMO Composite Weibull-Gamma Fading Channel Performance with 

Diversity and Different Detection Techniques  

3.1    Introduction  

In the previous chapter, we have analyzed MIMO system performance with OSTBC and MRC in 

various multipath fading and cascaded Weibull fading scenario. We have already discussed earlier 

that the shadowing also degrades the system performance. Thus, we have considered a composite 

channel model i.e. Weibull-gamma [109, 125] which takes into account the effects of both multipath 

fading and shadowing to evaluate the MIMO system performance using appropriate diversity and 

detection techniques. However, we have to keep in mind that there is a tradeoff between diversity 

and multiplexing as shown in Fig. 3.1. In NLoS MIMO systems, diversity gain �� and transmission 

rate � has the relationship of ��(�) = (�� − �)(�� − �). According to this relation, transmission 

rate increases in bps/Hz over 3dB increase in SNR and correspondingly, BER reduces with 2 −

��(�). Thus, it is impractical to increase the transmission rate with decreased BER [159]. Further, 

to determine the severity of fading in Weibull-gamma fading, it is necessary to define the amount 

of fading (AF) [160]. Thus, in this chapter, we have determined the AF in detail. 

 There is a trade-off between computational complexity and optimal performance in most of the 

detection techniques. One of the detection techniques which gives improved performance is OSIC 

with MMSE, however, it does not give optimal performance [161]. ML detection can achieve the 

optimal performance but at the expense of higher complexity level. Therefore, MMSE-OSIC with 

candidates (OSIC2) detection is recommended as a solution in which a number of candidate vectors 

are selected for each layer [75]. MMSE- OSIC2 gives a near ML performance with a complexity 

level comparable to that of traditional MMSE-OSIC. Therefore, we have considered this technique 

to enhance the error rate performance of MIMO system. We also presented a comparative analysis 

based on MMSE-OSIC and ML detection and measured the system complexity in terms of a number 

of mathematical operations. 

The work proposed in [125] paved the way our work. Since the statistical characterization of 

MIMO-WG fading channel has not been completely explored in the reported literature. Therefore, 

WG channel model is taken into consideration for the system performance analysis. 
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In this chapter, WG channel is used with OSTBC and MRC for analyzing the MIMO system 

performance. Although MRC gives the superior error rate performance compared to that of other 

receiver combining techniques, OSTBC is less complex than MRC. Due to mathematical simplicity, 

we used CDF based approach to evaluate the SER performance for the proposed system design. 

Exact analytical expressions for SER are calculated in terms of Meijer-G function. As higher order 

modulation techniques offer high data rates, hence, 16-PSK and 16-QAM are used to analyze the 

system performance. This chapter also evaluates the error performance of spatial multiplexed (SM) 

MIMO systems with different detection techniques such as MMSE-OSIC, ML and MMSE-OSIC2 

in a composite Weibull-gamma (WG) fading environment [154]. Consequently, the dominating 

effects of fading and shadowing with their small parameters values as well as the mitigating effects 

by varying their parameters values are demonstrated. 

 

Fig. 3.1 Spatial diversity-spatial multiplexing tradeoff 

This chapter has been organized as follows. Section 3.2 describes the MIMO system and channel 

model. AF for WG channel is explained in Section 3.3. We present analytical and simulation results 

for SER in Section 3.4. Finally, Section 3.5 concludes the chapter. 

3.2    System and Channel Model 

The same system configuration is considered in this chapter as mentioned in Chapter 2. Here, � is 

considered to model the effects of small-scale and large-scale fading known as the WG fading 

channel. This channel matrix is given by  � = ��/����. Here, � denotes i.i.d. gamma random 

variable (� = �[��] in which � is Weibull random variable), � is the distance between transmitter 

and receiver and � is the path loss exponent and each entry of matrix �� follows an i.i.d Weibull 

PDF. In [109], WG composite PDF is calculated from (1.33) and (1.35) through conditional PDF  

�(�) = ∫ �
∞

�
(�/�)��(�)��               (3.1) 
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WG PDF is given in terms of Meijer-G function and given as [109] 

��(�) =
�����

��
�

���
�

�
�

Ω
�

�
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�

�
�ℓ

��
���
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(��)
ℓ��
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��,��ℓ
��ℓ,� �

[���(���/�)]ℓ

Ωℓℓℓ��
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���ℓ

�           (3.2) 

where Ω = �[��],���ℓ = 1 − ∆(�,1),1 − ∆(ℓ,1 − � + �/2), 
ℓ

�
=
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� 
, ∆(�,�) =

�

�
,
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�
,…,

�����

�
,  

ℓ and � are positive integers. 

The consequent power PDF of WG fading is given in [125] as 

�(�) =
�

��
���

� ��/�
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��
[Γ(1 + 2/�)]�/� �
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�

��(���/�)

���
�

�
���

−
1/2,0,∆(�,� − �/2)��  

                                                                                                                                                      (3.3) 

For �→∞, the WG distribution approximates Weibull distribution. Using [19, Equation (9.34.3)], 

for � = 2, it follows K or Rayleigh-lognormal distribution. For � = 2, �→∞, it approaches Rayleigh 

distribution and for �→∞, �→∞, it approaches AWGN distribution. Weibull and gamma random 

variables are independent of each other. Table 3.1 shows the special cases of WG fading channel 

distribution. 

Table 3.1 WG Fading Distribution  

Parameter Values Channel Distribution 

� → ∞ Weibull 

� = 2 K or Rayleigh-lognormal 

� = 2,� → ∞ Rayleigh 

� = ∞,� → ∞ AWGN 

 
Substituting (3.2) in the expression of the �-th order moments of �, and using [162, Equation 

(7.811/4)], a closed form expression can be represented as 

E[��]=
�

�
�

�(���/�)

Ω
�

��/� �
�
�

��/�
ℓ

��
�
�

��/�

(��)
ℓ��

� �(�)

∏ � ��� +
���

�ℓ
���ℓ

���           (3.4) 

Furthermore, after some mathematical formulations in (3.4), �-th moment is given as [109] 

E[��]=
����

�

�
�����

�

�
�

��
�

����
�

�
�

Ω
�

�
�

�

             (3.5) 



 

50 
 

The SNR per received symbol is expressed as, � = ���, where � = �� ��⁄  is symbol energy to 

noise ratio. The average SNR is given as �̅ = �‖�‖�
= Ω������, by taking �=2 in (3.5). 

Moreover, CDF of � is also computed and given in [109] as 

��(�) = �
����

�

�
�

��

�

�

�

�
��

�
�ℓ

��
���

� �
�
�

����√���
ℓ���� ��,��ℓ��

��ℓ,� �
������

�

�
���

ℓ

(��ℓ)ℓ�� �

���ℓ ,�
�

�

��
�

�

�         (3.6) 

3.3   Amount of Fading (AF) 

For a particular channel model, the severity of fading can be determined by AF [87, 163]. Authors 

[34, 164] defined AF for various multipath and shadow faded channels such as Rayleigh, Weibull, 

Nakagami-m, GK fading channel. We computed AF for WG that shows the degree of fading 

practiced at the output of a MIMO system and represented by 

AF =
���[��]

(�[��])�  =
(���)Γ(���/�)

�Γ(���/�)� − 1              (3.7) 

where Var[. ] denotes variance.   

 

Fig. 3.2 The amount of fading for WG fading 

In Fig. 3.2, AF is shown for different values of � in terms of �. AF decreases exponentially as 

the value of  � and/or � increases. The channel performance is degraded for small values of � and 

� i.e., �∈ [0, 1] and �∈ [0, 1.5]. After a certain limit, AF does not change with both the fading 
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parameters (�,�) and attains a constant value. At � =1, AF is 15.13dB, and 0.124dB when � is 0.7 

and 20 respectively. Numerically, 99.18 % reduction in AF is possible due to high �. 

The OSTBC and MRC have already been discussed in Chapter 2, and they are employed to 

enhance the system performance in WG fading in next section. 

3.4    Symbol Error Rate Analysis 

3.4.1 MIMO OSTBC and -MRC System 

Using (2.27) and substituting (3.2) into (2.27), setting the value of �� according to (2.6) and after  

some mathematical computation, the appropriate SER expression for proposed OSTBC-MIMO 

system is achieved using [162, Equation (7.813.1)] 

SER�(�) =   ∑ ∑
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      (3.8)                                                                                                                       

Similarly, substituting the value of  ���� according to (2.23), SER for MIMO-MRC system over 

WG fading [165] is represented as 

SER�(�) = ∑ ∑
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  (3.9) 

The analytical results for SER are obtained using (3.8) and (3.9). These expressions are valid 

for an arbitrary number of antenna configurations and arbitrary fading environments. Although 

spatial multiplexing improves the capacity performance, error rate performance can be enhanced 

using appropriate detection technique. Thus, we applied the following detection techniques to 

improve the error rate performance. 
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3.5    Detection Techniques 

3.5.1 Minimum Mean-Square Error-Ordered Successive Interference Cancellation (MMSE-

OSIC) Detection 

MMSE detection technique maximizes the post-detection signal-to-interference plus noise-ratio 

(SINR) due to minimized mean-square error (MSE). OSIC enhances the performance of linear 

detection technique by maximizing SINR, therefore, SINR based ordering is preferred. This 

technique requires the low hardware complexity and includes a number of linear receivers. Each 

receiver determines one of the parallel data streams with detected signal components those are 

successively canceled from the received signal at each stage [166]. 

The MMSE detection technique provides the 1-st estimated stream with the 1-st row vector of 

the MMSE weight matrix ����� [24], expressed as 

����� = (��� + ���)����        (3.10) 

In MMSE detection, the statistical information of �� is essential. The �-th row vector ��,���� of 

 ����� is represented as 

��,���� = ���  ���
��(��,��,….���

)

|���|���

∑ ��|���|����‖�‖���
���,���

                                  (3.11) 

where ℎ� is the �-th column vector of the channel matrix. Consider, the �-th order detected 

symbol �(�) which is based on the order of detection. Hence,  �(�) can be different from the transmit 

signal at the �-th antenna. A sliced value of �(�) is represented by ��(�). The remaining signal is 

achieved by 

�� = � − ∑ ���
���
��� ℎ�                         (3.12) 

It is assumed that ���,� = 1,2,…. ,� − 1 is precisely obtained. To estimate �(�), the interference is 

canceled when �(�) = ��(�). However, error propagation arises when �(�) ≠ ��(�). The detection order 

and the erroneous outcomes that arises in the previous stages affect the overall performance of OSIC 

detection which results error propagation. 

Primarily, signals having a higher post-detection SINR are detected. The linear MMSE detection 

with the post-detection SINR is given as 

SINR� =
�����,���� ���

�

∑ �����,���� ���������,�����
�

���

 , � = 1,2,……,��        (3.13) 
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Using �����, �� SINR values are calculated, after that, the corresponding layer with the highest 

SINR is chosen. The second-detected symbol is chosen by canceling the interference due to first 

detected symbol from the received signals. Here, �����
(�)

,� = 1,2,…��. If �-th symbol is canceled 

first, then � of (3.9) is converted into (3.13) by deleting the channel gain vector as per �-th symbol  

 �(�) = [ℎ� ℎ�……..ℎ��� ℎ���………ℎ��
] and �����

(�)
= ���

��� + ����
��

��
�      (3.14) 

����� is again computed after changing � of (3.10) by (3.14). Then, we compute �� − 1 SINR 

values (i.e.,(SINR�)���,���
�� ) by selecting the symbol having highest SINR. After canceling the next 

symbol with the highest SINR, the same procedure is pursued with the remaining signals. Total 

number of calculated SINR values is given by ∑ � = ��(�� + 1)/2
��
��� . 

The diversity order of the �-th detected stream is approximately �� − �� + �,(� = 1,2,…,��) 

in MMSE-OSIC detection assuming that the accurate symbols are detected previously. 

3.5.2 Maximum Likelihood (ML) Detection 

ML detection computes the Euclidean distance between the received signal vectors with respect to 

the product of all possible transmitted signal vectors and �. The minimum distance among all the 

distances is computed and the estimated � with ML detection is obtained as 

���� = arg min
�∈��

��
‖� − ��‖�                                                                                                 (3.15) 

where �� denotes a set of symbol constellation signal points. The ML technique offers the optimal 

performance similar to the maximum a posteriori (MAP) detection when all the transmitted vectors 

are equally likely. However, its complexity increases exponentially for higher order of modulation 

and large ��. Here, |��|�� amount of ML metric calculation is required. Although, this technique 

gives the superior performance as compared to MMSE-OSIC, it leads to higher computational 

complexity as well [167].  

3.5.3 Minimum Mean-Square Error-Ordered Successive Interference Cancellation with 

Candidates (MMSE-OSIC2) Detection  

MMSE-OSIC2 detection selects a set of candidates at each layer. �� stages are considered in MMSE-

OSIC2 detection like MMSE-OSIC. We select ℳ candidate vectors of length �� at �� stages like 

QRM-MLD detection [71]. To facilitate the detail of this procedure, the optimal ordering of �� is 

assumed. Accordingly, ℳ selected candidates of matrix size �� × 1 are measured. The ordering is 

based on the channel matrix ‖ℎ�‖�,� = �,� + 1,…. . ��. Temporary vector ℳ × |��| is generated. 
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The ℳ candidate vectors are applicable for transmit signal vectors with size (�� − 1) × 1 in ��−1 

as acquired in the (i−1)-th stage. From � in (1.4), the interference is subtracted from each candidate 

vector in s� − 1 (�),� = 1,2. . ℳ and similar to the first stage, every constellation point of �� is 

intended to �� by means of the MMSE-OSIC technique.  

Then, ℳ × |��|vectors of length �� are obtained. After that, ℳ candidate vector of length �� 

is selected. Subsequently, truncation is obtained in ℳ candidate vectors of length �. In OSIC2 

technique, unlike QRM-MLD detection, the ML metric values are used according to depth-first 

search to select candidate vectors. Hence, the MMSE-OSIC2 technique is a mixture of depth-first 

search and breadth-first search algorithms. Unlike the QRM-MLD, the small value of ℳ is chosen 

in MMSE-OSIC2 detection to achieve near ML performance [75]. A near-optimal performance can 

be achieved with less complexity level with MMSE-OSIC2 detection technique. 

This technique is based on log likelihood ratio (LLR) computation. It is assumed that the entire 

transmitted symbol vectors are identical. The subset of vectors is s�,� = �� =

map���,��…….�������|��|��� ∈ s��,�� = �� and LLR computation can be expressed as  

ℒ(��|�) ≈ ���‖����‖�

�∈��,�

����‖����‖�

�∈��,�
          (3.16) 

The other decoding techniques hold the cases which contain s�,� = ∅.  After the hard detection, 

such cases need some extra calculation or a fitting constant. In OSIC2 detection, ��,� is continuously 

nonempty. This is due to the all possible constellation points those are likely �� in the �-th stage. 

Consequently, we do not require any extra calculation to get the LLR values after a hard decision 

[75]. 

3.6    Simulation Results  

Fig. 3.3 to Fig. 3.6 demonstrate the system performance with the consideration of �� × �� as 

 �� = 1,�� = 2,4 for OSTBC and �� = 2,4,�� = 1 for MRC over WG fading channel to signify 

the suitability of proposed computation. More explicitly, in Fig. 3.3 and Fig. 3.4, SER is plotted for 

MIMO-OSTBC for numerous values of � and � using 16-PSK and 16-QAM respectively and it is 

clear that SER improves with the increase in �. Also, for higher values of � and � with a fixed �, 

SER performance increases. Consequently, improved SER is achieved by increasing �� from 2 to 

4. It is noted that for �=2, WG channel model approximates K channel model. Although, higher 

order modulation provides high data rate, 16-PSK and 16-QAM modulation techniques are used to 

analyze the system performance. The number of constellation points is same in both the modulation 
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techniques but 16-QAM gives improved error performance, it can be seen from Fig. 3.3 to Fig. 3.6. 

It is clearly depicted from the results that 16-PSK gives 3dB reduced error performance than 16-

QAM. For 16-PSK, �� =2, �� = 0.0381 and for 16-QAM, �� = 3, ��= 0.1. For simulation, Ω =

1 and �� = 1 is considered.  

Multipath is highly accountable to degrade the wireless system performance. However, the 

impact of shadowing also reduces the error rate performance of the wireless system. The reduced 

shadowing effect can be observed by high values of �. Here, four combinations of � and � are 

considered and SER performance is evaluated at these values. Note that the WG channel matrix � 

is created by the product of each entries of Weibull and gamma random variable. In Fig. 3.5 and 

Fig. 3.6, SER performance of MIMO-MRC system is evaluated with the same configurations and 

parameters as considered for OSTBC. It is analyzed from Fig. 3.3 to Fig. 3.6 that MRC (�� =

2,4,�� = 1) gives approximately 3dB enhanced SER performance than OSTBC  (�� = 1,�� =

2,4). This 3dB loss is obtained due to the radiation of half energy by each transmit antenna to 

provide the total radiated power equivalent to one transmit antenna. 

 

Fig. 3.3 SER for MIMO-OSTBC (�� = 1,�� = 2,4) systems using 16-PSK over WG fading channel 
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Fig. 3.4 SER for MIMO-OSTBC  (�� = 1,�� = 2,4) systems using 16-QAM over WG fading channel 

 

Fig. 3.5 SER for MIMO-MRC (�� = 2,4,�� = 1) systems using 16-PSK over WG fading channel 
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Fig. 3.6 SER for MIMO-MRC (�� = 2,4,�� = 1) systems using 16-QAM over WG fading channel 

By changing the antenna configuration or increasing the number of antennas at transmitter and 

receiver end, SER performance can be highly improved but with the increased cost of the system.  

Then, the MMSE-OSIC, ML and MMSE-OSIC2 detection techniques are considered to improve 

the error performance of MIMO system. Distinct modulation techniques such as BPSK, QPSK and 

16-QAM are used for performance evaluation.  Fig. 3.7 shows the SER performance of the first 

layer (� = 1) with MMSE-OSIC detection which is based on SINR ordering. The SER performance 

is analyzed for �� = �� = 2 and 4 under WG fading scenario, where arbitrarily values of � and � 

are chosen. Three combinations of shape parameters (� = 2,� = 1), (� = 1,� = 5) and (� =

5,� = 5) are taken into consideration. The parameters considered for all simulation are identical. 

It is seen from Fig. 3.7 and Fig. 3.8 that less SNR is required in ML detection as compared to 

MMSE-OSIC detection. For higher values of � and �, error performance is improved. It is observed 

from the simulation results of Fig. 3.7, Fig. 3.8 and Fig. 3.9 that at large values of m, error 

performance is highly improved as compared to the large value of �. Fig. 3.7(b), Fig. 3.8(b) and 

Fig. 3.9(b) offer improved error rate performance due to increased number of antennas (�� =

�� =4) than Fig. 3.7(a), Fig. 3.8(a), Fig. 3.9(a) which are illustrated for �� = �� =2. 
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(a) 

 

(b) 

Fig. 3.7 SER of SM-MIMO system for BPSK, QPSK and 16-QAM using OSIC detection over WG fading 

channel when (a) �� = 2,�� = 2 (b) �� = 4,�� = 4  
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(a) 

 

(b) 

Fig. 3.8 SER of SM-MIMO system for BPSK, QPSK and 16-QAM using ML detection over WG fading 

channel when (a) �� = 2,�� = 2 (b) �� = 4,�� = 4 

0 5 10 15 20 25 30
10

-4

10
-3

10
-2

10
-1

10
0

E
s
/ N

0
 (dB)

S
E

R

 

 

=2,m=1

=1,m=5

=5,m=5

16-QAM

BPSK

QPSK

0 5 10 15 20 25 30
10

-4

10
-3

10
-2

10
-1

10
0

E
s
/ N

0
 (dB)

S
E

R

 

 
=2,m=1

=1,m=5

=5,m=5

16-QAM

BPSK

QPSK



 

60 
 

 

(a) 

 

(b) 

Fig. 3.9 SER of SM-MIMO system for BPSK, QPSK and 16-QAM using MMSE-OSIC2 detection over WG 

fading channel for M=1 and (a)  �� = 2,�� = 2 (b) �� = 4,�� = 4 
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In Fig. 3.9, MMSE-OSIC2 detection is used which gives approximately same SER as ML detection 

for different shape parameters and modulation techniques. Only at the high SNR, SER performance 

is slightly reduced. In this technique, the complexity level is comparable to traditional MMSE-

OSIC. Also, MMSE-OSIC2 detection constructively generates LLR values. Therefore, this detection 

technique gives conformity between improved performance and an acceptable level of complexity. 

All feasible constellation points are tested as  �� in stage 1 (� = 1) of the MMSE-OSIC2. Here, 

it is assumed that  �� has the highest column norm. The layer 1 symbol can differ from  �� and the 

other symbols are carried out through MMSE-OSIC. It is determined that the first layer 

approximates a full diversity order as ML in stage 1 (�= 1). We measured the complexity in terms 

of number of addition, multiplication and division operations for implementing hardware.  

Ref. [75] offers the number of complex operations in MMSE-OSIC detection for 16-QAM, 

however, Table 3.2 gives the total number of multiplication and division operations using MMSE-

OSIC detection for BPSK, QPSK and 16-QAM when  �� and  �� both vary from 2 to 4. In ML 

metric computation, number of required multiplication is 4 for �� = �� = 2 while a number of 

required multiplications are 8 for �� = �� = 4. Table 3.3 represents the measured complexity in 

ML detection. The number of complex operations is greatly reduced in higher order modulation i.e. 

16-QAM as compared to lower order modulation i.e. BPSK. In MMSE-OSIC2 detection, a number 

of complex operations for �� = �� = 2 and 4 are given in Table 3.4(a) and (b) respectively, where 

MUL= number of multiplication, DIV=number of division, ITER= Iterations.  

Table 3.2 Number of complex operations in MMSE-OSIC detection 

Number of 

Antennas 

BPSK QPSK 16-QAM 

MUL DIV MUL DIV MUL DIV 

�� = �� = 2 26 2 53 4 367 14 

�� = �� = 4 134 4 293 8 1134 28 

 

Table 3.3 Number of complex operations in ML detection 

Operation MUL 

BPSK QPSK 16-QAM 

����
��

× 4    (�� = �� = 2) 16 64 1024 

����
��

× 8    (�� = �� = 4)  128 2048 524288 
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Table 3.4 Number of complex operations in MMSE-OSIC2 detection for (a) �� = �� = 2 (b) �� = �� = 4 

(a)                                                   

Operation BPSK QPSK 16-QAM 

MUL DIV ITER MUL DIV ITER MUL DIV ITER 

‖ℎ�‖
�,� = 1,2 1 0 1 2 0 1 8 0 1 

�����
(�)

,� = 1,2 4 2 1 16 2 1 151 2 1 

‖� − ��‖� 2,2, � =

1,2 

0 0 4,4 � =

1,2 

0 2 

1,  � =

1,2 

8,8, � = 1,2 0 8 

7,  � =

1,2 

Total 10+2×

 ℳ                            

2  28+4×

 ℳ                            

2  183+8×

7 ×  ℳ                          

2  

 

(b) 

Operation BPSK QPSK 16-QAM 

MUL DIV ITER MUL DIV ITER MUL DIV ITER 

‖ℎ�‖
�,�

= 1,2,3,4 

4 0 1 8 0 1 32 0 1 

�����
(�)

,�

= 1,2,3,4 

37 4 1 103 4 1 302 4 1 

‖� − ��‖� 2,2,2,2

, � =

1,2,3,4 

0 4 

3,� =

1,2,3,4 

 

4,4,4,4,

 � =

1,2,3,4 

0 8 

7,  � =

1,2,3,4 

8,8,8,8, 

� = 1,2,3,4 

0 16 

15, 

 � =

1,2,3,4 

Total 61+2×

 ℳ ×

3 

4  151+4×7

×  ℳ 

4  462+8×15

×  ℳ ×3 

4  

 

For ℳ=1, a number of multiplications are 239, 822 using 16-QAM for �� = �� = 2 and 4 

respectively. Consequently, 32, 179 multiplications and 2, 4 divisions are required using QPSK for 

�� = �� = 2 and 4 respectively. For BPSK, a number of multiplications are 12, 67 and divisions 

are 1, 4 when  �� = �� = 2 and 4 respectively. 

It is observed that MMSE-OSIC technique significantly degrades the performance. Therefore, 

the MMSE-OSIC2 technique (ℳ=1) is proposed which shows near-ML SER performance. It is 

illustrated that the proposed MMSE-OSIC2 technique (ℳ=1) gives reduced complexity than that of 
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MMSE-OSIC technique. It is also determined that the proposed MMSE-OSIC2 technique provides 

a most significant solution between complexity and optimal performance trade-off.  

3.7    Conclusion 

In this chapter, a composite WG channel model is presented to analyze the MIMO system 

performance. For the statistical measurement of the system, we have described PDF, CDF and AF. 

MIMO system is considered with OSTBC and MRC in terms of SER operating over WG fading 

channels. The simulation and the analytical results illustrate that 16-QAM provides decreased error 

rate than 16-PSK under this scenario. Also, MRC shows the better error performance than OSTBC. 

The mathematical and the simulation analysis provide the worth and flexibility of proposed channel 

model. Also, this chapter offers MMSE-OSIC, ML as well as less complex and approximate optimal 

detection technique i.e. MMSE-OSIC2 for MIMO system analysis under WG fading scenario. 

MMSE-OSIC2 contains a number of candidate vectors, where candidate selection depends on the 

ML metric values those are applied to calculate LLR values. A comparative analysis of the proposed 

technique is obtained with MMSE-OSIC and ML detection techniques on the basis of both 

computational complexity and SER performance. Simulation results showed that the MMSE-OSIC2 

signal detection technique gives a near-ML performance. Also, the complexity is comparable to the 

MMSE-OSIC technique. In the MMSE-OSIC2 technique, no additional calculation is required to 

get LLR values for all bits. Also, small values of shape parameters result in system performance 

degradation. MIMO system performance improves with the increase in a number of transmit, receive 

antennas, fading and shadowing parameters.  
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CHAPTER 4 

MIMO Weibull-Gamma Fading Channel Performance in Low SNR 

Regime 

4.1    Introduction  

In the previous chapters, we have analyzed the error rate performance of MIMO system by taking 

receiver SNR from 0dB to maximum 30dB. However, at low SNR, system performance 

improvement is also an issue. The application of competent detection techniques is known to 

improve capacity performance even below 0dB receiver SNR. As described in [131], minimization 

of energy per information bit (𝐸𝑏) manages a trade-off between bandwidth and power of the 

communication channels in wideband regime which is required for efficient signal communication. 

Also, normalized energy per information bit to noise ratio (𝐸𝑏 𝑁0)⁄  is preferred over per-symbol 

SNR to analyze MIMO system performance precisely at low SNR over distinct fading channels. In 

MIMO systems, figure of merit depends on 𝐸𝑏 𝑁0⁄  instead of SNR. In low SNR regime, the channel 

capacity analysis as a function of per symbol gives misleading outcomes and hence it is advisable 

to define capacity in terms of minimum energy per information bit to noise ratio (𝐸𝑏 𝑁0𝑚𝑖𝑛
⁄ ) [168, 

169]. Henceforth, channel bandwidth, power, and rate transmission will be analyzed with arbitrary 

number of transmitting and receiving antennas by minimizing 𝐸𝑏 [170].  

In [106, 120], the ergodic capacity of SM and OSTBC MIMO system has been computed over 

GK fading channel. GK channel model decreases energy levels to a prominent range [171]. SM-

MIMO systems with optimal, MMSE detector and OSTBC have been developed to evaluate 

performance at low SNR over Weibull fading channel [132], however, the shadowing effect has not 

been considered. Thus, a generic channel model i.e. WG which was shown to be analytically better 

than other composite channel models is preferred for depicting the linear approximation of the 

multipath and shadowing conditions [110]. 𝐸𝑏 𝑁0𝑚𝑖𝑛
⁄  and wideband slope (𝑆0) are significant 

parameters to convey any positive rate of data consistently and to analyze the capacity of MIMO 

system at low SNR. The benefit of SM against OSTBC in giving better capacity is established 

elsewhere [120]. However, SM technique is not optimum at low SNRs and apart from eigen 

statistics, it permits to work with channel matrix trace [168]. Optimal detectors offer the maximum 

capacity of MIMO system, MMSE detectors are less complex than optimal detectors and offer 
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improved capacity performance. Moreover, OSTBC is diversity oriented technique. Thus, we have 

explored these three techniques in WG fading scenario.  We have evaluated the capacity of MIMO 

system at low SNR under WG fading channel. 

The rest of the chapter is organized as follows.  In Section 4.2, we present MIMO system models 

used in this work. We evaluate the closed form expressions for capacity analysis of MIMO systems 

in low SNR regime using three models, namely, SM with the optimal detector, SM with the MMSE 

detector and OSTBC, in Section 4.3. Section 4.4 presents the simulation results. Section 4.5 

concludes the chapter. 

4.2   MIMO Signal Models  

The 𝑁𝑟×𝑁𝑡 channel matrix 𝐻 is assumed to be perfectly known at the receiver but unknown to the 

transmitter, and normalized to satisfy 

𝐸𝐻[trace(𝐻𝐻†)]=𝑁𝑟𝑁𝑡                   (4.1) 

Although the PDF of Weibull and gamma random variable is given in chapter 1 by (1.33) and (1.35), 

the first and second moment of gamma random variable are computed as  

𝐸[𝑔] = Ω   and   𝐸[𝑔2] = Ω2 (1 +
1

𝑚
)             (4.2) 

Similarly, the 𝑛-th moment is also calculated for Weibull random variables [170] and given by 

𝐸(𝑥𝑛) = 𝜑𝑛Γ(1 + 𝑛/𝛽)              (4.3) 

where trace(𝐻†𝐻) = ‖𝐻‖2
= 𝑔 trace(𝐻𝑤

†𝐻𝑤). 

4.2.1 Optimal Detection for SM MIMO System 

The optimal detectors are used to minimize the probability of error when all the data vectors are 

identical. Nevertheless, the implementation complexity is very high, power distribution is uniform 

across the transmit antennas with an average SNR (𝜌).  

When we take ℜ𝑥𝑥 = 1 in (1.19), the SNR and ergodic capacity [172] are given respectively as 

𝛾𝑜𝑝𝑡𝑖𝑚𝑎𝑙 =
𝜌

𝑁𝑡
[trace(𝐻†𝐻)]                          (4.4) 

𝐶𝑒𝑟𝑔𝑜𝑑𝑖𝑐(𝜌) ≜ 𝐸𝐻[log2{det(𝐼𝑁𝑡
+ 𝛾𝑜𝑝𝑡𝑖𝑚𝑎𝑙)}]                   (4.5) 
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4.2.2 MMSE Signal Detection for SM MIMO System 

Optimal detectors are complex in nature which makes them unemployable in low-cost 

communication systems. Therefore, linear detectors like MMSE detectors are designed to reduce 

computational complexity [54, 173]. In MMSE detection, 𝑊𝑀𝑀𝑆𝐸 in (3.10) is selected to minimize 

the mean-square error cost function. The solution to this optimization problem has been well defined 

(see, e.g., [174]), and is given by 

𝑊𝑀𝑀𝑆𝐸 = √
𝑁𝑡

𝐸𝑠
𝐻† [𝐻𝐻† +

𝑁𝑡

𝜌
𝐼𝑁𝑟

]
−1

 

             = √
𝑁𝑡

𝐸𝑠
[𝐻†𝐻 +

𝑁𝑡

𝜌
𝐼𝑁𝑡

]
−1

𝐻†                                             (4.6) 

where the second line is due to the matrix inversion lemma. At the kth receiver output, the post-

processing SNR when 𝑁𝑟 ≥ 𝑁𝑡, is represented as 

𝛾𝑘
𝑀𝑀𝑆𝐸 ≜

1

[(I𝑁𝑡
+

𝜌

𝑁𝑡
(𝐻†𝐻))

−1

]
𝑘,𝑘

− 1,   𝑘 = 1,2, … 𝑁𝑡                          (4.7) 

where [. ]𝑘,𝑘 returns the kth diagonal element of a matrix. The achievable sum rate can be determined 

by assuming the independent decoding at the receiver side, which is given by 

ℛ𝑀𝑀𝑆𝐸(𝜌) ≜ ∑ 𝐸𝛾𝑘
𝑀𝑀𝑆𝐸[log2 (1 + 𝛾𝑘

𝑀𝑀𝑆𝐸)]
𝑁𝑡
𝑘=1                                                              (4.8) 

4.2.3 OSTBC MIMO System 

OSTBC technique is preferred due to its simplicity and reliability. It is used to achieve the maximum 

diversity order of 𝑁𝑡𝑁𝑟 and is computationally efficient for per symbol detection. MIMO channel 

can be converted into identical scalar channel by taking the response similar to that of Frobenius 

norm of channel matrix [175]. For the OSTBC MIMO systems, the SNR and the Shannon’s capacity 

with rate 𝑅𝑐 can be expressed respectively as 

𝛾𝑂𝑆𝑇𝐵𝐶 =
𝜌

𝑅𝑐𝑁𝑡
 [trace(𝐻†𝐻)]              (4.9) 

𝐶𝑆𝑇𝐵𝐶(𝜌) ≜ 𝑅𝑐𝐸𝐻[log2(1 + 𝛾𝑂𝑆𝑇𝐵𝐶)]                (4.10) 

4.3  Low SNR Analysis 

According to [106], minimization of 𝐸𝑏 governs a trade-off between bandwidth and power of the 

communication channels in wideband regime which is desirable for efficient signal communication. 
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Also, 𝐸𝑏 𝑁0⁄  is preferred over per-symbol SNR in the measurement of MIMO system performance 

precisely at low SNR over distinct fading channels. It is obtained from 𝐶(𝜌) by 

𝐶 (
𝐸𝑏

𝑁0
) = 𝐶(𝜌)                                                   (4.11) 

Also,  

𝐸𝑏

𝑁0
=

𝜌

𝐶(𝜌)
                       (4.12) 

It is noted that  
𝐸𝑏

𝑁0
 is related to the normalized received energy per information bit, 

𝐸𝑏
𝑅𝑥

𝑁0
, by 

𝐸𝑏
𝑅𝑥

𝑁0
= 𝑁𝑟

𝐸𝑏

𝑁0
               (4.13) 

Closed-form expressions for (4.11) are not forthcoming, however, this representation is well 

approximated by [168] at low levels. Therefore, the capacity 𝐶 can be characterized as 

𝐶 (
𝐸𝑏

𝑁0
) ≈ 𝑆0log2 (

𝐸𝑏
𝑁0
𝐸𝑏

𝑁0𝑚𝑖𝑛

)                 (4.14) 

where the parameters 𝐸𝑏 𝑁0𝑚𝑖𝑛
⁄  and 𝑆0 prompt the low SNR nature desired for efficient transmission 

of positive rate and wideband slope. Also, 𝐸𝑏 𝑁0𝑚𝑖𝑛
⁄  represents minimum 𝐸𝑏 𝑁0⁄  desired for reliable 

communication and 𝑆0 expresses the slope of spectral efficiency in b/s/Hz/3dB at the point 

𝐸𝑏 𝑁0𝑚𝑖𝑛
⁄ . First order derivative 𝐶′(. ) and second order derivative 𝐶"(. ) of ergodic capacity are 

derived from (4.5) at ρ=0. They are used to determine following two figures of merits 

𝐸𝑏

𝑁0𝑚𝑖𝑛

=
1

𝐶′(0)
 , 𝑆0 =  −2 ln2

(𝐶′(0))2

𝐶"(0)
                (4.15) 

The following properties (4.13), (4.16) and (4.17) are represented by 𝑁𝑡×𝑁𝑟 MIMO systems over 

i.i.d. WG fading channels in low SNR regime 

𝐸[trace(𝐻†𝐻)] =
Ω𝜑2𝑁𝑡𝑁𝑟

𝑑𝜐 Γ(1 + 2/𝛽)             (4.16) 

It depends on the moments of WG variates, which can be evaluated by combining (4.2) -(4.3). 

Firstly, 𝑖-th (i= 1, 2…..𝑁𝑡) diagonal element of (𝐻†𝐻)2 is augmented, which is computed by  

[(𝐻†𝐻)2]
𝑖,𝑖

= (∑ |ℎ𝑘,𝑖|
2𝑁𝑟

𝑖=1 ) + ∑ (∑ ℎ𝑘,𝑖ℎ𝑘,𝑛
∗𝑁𝑟

𝑘=1 )
𝑁𝑡
𝑛=1,𝑛≠𝑖 (∑ ℎ𝑘,𝑖

∗𝑁𝑟
𝑘=1 ℎ𝑘,𝑛)       (4.17) 

After some simple algebraic computation, the expected value of (4.17) is obtained as 
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𝐸([(𝐻†𝐻)2]
𝑖,𝑖

) =
Ω2𝜑4𝑁𝑟

𝑑2𝜐 [(1 +
1

𝑚
) Γ(1 + 4/𝛽) + (𝑁𝑡 + 𝑁𝑟 − 2)Γ (1 +

2

𝛽
)

2
]        (4.18) 

All diagonal elements of (4.18) are summed up to get (4.19). 

𝐸[trace((𝐻†𝐻)2)] =  
Ω2𝜑4𝑁𝑡𝑁𝑟

𝑑2𝜐 [(1 +
1

𝑚
) Γ (1 +

4

𝛽
) + (𝑁𝑡 + 𝑁𝑟 − 2)Γ (1 +

2

𝛽
)

2
]      (4.19) 

Note that all the elements of 𝐻 are i.i.d. random variables, to obtain  

𝐸[(trace(𝐻†𝐻))2] =  𝑁𝑡𝑁𝑟𝐸(|ℎ11|4
) +  𝑁𝑡𝑁𝑟( 𝑁𝑡𝑁𝑟 − 1)(𝐸(|ℎ11|2

))2       (4.20)    

Equation (4.21) is obtained by employing (4.2) and (4.3) in (4.20) after some simplifications. 

𝐸[(trace(𝐻†𝐻))2] =
Ω2𝜑4𝑁𝑡𝑁𝑟

𝑑2𝜐 [(1 +
1

𝑚
) Γ (1 +

4

𝛽
) + (𝑁𝑡𝑁𝑟 − 1)Γ (1 +

2

𝛽
)

2
]        (4.21) 

Using (4.14), we evaluated the capacity performance of SM MIMO with the optimal detector, SM 

MIMO with the MMSE detector and OSTBC MIMO systems at low SNR. 

Proposition 1: The respective 𝐸𝑏 𝑁0𝑚𝑖𝑛
⁄  and 𝑆0 for SM MIMO systems with optimal detector using 

𝑁𝑡×𝑁𝑟 antennas are represented as 

𝐸𝑏
𝑜𝑝𝑡𝑖𝑚𝑎𝑙

𝑁0𝑚𝑖𝑛

=
𝑑𝜐ln2

Ω𝜑2𝑁𝑟Γ(1+2/𝛽)
                 (4.22) 

𝑆0
𝑜𝑝𝑡𝑖𝑚𝑎𝑙

=
2𝑁𝑡𝑁𝑟

(1+
1

𝑚
)𝛷(𝛽)+(𝑁𝑡+𝑁𝑟−2)

                 (4.23) 

where 𝛷(𝛽) =  
Γ(1+4/𝛽) 

Γ(1+2/𝛽)2            (4.24) 

Proof: In [131], the matrices for low SNR are rearranged to form 

𝐸𝑏

𝑁0𝑚𝑖𝑛

=
𝑁𝑡ln2

𝐸{trace(𝐻†𝐻)}
             (4.25) 

𝑆0 =  
(𝐸[trace(𝐻†𝐻)])2

𝐸[trace((𝐻†𝐻)2)]
             (4.26) 

Substituting (4.16)-(4.19) into (4.25)-(4.26), we get (4.22) and (4.23) using simple mathematical 

formulation. Equation (4.22) is the increasing function of 𝛽 and the decreasing function of 𝜑 . As 

𝛷(𝛽) is a function of 𝛽 in (4.24), 𝑆0
𝑜𝑝𝑡𝑖𝑚𝑎𝑙

 increases with the increase in 𝛽. In (4.22), 

𝐸𝑏
𝑜𝑝𝑡𝑖𝑚𝑎𝑙

𝑁0𝑚𝑖𝑛
⁄  do not depend on m and 𝛽. When extra receive antennas get additional 

power, 𝐸𝑏 𝑁0𝑚𝑖𝑛
⁄  decreases monotonically with the increase in 𝑁𝑟 [106, 120]. Equation (4.22) 



 

69 
 

remains unchanged with the increase in 𝑁𝑡, however, capacity increases due to higher value 

of  𝑆0
𝑜𝑝𝑡𝑖𝑚𝑎𝑙

. The wideband slope 𝑆0
𝑜𝑝𝑡𝑖𝑚𝑎𝑙

 is lower bounded (𝛽 → 0) and upper bounded (𝛽 → ∞ ) 

as  

0 ≤ 𝑆0
𝑜𝑝𝑡𝑖𝑚𝑎𝑙

≤
2𝑁𝑡𝑁𝑟

𝑁𝑡+𝑁𝑟−1
                  (4.27) 

Nevertheless,  𝐸𝑏 𝑁0𝑚𝑖𝑛
⁄  is reduced by increasing 𝑁𝑟 because higher number of receive antennas 

need more power as mentioned in [106] and [131]. The parameters chosen for K fading, and 

Rayleigh fading are Ω = 𝛽 = 2, 𝜑 = 1 and Ω = 𝛽 = 2, 𝜑 = 1, 𝑚 → ∞ respectively. Equations 

(4.22)-(4.23) are simplified to form Rayleigh fading as   

𝐸𝑏
𝑜𝑝𝑡𝑖𝑚𝑎𝑙

𝑁0𝑚𝑖𝑛

=
ln2

𝑁𝑟Ω
, 𝑆0

𝑜𝑝𝑡𝑖𝑚𝑎𝑙
=

2𝑁𝑡𝑁𝑟

𝑁𝑡+𝑁𝑟
                (4.28) 

Proposition 2: 𝐸𝑏 𝑁0𝑚𝑖𝑛
⁄ and 𝑆0 for SM MIMO systems with MMSE detector using 𝑁𝑡×𝑁𝑟, (𝑁𝑟 ≥

𝑁𝑡) are given by 

𝐸𝑏
𝑀𝑀𝑆𝐸

𝑁0𝑚𝑖𝑛

=
𝑑𝜐ln2

Ω𝜑2𝑁𝑟Γ(1+2/𝛽)
                  (4.29) 

𝑆0
𝑀𝑀𝑆𝐸 =  

2𝑁𝑡𝑁𝑟

(1+
1

𝑚
)𝛷(𝛽)+(2𝑁𝑡+𝑁𝑟−3)

                 (4.30) 

Proof: In [173], the following expressions are provided for the above derivatives  

ℛ′𝑀𝑀𝑆𝐸(0) =
1

ln2
(𝐸𝐻[trace(𝐻†𝐻)] −

1

𝑁𝑡
∑ 𝐸𝐻[trace(𝐻𝑘

†𝐻𝑘)]

𝑁𝑡

𝑘=1

) 

                       =
Ω𝜑2𝑁𝑟Γ(1+

2

𝛽
)

𝑑𝜐ln2
              (4.31) 

ℛ"𝑀𝑀𝑆𝐸(0) = −
1

𝑁𝑡
2ln2

(𝑁𝑡𝐸𝐻[trace((𝐻†𝐻)2)] − ∑ 𝐸𝐻[trace((𝐻𝑘
†𝐻𝑘)2)]

𝑁𝑡

𝑘=1

) 

                       = −
Ω2𝜑4

𝑑2𝜐𝑁𝑡ln2
[𝑁𝑟 (1 +

1

𝑚
) Γ (1 +

4

𝛽
) + Γ (1 +

2

𝛽
)

2
(2𝑁𝑡𝑁𝑟 +  𝑁𝑟

2 − 3𝑁𝑟)]     (4.32)     

𝐻 is replaced by 𝐻𝑘 after removal of 𝑘-th column. The elements of 𝐻 follow i.i.d WG fading. Using 

(4.16)-(4.19), the expectations in (4.31)-(4.32) can be evaluated. The desired results are obtained 

using (4.15). It is observed that (4.22) and (4.29) represent the same mathematical expression. 
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Therefore, due to 𝐸𝑏 𝑁0𝑚𝑖𝑛
⁄ , optimal detection is realizable through MMSE detectors and 𝑆0 gives 

suboptimal detection. It can be shown that 

𝑆0
𝑜𝑝𝑡𝑖𝑚𝑎𝑙

𝑆0
𝑀𝑀𝑆𝐸 = 1 +

(𝑁𝑡−1)

(1+
1

𝑚
)𝛷(𝛽)+𝑁𝑡+𝑁𝑟−2

                (4.33) 

The above ratio (i. e. ,
𝑆0

𝑜𝑝𝑡𝑖𝑚𝑎𝑙

𝑆0
𝑀𝑀𝑆𝐸 ) decreases with the increase in 𝑁𝑟 and increases with the increase 

in 𝑁𝑡. Subsequently, MMSE detector has degraded interference cancellation capability for larger 𝑁𝑡 

that increases number of data streams. In case 𝑁𝑡 = 1, then 𝑆0
𝑜𝑝𝑡𝑖𝑚𝑎𝑙

= 𝑆0
𝑀𝑀𝑆𝐸 and therefore, 

interfering data streams cancellation is not possible. For Rayleigh fading conditions, (4.29)-(4.30) 

are simplified and resembles [173, Equations (33) and (52)] which is given by 

𝐸𝑏
𝑀𝑀𝑆𝐸

𝑁0𝑚𝑖𝑛

=
ln2

𝑁𝑟Ω
,   𝑆0

𝑀𝑀𝑆𝐸 =  
2𝑁𝑡𝑁𝑟

 2𝑁𝑡+𝑁𝑟−1
               (4.34) 

Proposition 3: The respective 𝐸𝑏 𝑁0𝑚𝑖𝑛
⁄ and 𝑆0 for OSTBC MIMO systems using  𝑁𝑡×𝑁𝑟 are 

expressed as 

𝐸𝑏
𝑆𝑇𝐵𝐶

𝑁0𝑚𝑖𝑛

=
𝑑𝜐ln2

Ω𝜑2𝑁𝑟Γ(1+2/𝛽)
                 (4.35) 

𝑆0
𝑆𝑇𝐵𝐶 =  

2𝑅𝑐𝑁𝑡𝑁𝑟

(1+
1

𝑚
)𝛷(𝛽)+(𝑁𝑡𝑁𝑟−1)

                 (4.36) 

Proof: It can be seen from (4.10) that 

𝐶′𝑆𝑇𝐵𝐶(0) =
𝐸[trace(𝐻†𝐻)]

𝑁𝑡ln2
                 (4.37) 

𝐶"𝑆𝑇𝐵𝐶(0) =  −
𝐸[(trace(𝐻†𝐻))2] 

𝑅𝑐𝑁𝑡
2ln2

                 (4.38) 

If we combine (4.16) and (4.21) with (4.37)-(4.38) and then substituting into (4.15), desired results 

(4.35)-(4.36) are obtained after some simple algebraic calculation. 

𝑆0
𝑜𝑝𝑡𝑖𝑚𝑢𝑚

𝑆0
𝑆𝑇𝐵𝐶 =

(1+
1

𝑚
)𝛷(𝛽)+(𝑁𝑡𝑁𝑟−1)

[𝑅𝑐(1+
1

𝑚
)𝛷(𝛽)+(𝑁𝑡+𝑁𝑟−2)]

           (4.39) 

𝑆0
𝑀𝑀𝑆𝐸

𝑆0
𝑆𝑇𝐵𝐶 =

(1+
1

𝑚
)𝛷(𝛽)+(𝑁𝑡𝑁𝑟−1)

[𝑅𝑐(1+
1

𝑚
)𝛷(𝛽)+(2𝑁𝑡+𝑁𝑟−3)]

                (4.40) 
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Since (���� − 1) ≥ (��+�� − 2), (���� − 1) ≥ (2��+�� − 3)and �� ≤ 1. 

Therefore, ��
�������

≥ ��
���� ≥ ��

����, it shows that SM MIMO systems with optimal/MMSE 

detector have higher wideband slope than OSTBC system. For i.i.d. Rayleigh fading conditions, 

(4.35)-(4.36) simplify as 

��
����

�����

=
���

��Ω
,    ��

���� =
�������

������
                        (4.41) 

4.4 Simulation Results 

This section presents the capacity performance analysis in low SNR regime using optimal, MMSE 

detectors and OSTBCs. In Fig. 4.1, the capacity results are evaluated at � = 1. In this case, the 

effects of low and high multipath fading are considered for � = 20 and 2 respectively in the 

presence of light shadowing (� = 70) and heavy shadowing (� = 1). In light shadowing 

environment, i.e. for � = 2, Rayleigh fading is observed. In addition, the capacity for the special 

cases (i.e.,≈Rayleigh and K-fading) of GK fading in [106] approaches both the special cases of WG 

fading. Thus, it is observed that WG is an alternative to GK fading channel. The range of low SNR 

is taken numerically negative values from -8dB to -1dB.  

 

Fig. 4.1  Capacity of SM MIMO system with optimal detector over WG fading channels for different m and 

β when �� = �� = 2 . 
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Simulation results illustrates that capacity increases in low multipath and light shadowing 

environment. As 1+1/� ≈1 for light shadowing (when � is large), the impact of shadowing on 

wideband slope is negligible. The generation of WG MIMO fading channels occurs as the product 

of a gamma random variable and �� with i.i.d. Weibull entries. Moreover, the simulation results of 

capacity at low SNR for SM MIMO systems with optimal detectors follow analytical 

approximations of Proposition 1. Also, �� decreases consistently due to the influence of shadowing 

on wideband slope, which reflects the divergence from small scale fading. Here, m = 1 shows the 

severe shadowing effect and consequent reduction in  �� which is depicted in Fig. 4.2.  

 

Fig. 4.2 Capacity of SM MIMO system with MMSE detector over WG fading channels for different m and β 

when �� = �� = 2. 

For a fair assessment, we have compared our result with the results of [173] for a special case (i.e., 

Rayleigh fading) of WG fading. SM MMSE gives a performance with a high data rate keeping the 

complexity low. However, it is disadvantageous to system reliability. Therefore, we have considered 

OSTBC in Proposition 3. 

In Proposition 3, it is discussed that �� �����
⁄  is affected by code rate, transmission distance, 

and average channel gains. In Fig. 4.3, spectral efficiency of OSTBC systems in MIMO WG fading 

channels for �=2, 20 and �=1, 70 is shown for ��= ��= 2, � = 1 and �� = 1 bps. It is shown that,  
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�� is reduced by 50% when � = 1 instead of � = 70. �� �����
⁄  increases with the increase in fading 

parameter �, and an elevated wideband slope is observed which compensate the increased maximum 

energy per bit. OSTBC diversity leads to a reduction in capacity, which we examined by comparing 

it with the average capacity obtained from i.i.d. Gaussian inputs and by assigning equal transmits 

power.  

 

Fig. 4.3 Capacity of OSTBC MIMO system over WG fading channels for different m and β when �� = �� =

2. (� and � are shadowing and fading parameter for both WG and GK Fading [120]) 

After some simple mathematical formulation, it is observed that �� �����
⁄  for all three 

configurations is identical, while �� is different. We have determined that the approximations are 

precise for the proposed cases at adequately low SNR values, particularly for high values of fading 

parameters. However, they become inappropriate for small values of � and � (0 ≤ � ≤ 1.5, 0 ≤

� ≤ 1) due to the unreliable nature of �(�). As shown in Fig. 4.3, the capacity does not show 

significant improvement for less fading and high shadowing under GK fading [120] compared to 

WG fading condition. In addition, for � = 20,� = 1, MIMO system can achieve more capacity in 
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special cases such as Rayleigh and Weibull fading. Also, analytical results are well suited to 

simulation results. 

Fig. 4.4 shows the comparison of optimal and MMSE detection with OSTBC diversity 

technique on the basis of capacity performance. At -3dB SNR, nearly 0.5 bps/Hz and 0.24 bps/Hz 

improved capacity is achieved using optimal and MMSE detection respectively than that of OSTBC 

for � = 1,� = 2. However, MMSE detector reduces 0.25 bps/Hz capacity compared to that of 

optimal detector for the same parameters. It is noted that optimal detector experiences more 

computation complexity than MMSE detector. 

 

Fig. 4.4 Capacity comparison of Optimal and MMSE detection with OSTBC over WG fading channel for 

� = 1,� = 2 when �� = �� = 2 (Dotted lines illustrate simulation results using optimal, MMSE and 

OSTBC techniques) 

4.5 Conclusion 

In this chapter, we presented that the WG fading model shows a wide range of agreement with 

measured data in several environment conditions. The performance evaluation of MIMO systems in 

WG fading channels is restricted, generally due to the problem to deal with the non-Gaussian 

behaviour of the fading coefficients. We used AF to evaluate different channel conditions. A 

comprehensive low SNR analysis of different MIMO systems operating in WG fading channels is 

presented in this chapter. Novel tractable expressions for �� �����
⁄  and �� are deduced. These 
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expressions were verified by previous results of Rayleigh and K/GK-fading. The proposed analysis 

of MIMO system deals with three techniques namely SM with optimal detection, SM with MMSE 

detection and OSTBC. The average capacity of OSTBC systems is usually subsidiary to that of 

capacity-oriented SM MIMO techniques, whereas OSTBC system is a diversity-oriented technique. 

Further, this work can be extended using the same channel model with other performance measures. 
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CHAPTER 5 

Antenna Selection for MIMO Weibull-Gamma Fading Channel 

5.1    Introduction 

In the previous chapters, we showed that MIMO offers superior performance than SISO system with 

no extra bandwidth or transmit power extensively. Although spatial diversity and spatial 

multiplexing are two main benefits of MIMO systems, however, the problem arises when we require 

expensive RF modules due to multiple antennas [176]. Earlier, we assumed that CSI was known to 

the receiver only. The availability of CSI (partial or perfect knowledge of channel) at receiver has a 

potential to solve this problem. Also, it improves the capacity and error rate performance of MIMO 

system by reducing complexity [177, 178]. The best possible way to decrease the cost of multiple 

RF modules is to use antenna selection (AS) techniques. Authors [76, 179] used the selection 

diversity followed by AS algorithms at the transmitter and receiver sides using a generic channel 

model but without considering shadowing effects. Although in the past, different multipath fading 

models have been taken into account for system performance evaluation, but for this work we have 

considered WG fading scenario. In [24, 180], authors demonstrate the capacity and BER 

performance of MIMO system using AS techniques over Rayleigh and Nakagami-m fading channel, 

however, the shadowing effect has not been taken into account.  

This chapter describes the optimal and sub-optimal AS techniques to evaluate the capacity 

performance of MIMO system in WG fading environment. For the analysis, we also used AS to 

evaluate BER performance using OSTBC for M-QAM over same WG fading channel [181].  

5.2 System and Channel Model 

Consider a MIMO system with ��×�� antennas and complex channel matrix �. Each element ℎ�� 

of � is identical and independently distributed Gaussian random variable represented as channel 

gain from ��� transmit antenna to ��� receive antenna with zero mean and �� variance. The effective 

channel is considered by � columns after selecting � antennas from �� transmit antennas of � ∈

���×��.  

Fig. 5.1 demonstrates the end-to-end arrangement of the antenna selection which considers only 

� RF modules to support �� transmit antennas � < ��. It is noted that � RF modules are selectively 

mapped to � of �� transmit antennas. 
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The index ℐ� is considered for the �-th selected column, � = 1,2 … .�. The consequent effective 

channel is modeled as �(ℐ�,ℐ�,… .ℐ�) ∈ ���×�. The mapping of spatially-multiplexed or space-time 

coded stream into � selected antennas is specified as � ∈ ��×�. 

 

Fig. 5.1 Antenna selections with � RF modules and �� transmit antennas (� < ��) 

The received signal � is given by 

� = �
��

�
�(ℐ�,ℐ�,… .ℐ�) � + �               (5.1) 

where � represents WG fading channel and its PDF in terms of amplitude and SNR is given in (3.2) 

and (3.3) respectively.  

5.3   Average Capacity Analysis 

The AS techniques are applied to enhance the system capacity performance. In (5.1), the channel 

capacity of the system relies upon the selected transmit antennas. In this section, optimal and sub-

optimal AS techniques are given for capacity analysis of MIMO systems. 

5.3.1 Optimal Antenna Selection Technique 

Out of �� transmit antennas, � antennas are chosen to increase the capacity. The system channel 

capacity with � chosen transmit antennas is represented in [24] as 

�(ℐ�,ℐ�,… .ℐ�) ≜  log� det����
+

��

���
�(ℐ�,ℐ�,… .ℐ�)�(ℐ�,ℐ�,… .ℐ�)

� �          (5.2) 

The antenna having maximum capacity is chosen to maximize the system capacity and given as 

�ℐ�
�,ℐ�

�,… .ℐ�
�� =  ���  ���

(ℐ�,ℐ�,… .ℐ�)∈��
�(ℐ�,ℐ�,… .ℐ�)            (5.3) 

where �� is a set of all promising antenna arrangements with � selected antennas. However, it 

consists the huge complexity, mostly when �� is very large. 
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5.3.2 Sub-optimal Antenna Selection Technique 

To reduce the complexity arises due to optimal AS technique, sub-optimal AS technique is used 

[24].  In this technique, firstly one antenna with the highest capacity is chosen as    

ℐ�
�� = argℐ�

max �(ℐ�)                                                                         

                                               (5.4) 
 

= argℐ�
max log� det����

+
��

���
�(ℐ�)�(ℐ�)

� � 

We chose the second antenna while considering first chosen antenna so as to maximize the capacity, 

i.e., 

ℐ�
�� = argmax

ℐ��ℐ�
��

�(ℐ�
��,ℐ�)                         

                                                         (5.5)   
= argmax

ℐ��ℐ�
��

log� det����
+

��

���
�(ℐ�

��,ℐ�)�(ℐ�
��,ℐ�)

� � 

After completing � iterations (ℐ�
��,ℐ�

��,… … ..ℐ�
��), the updated capacity with an extra antenna � is 

given as  

�� 
= log� det����

+
��

���
��(ℐ�

��,ℐ�
��,..,ℐ�

��)�(ℐ�
��,ℐ�

��,..,ℐ�
��)

� + �(�)�(�)
� �� 

 

               

(5.6) 
 

= log� det����
+

��

���
�(ℐ�

��,ℐ�
��,..,ℐ�

��)�(ℐ�
��,ℐ�

��,..,ℐ�
��)

� �

+ log� �1 +
��

���
�(�)��(ℐ�

��,ℐ�
��,..,ℐ�

��)�(ℐ�
��,ℐ�

��,..,ℐ�
��)

�
�

��
�(�)

� � 

We derived it using following identities,  

det�U + VW�� = �1 + W�U��V�det (U)    

                               (5.7) log� det�U + VW�� = log��1 + W�U��V� det(U) 

 = log� det(U)+ log�(1 + W�U��V)      

where U = ���
+

��

���
�(ℐ�

��,ℐ�
��,..,ℐ�

��)�(ℐ�
��,ℐ�

��,..,ℐ�
��)

�  and V = W = �
��

���
�(ℐ�) 

After that, the additional (� + 1)-th antenna is chosen to enhance the capacity, given as, 
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ℐ���
��  = argmax

�∉(ℐ�
��,ℐ�

��,..,ℐ�
��)

��                                         

          

(5.8)                                                                                                                        
 

= argmax
�∉(ℐ1

��,ℐ2
��,..,ℐ�

��)

�(�)�
��0

��
���

+ �(ℐ1
��,ℐ2

��,..,ℐ�
��)�

(ℐ1
��,ℐ2

��,..,ℐ�
��)

† �
��

�(�)
†  

This procedure keeps on until all � antennas are selected. Only one matrix inversion is essential in 

the way of selection practice. The similar procedure can be applied by removing the antenna in 

decreasing order of reduced channel capacity. Then, we select a set of antenna indices �� in the �-

th iteration. Initially, all the antennas are considered (�� = 1,2,… ��) and the antenna that gives 

smallest capacity is selected, i.e., 

ℐ�
������ = argmax

ℐ�∈��

log� det����
+

��

���
����(ℐ�)����(ℐ�)

� �                (5.9) 

The antenna selected from (5.9) is then removed from the antenna index set, and the updated antenna 

set is �� = �� − (ℐ�
������). When |��| = �� − 1 > �, one more antenna is selected to remove which 

gives least to the capacity. Consequently, it is given for the antenna index set �� as 

ℐ�
������ = argmax

ℐ�∈��

log� det����
+

��

���
����(ℐ�)����(ℐ�)

� �         (5.10) 

Again, we update the rest of the antenna index set to �� = �� − (ℐ�
������). This procedure continues 

up to all � AS (|��| = �).  

5.4 Error Rate Analysis for OSTBC  

BER is an important measure to evaluate MIMO-OSTBC system performance. Therefore, transmit 

antennas selected to reduce the error probability. For �(ℐ�,ℐ�,… .ℐ�) with � columns of � chosen, an 

upper bounded pairwise error probability for OSTBC is represented by [24] 

����� → ����(ℐ�,ℐ�,… .ℐ�)� = � ��
���(ℐ�,ℐ�,… .ℐ�)����

�

���
� ≤ exp�−

���(ℐ�,ℐ�,… .ℐℒ)����
�

���
�      (5.11) 

Then, � transmit antennas are selected to minimize the upper bound in (5.11)   

  

�ℐ�
�,ℐ�

�,… .ℐ�
��

=
arg max

(ℐ�,ℐ�,… .ℐ�)∈ ��
��(ℐ�,ℐ�,… .ℐ�)ℰ���

�
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 =
arg max

(ℐ�,ℐ�,… .ℐ�)∈ ��
Trace��(ℐ�,ℐ�,… .ℐ�)ℰ��ℰ��

� �(ℐ�,ℐ�,… .ℐ�)
� �  

 

    (5.12) 
 =

arg max

(ℐ�,ℐ�,… .ℐ�)∈ ��
Trace��(ℐ�,ℐ�,… .ℐ�)�(ℐ�,ℐ�,… .ℐ�)

� � 

 =
arg max

(ℐ�,ℐ�,… .ℐ�)∈ ��
��(ℐ�,ℐ�,… .ℐ�)�

�
 

Equation (5.12) has been derived using the fact that the error matrix ℰ�� has the property ℰ��ℰ��
� =

ɑ� with constant ɑ. The antennas subsequent to high column norms are chosen to reduce the error 

rate. The average received SNR with � selected antennas of  (ℐ�)���
�  is denoted as 

�(ℐ�,ℐ�,… .ℐ�) =
�

�
��(ℐ�,ℐ�,… .ℐ�)�

�
            (5.13) 

It is recommended in (5.12) and (5.13) that the antennas with the maximum received SNR are 

chosen. The indices �ℐ�
�,ℐ�

�,… .ℐ�
�� with the maximum � column norms of selection are given by 

following inequality 

��
�ℐ�

�,ℐ�
�,… .ℐ�

��
�

�

�
≥

‖�‖�

��
             (5.14) 

For � ≤ ��, we also considered following inequality 

���ℐ�
�,ℐ�

�,… .ℐ�
���

�
= ���ℐ�

���
�

+ ���ℐ�
���

�
+....+���ℐ�

���
�
 

≤ ��(�)�
�

+ ��(�)�
�
+…. +��(��)�

�
= ‖�‖�           (5.15) 

where �(�)is the �-th column norm of �. Using (5.14) and (5.15), the following range for the 

average SNR on the receiver side is given for the optimal selection of antennas  

�

�
‖�‖� ≥ ��ℐ�

�,ℐ�
�,… .ℐ�

�� ≥
�

��
‖�‖�                            (5.16) 

It is clear from (5.16) that the upper and lower bound are the function of ‖�‖� and hence diversity 

order ���� is achieved with optimal AS in (5.3), when all the entries of � are i.i.d. Gaussian 

distributed. 

5.5 Simulation Results 

We illustrate the channel capacity with AS in Fig. 5.2, for �� = �� = 4 and � varies from 2 to 4. It 

is clearly depicted that the channel capacity increases with �. It is also illustrated in Fig. 5.2 that the 
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impact of shadowing is diminished for � = 2,� = 70 and hence capacity of MIMO system under 

this scenario approaches the MIMO system capacity under Rayleigh fading [24].  

 

Fig. 5.2 Capacity of MIMO system for �� = �� = 4 and � = 2,3,4 using optimal antenna selection 

 

Fig. 5.3 Capacity of MIMO system for �� = �� = 4 and � = 2,3,4 using Sub-optimal antenna selection 

(descending order) 
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Then, the dominating effect of shadowing (� = 1) is taken into account which degrades the capacity 

performance even if � is high (� = 6). Consequently, for less than 10dB SNR, three selected 

antennas are sufficient to permit the channel capacity nearly the use of four antennas. For less values 

of � and � (severe fading and shadowing) channel capacity decreases, which is illustrated in Fig. 

5.2. Also, at very less SNR, capacity performance is almost same by selecting three out of four 

transmit antennas. It is noted that WG MIMO channel is produced by the product of Weibull and 

Gamma random variables.  

Fig. 5.3 shows that for the same simulation parameters as Fig. 5.2, the capacity for different 

selected antennas in descending order using sub-optimal AS technique approaches the capacity of 

optimal AS technique with reduced complexity. For simulation, the selection made in 

ascending/descending order is given by 0/1. The selection complexity in descending order is greater 

than that of ascending order. Nevertheless, the selection process in descending order gives better 

performance compared to that of ascending order (1 < � < ��). There are two special cases. First, 

when � = �� − 1, the selection process in descending order generates the same antenna index set 

as the optimal AS technique generates in (5.12). Second, when � = 1, the selection technique in 

ascending order generates the same antenna index as the optimal AS technique in (5.12) and offers 

superior performance compared to other selection approaches [24]. 

 

Fig. 5.4 BER of OSTBC-MIMO system with antenna selection � = 2 and �� = 4 
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It is shown in Fig. 5.4 that 4-QAM outperforms that of 16-QAM by selecting 2 out of 4 transmit 

antennas. For low values of SNR, 16-QAM gives improved BER performance even in the severely 

faded environment (� = 2,� = 1). By increasing � from 2 to 6 approximately 5dB less SNR is 

required for 4-QAM compared to 16-QAM. At � = 2,� = 70, BER performance approximates the 

BER performance in Rayleigh fading [24]. Consequently, system performance improves with the 

increase in � and �. 

5.6   Conclusion 

In this chapter, the capacity performance of MIMO system is evaluated using optimal and sub-

optimal AS techniques. We concluded from the simulation results that sub-optimal AS approaches 

the optimal performance with reduced complexity and cost. OSTBC-MIMO system gives reduced 

error rate using 2 out of 4 transmit antenna with 4-QAM compared to 16-QAM. Consequently, 

higher modulation order and less value of shape parameters degrade the system performance.  

 



 

84 
 

CHAPTER 6 

MIMO Weibull-Gamma Fading Channel Subject to AWGGN 

6.1    Introduction 

In the previous chapters, we analyzed MIMO system performance in AWGN noise scenario. In 

[133-135], wireless system performance has been analyzed over multipath fading channel in the 

presence of AWGN. However, the actual noise can deviate from AWGN which demands the 

requirement of a generic noise model and hence, we require a generalized noise distribution. In this 

chapter, we consider a generalized noise model for analyzing the MIMO system performance over 

WG fading channel using appropriate detection techniques. 

We have used a simple detection i.e. OSIC with MMSE for the error rate performance 

improvement in a composite fading scenario in the presence of generalized noise [182]. Among all 

the detection ordering (SNR based, column norm based and SINR based) SINR based ordering gives 

enhanced error rate performance. Thus, we used it in our analysis. We have seen that post detection 

SINR based ordering offers the best performance among all three ordering techniques [24]. 

Therefore, MMSC-OSIC detection is prefereed to achieve the improved error rate performance with 

acceptable complexity level under composite fading. Maximum likelihood detection is used at the 

expense of system complexity to achieve the optimal error rate performance. Later on, MMSE-OSIC 

with candidates (MMSE-OSIC2) [75] technique is proposed which gives a near ML performance 

with a complexity level comparable to that of traditional MMSE-OSIC and effectively generates the 

LLR values. Therefore, to improve the error performance of MIMO system, this technique is 

considered in this chapter. 

The generalized Gaussian distribution (GGD) is considered to be a developing research area to 

model different noise effects. This generic noise model reflects various forms of noise such as 

impulsive, gamma, Gaussian, Laplacian [140, 183, 184]. Authors [185], have analyzed the 

performance over multipath fading channel in AWGGN scenario. The average symbol error 

probability (ASEP) has been computed for rectangular-QAM using Gaussian Q-function in 

composite fading scenario disturbed by additive white generalized Gaussian noise (AWGGN) [145], 

where, rectangular-QAM is generated by combining in-phase and quadrature-phase pulse amplitude 

modulation (PAM) signals.  
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This chapter evaluates the MIMO system performance over composite WG fading channel with 

the exixtence of generalized noise. SM is preferred to improve the MIMO system performance with 

simple detection i.e. MMSE-OSIC, optimal detection i.e. ML and an efficient detection i.e. MMSE-

OSIC2. The resulting expressions of ASEP in [145] are evaluated again which were earlier restricted 

to SISO system. The higher order modulation is preferred to attain the high data rate of the wireless 

link, although, they provide less flexibility to noise and interference. We computed exact analytical 

expressions in terms of Fox-H function (FHF) [186] for 16-QAM in MIMO WG fading perturbed 

by AWGGN. Two special cases of AWGGN namely AWGN and Laplacian noise are taken into 

account considering later’s ability to model impulsive noise with significant accuracy. We have also 

demonstrated the variations of fading and shadowing parameters.  

The remainder of the chapter is arranged as follows. Section 6.2 provides the system and channel 

model. ASEP for �-QAM is described in Section 6.3. In Section 6.4, we provided  simulation results 

and analysis for ASEP of SM-MIMO in WG fading along with generic noise using specified 

detection technique. Finally, Section 6.5 concludes the chapter. 

6.2    System and Channel Model 

In a MIMO system, transmit signal � is modulated by 16-QAM and � is multiplied by a composite 

flat fading channel envelope �. Earlier, we have considered AWGN noise to evaluate system 

performance. Nevertheless, this section undertakes � as an AWGGN noise in (1.4) instead of 

AWGN with zero mean and ��/2 variance. 

AWGGN noise PDF is presented in [187, Equation (6.2)] over � ∈ ℝ  as 

��(�|� �,�,�)=
� �

��(�/�)
exp(− � �|� − � �|�)            (6.1) 

where � and � � represent shaping parameter of � and mean respectively (� ∈ ℝ �,� � ∈ ℝ �). 

Besides, we can define the coefficient �  by normalizing the noise power and coefficient � � relating 

to � as  

� =
� �

�
= �

��(�/�)

� ��(�/�)
                (6.2) 

where � � = �
�(�/�)

�(�/�)
 and parameter �� = �[��]− � �

� = ��/2 implies the AWGGN variance. 

The random variable of AWGGN distribution strictly dependent on its shaping parameter �. 

This distribution provides a superior fitting to the measured noise statistics with the varying physical 
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channel environments and creates different noise categories as special cases of AWGGN. When � 

= 2, � = 1, � = 0.5 and � = 0, it exemplifies the Gaussian, Laplacian, gamma and impulsive noise 

respectively as shown in Table 6.1. Subsequently, statistical properties and accurate simulation 

technique have been established for � = 1/2 and � = 1/3 in the existence of AWGGN [188]. 

Table 6.1 Type of noise and its noise parameter 

Noise shaping parameter Type of Noise 

� = 2 Gaussian 

� = 1 Laplacian 

� = 0.5 Gamma 

� = 0 Impulsive 

 

WG distribution is formed by simplifying the PDF of the received signal envelope � given in 

[189] defined over � ∈ (0,∞ ) and expressed as   

��(�) =
�

��
�

(���)����
�

�
�

�
�

�

���� � Γ��1 −
�

�
� ,0,�

(���)����
�

�
�

�
�

�

��,1/��         (6.3) 

where Γ(.,.,.,.) denotes extended incomplete gamma function, represented as Γ(�,�,�,�) =

∫ ��� �exp(− � − ��� � )
�

�
��, (� ∈  ℝ �), (�,�,�) ∈ ℂ [187, Equation (6.2)]. � and � are fading 

figure (diversity severity/order) and shadowing shaping parameter respectively, where 0.5 ≤ � <

∞ ,0 ≤ � < ∞ . Here, Ω = �[��] (0 ≤ Ω < ∞ ) denotes the average power of the received signal 

envelope.  

The SNR � for received symbols subjected to AWGGN follows WG PDF, characterized 

over � ∈ (0,∞ ). The average SNR per symbol is denoted as  � =̅ �[�]= �[��]��/��. PDF is 

simplified in the form of SNR by exchanging variables and given as 

��(�) =
�

��
�

(���)����
�

�
�

��
�

�

��� � Γ��1 −
�

�
� ,0,�

(���)����
�

�
�

��
�

�

�,1/��         (6.4) 

Equation (6.4) is represented in the form of FHF applying [187, Equation (6.22), 190, Equations 

(2.1.4), (2.1.5) and (2.1.11)] and simplifying [191, Equation 8] as 

��(�) =
�

�� �
��,�

�,� �
(���)����

�

�
��

��
�

��,
�

�
�,(�,�)

�

�                   (6.5) 
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where ��,�
�,� ��|

(��,��)�,�

(��,��)�,� �=
�

���
∫

∏ �(��,���)∏ �(�� ��,���)�
�� �

�
�� �

∏ �(��,���)∏ �(�� ��,���)
�
�� � � �

�
�� �� �

�

�
�� ���, ��,�

�,�(.) is FHF 

defined in [190, Equation (1.1.1), 192] and � represents Mellin-Barnes contour. 

6.3 Average Symbol Error Probability for � -QAM 

The symbol error probability is given in [133, Equation (10)] for QAM in the presence of AWGN.  

�-QAM signal constellation is given by two independent in-phase and quadrature �-ary PAM 

signals, where ��-ary PAM and ��-ary PAM are in-phase and quadrature signals respectively and 

� = ����. Given that, GGD and Gaussian distribution demonstrate the identical symmetry 

properties. According to [145], the identical symmetry properties can be used to define SEP of �-

QAM, given as 

�(���) = 2 �1 −
�

��
� �� (��)+ 2 �1 −

�

��
��� 

���� − 4 �1 −
�

��
� �1 −

�

��
���(��)������        

(6.6) 

where �� =
��

�
,�� =

��

�
, �� and �� denote the decision distances for in-phase and quadrature 

phase components respectively. ��  
(.) is generalized-� function for � ≥ 0 defined in [191] as 

�� (�)=
� � �

��(�/�)
∫ �� � �

���
 ��

�

�
               (6.7) 

In [191, (A.5)], the representation of (6.7) in the form of FHF using [192, Equation (8.3.2/21), (A.4)] 

is given as 

�� (�)=
�

��(�/�)
��,�

�,� �� �
�|�|�|(�/�,�),(�,�)

(�,�)
�             (6.8) 

The ASEP is obtained by averaging the conditional SEPs in (6.6) under slow fading conditions over 

the PDF of �. Then, ��(�) is represented by 

��(��)= 2 �1 −
�

��
� � (��)+ 2 �1 −

�

��
�� ���� − 4 �1 −

�

��
� �1 −

�

��
��         (6.9) 

where � (�)= ∫ �� (√��)��(�)��
�

�
            (6.10) 

� = ∫ �� (√���)�� �√���� ��(�)��
�

�
           (6.11) 

It is difficult to formulate � (.) and � using the conventional expressions of WG distribution and 

GGD. Therefore, alternative expressions (6.5) and (6.8) are used to compute simplified analytical 

expressions for � (.)and � and then resulting expression for the ASEP. In (6.10), � (�) consists of 
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an integral including the product of two FHFs which is comparable to that of [191] considering the 

normalized value of fading shaping factor and severity of shadowing. Unlike [191], we prefer an 

efficient SINR based ordering for MMSE detection to enhance the error rate performance of MIMO 

system. Using [145] and [190, Equation (1.1.1)], � (�) can be represented in the form of FHF by a 

closed form expression given as 

� (�)=
�

��(�/�)��
��,�

�,� �
(���)����

�

�
�

��� �
���

�
(�,�/�),(�,�),(�,�/�)

���
�

�
,
�

�
�,(�,

�

�
)

�          (6.12) 

� =
�

���(�/��)��
��,�;�,�;�,�

�,�;�,�;�,� �
(���)����

�

�
�

��
�� �

���
,�

��

��
�

�
�

��,
�

�
�,(�,�),(�,�),�

�

�
,��,(�,�)

���
�

�
;
�

�
,��,��;

�

�
,��,��;

�

�
,��

�        (6.13) 

Substituting (6.5) and (6.8) in (6.11), an integral which includes the product of three FHFs is used 

to describe (6.13). Then, using [193, Equation (2.3)], � is represented in terms of the FHF of two 

variables identified as the Bivariate Fox H-function (BFHF). 

Substituting (6.12) and (6.13) in (6.9), we computed the ASEP of �-QAM. This ASEP 

expression is given for rectangular (�� ≠ ��), square (�� = ��) QAM in arbitrary WG fading 

with AWGGN. Consequently, it maintains substantial range of noise and fading parameters. The 

commonly considered noise cases of AWGGN in composite fading scenario are as follows 

Case 1: WG Fading with Laplacian Noise  

The first special case of AWGGN occurs when � = 1, and the noise is considered as Laplacian. 

Taking � = 1,  � (�) is represented as 

� (�)=
�

��
��,�

�,� �
(���)����

�

�
�

�����
�

(�,�/�),(�,�),(�,�)

(�,�),(�,�)

�            (6.14) 

Using [190, 193], FHF and BFHF functions are well explored and utilized to make a simplified form 

of (6.14) by reducing number of terms in �.,.
.,.(.) as   

� (�)=
�

��
��,�

�,� �
(���)����

�

�
�

�����
�

(�,�/�),(�,�)

(�,�)

�           (6.15) 

Similarly, � can be written as 
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Using [193, Equation (1.1)], for the description of BHFH and [187, Equations (6.29) and (6.42)], � 

is represented as 

� =
�

���
��,�

�,� �
(���)����

�
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�(��
����

�) ��
�

��,
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�
�,(�,�)

(�,�)

�            (6.17) 

Equations (6.15) and (6.17) are used to calculate ASEP when Laplacian noise is present. 

Case 2: WG Fading with AWGN 

For � = 2, (6.12) and (6.13) can be re-arranged to find the ASEP in AWGN environment. Again, 

the expressions for � (�) and � are reduced as 

� (�)=
�

�√� ��
��,�

�,� �
(���)����

�
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�
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Here, � →∞  eliminates the effect of shadowing. For  � →∞ , WG approximates Weibull 

distribution and � →∞ ,� = 1 converts WG distribution into Rayleigh distribution [189, Table 1]. 

Thus, the fading scenario can be changed by setting the parameters � and �.  

Initially, we considered OSIC technique that offers diversity order greater than �� − �� + 1 for 

all symbols. Following the ordering approach, the diversity order of the first detected symbol is also 

greater than �� − �� + 1. Nevertheless, the diversity order of remaining symbols depends on either 

the formerly detected symbols are exact or not.  Suppose, all the symbols are exact, then, the 

diversity order of the �-th detected symbol is �� − �� + �. The �-th detected symbol is different from 

the one transmitted from the �-th transmit antenna. Since, the ordering is based on SINR for MMSE 

detection, therefore, (3.13) is used to improve the ASEP performance. Then, we used ML detection 

and compared the ASEP performance with the efficient MMSE-OSIC2. We considered � and � ̅

according to MMSE-OSIC, ML and MMSE-OSIC2 which is given in chapter 3. Taking ℳ=1 in 

MMSE-OSIC2 detection, the required number of multiplications, divisions and iterations are same 
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as given in Table 3.3(a). It has been observed that less number of mathematical operations are 

required in MMSE-OSIC2 than ML. We proposed the following algorithm for the error rate using 

MMSE-OSIC2  in AWGGN scenario. 

___________________________________________________________________________________________ 

Algorithm:   Error rate calculation using MMSE-OSIC2 detection with AWGGN 
___________________________________________________________________________________________ 

Input (��,��, X, �, �,�,�, �, �) 
Output (�,��, nErr, ��) 

BEGIN 
Step 1: Variable declaration 
              ��: Number of transmit antenna 
              ��: Number of receive antenna 
              �: gamma random variable 
              �: Weibull random variable 
              �: shadowing parameter 
              �: average power 
              �: fading figure 
               �: AWGGN 
              �: WG channel 
      ��:16-QAM Modulated symbol  
      nErr: Number of errors count 
              ��= Symbol error probability 

              � = noise distance 

              ���√��: Generalized Q-function 

               ℳ = number of candidate vectors 
               ��= signal constellation  
Step 2:  Data Transmission  
for         ii ← 1: length (���) 
              �� generation 
Step 3:  Channel generation and AWGGN noise addition 
              � ← �* �, {�~����� (�,Ω,��,��)) and �~������� (�,��,��)} 

              Squeeze (Sum (�.*��,2)) + 10^(-����(ii)/20) * �,  {�~��(√�)}  
                         if  � ← 0 
                              Impulsive noise 
                              elseif  � ← 0.5  
                                         Gamma noise 

                     elseif  � ← 1  
                                Laplacian noise 

                                               elseif  � ← 2 
                                                         Gaussian noise 
                                                          elseif  � ← ∞  
                                                                    Uniform noise 
                                                          end 
                                                      end 
                                                   end 
                                             end 
                                       end 
Step 4:  Detection using MMSE-OSIC2 technique 
              |ℎ�|�, k=i,i+1….��, (i=1, first stage) based ordering 
              Temporary vector generation ℳ×|��| of length ��,  
              Selection of ℳ candidate vector of length �� 
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              Selected ℳ candidate vectors of length ��  then 
              Truncated and stored as �� 
Step 5:  Reception 
              Received data 
              nErr=(modulated symols- demodulated symbols) then  
              ��=nErr/Total no. of symbols 

end 
END 

__________________________________________________________________________________ 

6.4 Simulation Results  

We used 16-QAM modulation to evaluate the MIMO system performance, as a function of SNR for 

the generalized case of noise. Therefore, distinct values of � and arbitrarily values of � and � are 

taken into consideration. The in-phase-to-quadrature phase decision distance ratio is represented as 

���� =
��

��
=

��

��
. For this case, the average total energy per symbol E� is given as E� =

10.5� ̅��
� + 2.5� ̅��

� = 0.5 �21 + 5����
��� ̅��

� and hence E�/�� = 0.5 �21 + 5����
��� ̅��

� 

[145]. Taking a fixed ���� = (10.5)�/�, the identical average energies of the in-phase and 

quadrature signals are obtained.  

The  ���� provides a way to assess system performance. When ���� = 1, the most favorable 

case occurs, this implies that the in-phase and quadrature distance are identical for both the 

Laplacian and Gaussian noise. For ���� = (10.5)�/�, same energy is obtained between the in-phase 

and quadrature signal thus the system performance is reduced with a small amount i.e. 

approximately 1dB SNR reduction for large SNRs. When the quadrature signal contains 10.5 times 

the average energy of the in-phase signal, for this instant loss is more essential as it gets 

approximately 4dB SNR loss for large SNRs, comparative to the aforementioned case, where 

 ���� = 1. 

Firstly, we considered the composite WG fading in Laplacian noise scenario. The parameters 

are setted to � →∞  and � →∞ ,� = 1 to obtain Weibull and Rayleigh fading respectively. Fig. 

6.1 and Fig. 6.4 depict the ASEP as a function of average SNR per symbol E�/�� for both Gaussian 

and Laplacian cases of noise. In addition, distinct values of � and � are chosen to determine the 

severity of fading. Analytical results are presented by (6.12) and (6.13) demonstrate the perfect 

match of the simulation results. The performance of the system is improved with increased values 

of both the parameters � and �. Results shown in Fig. 6.1 and Fig. 6.4 show that the ASEP 

performance in Laplacian noise is superior than that of Gaussian noise for lower SNR or less than 

15dB SNR. However, for high SNR, less fading (� ≥  2), the situation is reversed, and ASEP 
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performance improves in the Gaussian noise than Laplacian noise. For severe fading (� = 0.5), 

Laplacian noise offers better results than Gaussian noise. We used three detection techniques namely 

MMSE-OSIC, ML and MMSE-OSIC2 for error rate performance improvement of system. Although 

a comparison between Fig. 6.1 and Fig. 6.4 illustrates that by taking � =5, � =5 at 10-4 ASEP, ML 

and OSIC2 required approximately 3dB and 4dB less SNR than OSIC technique in Gaussian noise 

and Laplacian noise scenario respectively.  

Afterward, the special cases of WG fading i.e, Weibull and Rayleigh fading are considered. In 

Fig. 6.2 and Fig. 6.5, Rayleigh fading case is taken into account. In this case, the system gives a 

superior performance by diminishing  �, which validates the previous result in which the Laplacian 

noise gives better performance than the Gaussian noise in severe fading. It was previously 

mentioned that large fading parameter refers to less fading. In Fig. 6.3 and Fig. 6.6, the ASEP is 

demonstrated as a function of the SNR per QAM symbol in Weibull fading environment (�=5) with 

AWGGN for which � = 8,2,0.5,0.25. In this case, when the less fading condition occurs, the 

different two regions are investigated. At low SNR, the ASEP degrades with the increased values 

of � and at high SNR it improves by increasing �. 

 

Fig. 6.1 ASEP of MIMO system for 16-QAM using MMSE-OSIC detection over WG fading channel subject 

to Laplacian and Gaussian noise when �� = �� = 2 
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Fig. 6.2 ASEP of MIMO system for 16-QAM using MMSE-OSIC over Rayleigh fading channel with 

arbitrarily values of � when �� = �� = 2 

 

Fig. 6.3 ASEP of MIMO system for 16-QAM using MMSE-OSIC detection over Weibull fading channel 

(� = 5) with arbitrarily values of  �  when �� = �� = 2 
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Fig. 6.4 ASEP of MIMO system using ML and MMSE-OSIC2 detection (ℳ=1) over WG fading channel 

subject to Laplacian and Gaussian noise  when �� = �� = 2 

 

Fig. 6.5 ASEP of MIMO system for 16-QAM using ML and MMSE-OSIC2 (ℳ=1) over Rayleigh fading 

channel with arbitrarily values of �  when �� = �� = 2 
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Fig. 6.6 ASEP of MIMO system for 16-QAM using ML and MMSE-OSIC2 detection (ℳ=1) over Weibull 

fading channel (� = 5) with arbitrarily values of  �  when �� = �� = 2 

In MMSE-OSIC2, ASEP performance is slightly reduced at the high SNR than ML. Also, the 

complexity level is comparable to traditional MMSE-OSIC. Also, MMSE-OSIC2 detection 

constructively generates LLR values. Therefore, this detection technique gives conformity between 

improved performance and an acceptable level of complexity. Comparing all three-detection 

technique, MMSE-OSIC2 delivers the superior performance by managing the complexity issue with 

improved performance. It can be seen from Fig. 6.1 to Fig. 6.6 that MMSE-OSIC2 illustrates the 

decreasing error rate at high SNRs while at low SNR slight improvement in the error rate 

performance can be seen. 

6.5 Conclusion 

This chapter evaluates the ASEP performance of MIMO system in composite WG fading 

environment subject to AWGGN. MMSE-OSIC, ML and MMSE-OSIC2 detection are used to 

analyze the MIMO system performance. In which, MMSE-OSIC offers simplicity at the cost of 

below optimal performance. Thus, MMSE-OSIC2 is proposed to achieve the optimal performance 

like ML with reduced number of complex operations. Simulation results illustrate that ASEP 

performance is highly improved at high SNR compared to low SNR in ML followed by MMSE-

OSIC2. Analytical expressions for ASEP are derived using 16-QAM containing two independent in-
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phase and quadrature signals of PAM. The MMSE-OSIC detection is for improving the error rate 

performance of MIMO system. We conclude from the results that the ASEP performance in 

Laplacian noise is better than that of Gaussian noise for low SNR. However, in less fading, 

performance is degraded for high SNR, and improved error performance is obtained in Gaussian 

noise than Laplacian noise. In severe fading, improved error rate performance is achieved in the 

presence Laplacian noise than Gaussian noise. In Rayleigh fading case, the system offers superior 

performance for low noise shaping parameter �. This result again proves that the Laplacian noise 

gives the better performance than the Gaussian noise in severe fading. In Weibull fading, the 

different two regions are inspected for less amount of fading or large fading parameter. Moreover, 

the ASEP reduces with � at low SNR and it increases by  � at high SNR.  
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CHAPTER 7 

Conclusion and Future Scope 

In this work, we used OSTBC to achieve transmit diversity and MRC to support receiver diversity 

separately for analyzing error rate performance of MIMO system under different multipath fading 

such as Rayleigh, Rician, Nakagami-m and Weibull. We have demonstrated that MRC with lower 

modulation order always leads to the low error rate. Consequently, for the same SER, less SNR is 

required for BPSK and QPSK than 16-QAM. Thus, diversity techniques with suitable digital 

modulation using multiple antenna systems has a potential to increase the reliability and throughput. 

Then, the effects of double Weibull fading which shows the cascaded nature of channel has also 

been presented which depicts that degraded performance is obtained in double-Weibull fading 

environment compared to single-Weibull fading. As the fading parameter increases for any 

modulation technique, the required SNR gap between single and double-Weibull fading decreases. 

After multipath fading models and cascaded channel model (i.e., double-Weibull), a composite 

Weibull-gamma (WG) channel model is used that considers multipath fading along with shadowing. 

The performance evaluation of MIMO systems in WG fading channels is limited, generally due to 

the difficulty to deal with the non-Gaussian nature of the fading coefficients. Thus, we used AF to 

evaluate different channel conditions. Furthermore, we analyzed the error rate performance using 

the same diversity techniques (i.e., OSTBC and MRC) and different competent detection techniques. 

We clearly showed that from the results that MRC provides 3dB error performance gain compared 

to OSTBC in less fading and severe fading environment, however, OSTBC offers a better 

computational complexity. For the statistical measurement of the system, we have also described 

PDF, CDF and AF. The mathematical and the simulation analysis provide the worth and flexibility 

of proposed channel model. We offered MMSE-OSIC, ML as well as less complex and approximate 

optimal detection technique i.e. MMSE-OSIC2 for MIMO system analysis under WG fading 

scenario. MMSE-OSIC2 contains a number of candidate vectors where candidate selection depends 

on the ML metric values those are applicable to calculate LLR values. A comparative analysis of 

the proposed technique is obtained with MMSE-OSIC and ML detection techniques on the basis of 

both computational complexity and error rate performance. In the MMSE-OSIC2 technique, no 

additional calculation is required to get LLR values for all bits. Thus, simulation results illustrate 

that MMSE-OSIC2 signal detection technique gives a near-ML performance. Consequently, the 



 

98 
 

complexity is comparable to MMSE-OSIC technique. Also, small values of shape parameters 

produce system performance degradation. MIMO system performance improves with the increase 

in a number of transmit/receive antennas, fading and shadowing parameters.  

Then, we evaluated the system performance considering the same scenario in low SNR regime. 

We showed that the WG fading model illustrates a broad range of agreement with measured data 

for several environment conditions. A comprehensive low SNR analysis of MIMO system with 

suitable detection and diversity is presented in WG fading scenario. Novel maganeable expressions 

for �� �����
⁄  and �� are deduced. The proposed analysis of MIMO system deals with three 

techniques, namely, SM with the optimal detection, SM with the MMSE detection and OSTBC. The 

average capacity of OSTBC systems is usually subsidiary to that of capacity-oriented SM MIMO 

techniques, whereas OSTBC system is a diversity-oriented technique. 

Antenna selection analyzes further improvement in the system performance. Thus, we preferred 

optimal and sub-optimal detection techniques to evaluate the capacity. In which, less complex sub-

optimal detection is preferably used in WG fading scenario. The capacity for different selected 

antennas in descending order using sub-optimal AS technique approaches the capacity of optimal 

AS technique with reduced complexity. However, the selection complexity in descending order is 

greater than that of ascending order. Consequently, OSTBC-MIMO system gives reduced error rate 

using 2 out of 4 transmit antenna with 4-QAM compared to 16-QAM.  

In next step, we evaluated the ASEP performance of MIMO system in composite WG fading 

environment subject to AWGGN using MMSE-OSIC, ML and MMSE-OSIC2. We concluded that 

the ASEP performance in Laplacian noise is better compared to that of Gaussian noise for low SNR. 

However, in less fading, system performance is degraded for high SNR, and improved error 

performance is obtained in Gaussian noise than Laplacian noise. In severe fading, improved error 

rate performance is achieved in the presence of Laplacian noise than Gaussian noise. In Rayleigh 

fading case, the system offers superior performance for small noise shaping parameter �. This result 

again proves that the Laplacian noise gives the better performance than the Gaussian noise in severe 

fading. In Weibull fading case, the different two regions are inspected for less amount of fading or 

large fading parameter. Moreover, the ASEP reduces with � at low SNR and it increases by  � at 

high SNR.  

To make this work feasible and employable for more practical design of wireless system, we 

implant number of antennas at the base station to avoid the bulkiness of mobile units. However, the 
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overall improved system performance can be achieved at the expense of increased complexity or 

cost. Consequently, we consider all possible fading, shadowing and noise scenario using a 

composite channel model. 

Cooperative networking has appeared as a prime segment of future wireless networks since it 

delivers high data rate communication over vast geographical areas. In this condition, distributed- 

MIMO (D-MIMO) arises as a promising tool for achieving substantial performance improvements 

in wireless systems, identical to those given by conventional MIMO in a point-to-point wireless 

radio channel. Therefore, the work proposed in this thesis can be extended by using antenna 

selection with transmit antenna selection (TAS)/MRC and D-MIMO system. Also, the AWGGN 

noise scenario can be considered using OSTBC/MRC in the same composite fading scenario. 

Furthermore, multi-user MIMO and fifth generation (5G) evolutionary massive MIMO system 

performance can be analyzed in such scenario for further performance enhancement by computing 

capacity and error rate. 
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