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Abstract

Digital images play an extensive role in our daily life as we are living in the

digital and technical era. The images can be a personal or official and can also

used as various important purposes such as evidence in court of law, a news item,

financial record etc. Forge images are being used as original image to disguise

and can be presented as false evidence. Furthermore, image processing softwares,

editing tools and internet makes this process quite easy. Anyone can doctor the

digital images without leaving visual clues. The activity of doctoring images is

decreasing the trust-worthiness of digital images. Therefore, there is essential and

effective algorithm which can detect image forgery automatically for authenticity

or genuineness of the digital images.

The copy-move (cloning) is a very popular type of forgery which is used to create

a digital image doctoring. In this approach, a specific block of image or object is

copied and then pasted it to the other portion of the same image to accomplish

information hiding. Additionally, the copied area move from the same image, its

significant properties namely noise, texture and color palette will be well matched

with the remaining part of the image. It will lead to a great remonstrance in iden-

tifying and locating the forgery regions.

Although various approaches have been proposed by number of researchers to

detect copy-move image forgery (CMFD), still there are some research gaps such

as false detection, high execution time and poor accuracy due to various forgery

attacks. We have addressed all these issues in proposed algorithms, and new

improvements have been suggested to enhance the accuracy as well as reduce the

execution time.

This thesis has been divided into six chapters. Chapter 1 introduces the concept

of image forgery, classification of forgery, important characteristics and various

applications of image forgery. This is followed by a literature review of copy-

move image forgery detection techniques along with their merits and demerits.
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The method of copy-move image forgery along with major performance metrics

namely Accuracy, True Positive Rate (TPR) and False Positive Rate (FPR) has

been discussed. An identification of CMFD using image projection profiling with

improved performance in accuracy and execution time is discussed in chapter 2.

Chapter 3 and 4 discuss robust and hybrid techniques with their performance

in respect of accuracy, TPR, FPR, execution time, dimension reduction as well

as after applying various attacks. We have also tested proposed algorithm on

public database MICC-220. This database is having total 220 images. Total

images are a combination of original image, copy-move forgery images and various

attacks are also applied on forge images such as rotation, scaling, compression etc.

Chapter 5 presents texture feature extraction method, which is used in various

application areas of image processing. Finally, the summery of all work along

with contribution and future scope are discussed in chapter 6 followed by list of

publications and references at the end.
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Chapter 1

Introduction and Background

1.1 Introduction

Digital image forgery is not new to the human being but a very old issue. Previ-

ously, it was restricted to art and literature although did not affect the common

people. Nowadays the rapid growth of internet, image processing software plus

sophisticated editing tools make this task pretty easy where a digital image could

be effortlessly modified or forged [1]. Further, it is almost impossible for human

vision system to recognize visually either the image is original or doctored with

naked eye. The rapid improvement have been found in the digital forgeries in

mainstream media as well as on the internet and in social media [2]. This trend

shows grave susceptibility as well as decreases the trustworthiness of the digital

images. Consequently, developing better algorithms to authenticate the honesty

as well as genuineness of digital images is essential, specifically taking into con-

sideration that images can be conferred as an evidence in a court of law, as a

part of a medical records, as news item and as financial documents. So, detecting

forgery in a image is one of the prime objective of digital image forensics. The

classification of image forgery is shown in figure 1.1.
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Figure 1.1: Types of digital image forgery techniques

1.1.1 Pixel-Based Image Forgery Detection

Pixel based approaches emphasis to pixels of the image. Pixel-based approaches

are also known as passive image tampering detection techniques. Further, this

method is classify into four types. In this work, our focus is on copy-move image

forgery. This technique is one of the most trivial method for image forgery. Figure

1.2 display the classification of pixel based image forgery method.
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Figure 1.2: Pixel based image forgery

1.1.2 Copy-Move (Cloning)

Copy-move is one of the widely used as well as trivial method of image forgery

and it is also known as cloning. In this type of forgery, the area or object of image

is copied and then pasted into someplace within the image. Figure 1.3 depicts

the original image with its doctored version. The original image is having six

balloons and copy-move image with nine balloons.
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Figure 1.3: Copy-move(cloning)image forgery

1.1.3 Resampling (Resize, Stretch, Rotation)

For combining two objects or people into a single, it is likely to perform various

operations such as we have to resize as well as stretch one person or object to

match with the other object or people. Additionally, in this process we have to

resample original image into a new sampling lattice.

1.1.4 Splicing

This is a different type and widely used technique of image forgery. In this

approach, two or more than two images will be converted into a single composite

image. Suppose we have two images shown in Figure 1.4. We have made a

composite of these two into a single image. If this is done carefully than the

border between spliced are impossible to identify visually.
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Figure 1.4: Spliced image forgery

1.1.5 Statistical

The statistical model is basically used to detect all things from basic image al-

terations such as resizing as well as filtering to perceptive photographic from

computer generated photo and finding the hidden messages.

1.2 Related Work

Various algorithms have been proposed for detecting copy-move region by various

researchers, few algorithms are efficient in term of detection of actual forgery

region but taking too much execution time. Some algorithms are not efficient

detecting forgery but having less execution time. However, very few algorithms

are efficient in term of detecting forgery with less execution time but not robust

in term of various attacks such as rotation, scaling, blurring, multiple copy-paste

attack etc.
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The detection of digital image forgery algorithms are divided into active and

passive techniques. In the active technique, digital image verb needs preprocess-

ing of image namely signature generation as well as embedding of watermark,

which restricts their application or usefulness in systems. Contrasting, water-

marking and signature based techniques; the passive techniques do not require

the generation of digital signature or embedding of watermark. Further, passive

approaches of detecting image forgery are separated into five types as display

in Figure 1.1 Additionally, pixel based approaches mainly identify the statistical

anomalies applied at the pixel level; on the other hand, format based approaches

control the statistical correlations employed by a specific lossy compression sys-

tem; Further, camera based approaches utilize artifacts introduced by the camera

lens or sensor as well as on-chip post-processing; In physical environment based

approaches, we unambiguously model and notice anomalies in the three- dimen-

sional interaction among physical objects or light as well as camera; Lastly, ge-

ometry based approaches formulate dimensions of objects in the world and their

locations reciprocal to the camera.

a) Pixel Based Techniques are mainly emphasized on the detecting pixel

irregularities that were introduced at the time of forgery process. These are the

most popular technique in image forensics, further categorize in three categories

i.e. Cloning (copy-move), Splicing and Retouching.

b) Format Based Techniques are mainly depend on image formats as well as

work in the JPEG format, this techniques are further classify into three categories

i.e. JPEG Quantization, Double JPEG and JPEG Blocking.

c) Camera Based Approaches are focus on identifying the clues of forgery by

exploiting the artifacts applied by various step of the image capturing process.

Further divided in four categories i.e. Chromatic Aberration, Color Filter Array,

Camera Response and Sensor Noise.
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d) Physics Bases Technique are depend on calculating the lighting directions

and differences in lighting betwixt image area in the image as a telltale sign of

image doctoring, further divides in three types i.e. Light Direction 2D, Light

Direction 3D and Light Environment.

e) Geometric Based Technique is depending on calculating principal point

of image areas crosswise a image, and the discrepancy between principal points.

This technique is further categories in two category i.e. Principal point and metric

measurement.

The copy-move (Cloning) image tempering is most common approach prac-

tice to create a image tampering, in which a particular block or object of image

is copied and then pasted it into some other place of the similar image to accom-

plish information hiding. As the copied block arrive from the similar image, its

significant characteristics namely noise texture and color palette will be reconcil-

able with the remaining part of the image and hence it will leads to a great threat

whenever we are going to detect it as well as in locating the doctored region.

The detection of copy-move (cloning) image forgery various approaches have been

developed that are mainly depend on either block based technique or key point

matching techniques are shown in figure 1.5[3, 4, 9, 12, 18, 24, 26].
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Figure 1.5: Image forgery detection techniques

1.2.1 Key-point based Approaches

The key point based approaches are mainly reckon on the extracting local inter-

est points. These points are also known as key-points. Further, extracting the

local points with high entropy without any image sub-blocking. The best key-

points are able to identify distinct locations in a image areas are considered as

efficient key points. They should be robust in terms of detecting noise, geometric

transformations, illumination changes and other distortions. The major benefits

of key-point approaches are that the detecting tampered region with high rate,

which illustrate a rich structure namely image regions, though struggling to de-

crease the false matches in the flat regions such as sky and ocean.

Huang et al. [15] developed copy move forgery detection using scale invariant

feature transform (SIFT) technique in 2009. Firstly, the authors have used SIFT

technique to find the duplicate region with scale as well as rotation. Further, best
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bin first search (BBF) techniques have been used for finding possible duplicate

key-points. Additionally, nearest neighbor distance ratio(NNDR) is applied to

increase the detection rate or accuracy. This technique is able to find key-points

even if image is noisy or compressed. Similar methods have been developed by

various authors using SIFT and SURF algorithm such as, Amerini et al.[22] and

Battiato et al.[53].

1.2.2 Block Based Methods

Block based approaches are very popular and able to detect forgery regions accu-

rately. First image is separated into a overlapping sub blocks. Further, efficient

features (feature vector) are extracted from every block with the help various fea-

ture extraction and dimension reduction methods (DWT, DCT, SVD and PCA

etc.) as shown in figure 1.6. Compared these feature vectors to find the possible

forgery regions.

Figure 1.6: Block based image forgery detection techniques
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The first block based method is introduced by Fridrich et al. [1] for detecting

image tampering in 2003. This technique have divided the image into overlapping

blocks (16× 16) for extracting features. Further, extracted DCT coefficients are

used as feature vector. Moreover, lexicographically sort the DCT coefficients

of each blocks. After lexicographically sorting, identical blocks are nearby and

forgery region are detected. Authors have perform retouching operations But

any other robustness test have not performed .This method is taking too much

computational time and not able to detect tampered region if attack are applied

on image like rotation and scaling.

Next, Popescu et al. [2] initiated a technique for exposing digital forgeries by

detecting duplicated image regions in 2004. Principal component analysis (PCA)

is applied on fixed size image blocks (16 × 16, 32 × 32). Further, eigenvalues as

well as eigenvectors have been calculated of every block. Moreover, lexicograph-

ical sort is applied and duplicated regions have been detected. This technique

provides better results compare to fridhrich methods. This technique is capable

of detecting tampered region even if the image is compressed as well as noisy.

Gouhui Li et al. [7] introduced a sorted neighborhood technique for the

detection of duplicate region with the help of DWT and SVD in 2007. First,

DWT is used to decompose image into four sub-bands. Further, low frequency

sub band is chosen for further processing. Moreover, singular value decomposition

(SVD) is applied to extract feature vector on reduced dimension representation.

Lexicographical sort is applied on singular value vector and similar vectors are

nearby. These vectors are matched and forged region detected. They have used

gray scale as well as color images for detecting duplicate region.

Mehdi Ghorbani et al. [8] developed DWT-DCT (QCD) method for detect-

ing copy-move image forgery in 2011. Initially, authors have applied DWT to

get low, high frequency sub bands of image. Further, DCT-QCD (Quantiza-

tion Coefficient Decomposition) is employed in row vectors to decrease vector
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length. Then, lexicographically sort is applied to the row vectors and shift vector

is calculated. Finally, the comparison of shift vector with the preset threshold is

performed and the tampered region is located.

Jing Zhang et al. [13] introduced a new technique for copy-move image

forgery detection from digital images in 2008. Firstly, authors have applied DWT,

the image is splitted into low frequency four sub bands. Further, low frequency

sub band is chosen and divided into non-overlapping blocks. Moreover, the phase

correlation utilize to calculate the spatial offset betwixt the copy-move areas.

Finally, pixel matching is employed for detecting tampered area. developed tech-

nique provides better results even if the image is highly compressed and also

considered as very effective technique which is taking less computational time

comparatively.

Li kang et al. [15] designed the algorithm for detecting tampering from digital

image in 2010. Firstly, the image is divided into small blocks as well as improved

singular value decomposition (SVD) is applied for feature extraction. Further,

lexicographically sort is applied on SV vectors, similarity matching is employed

to located forged region from the input image.

Zhouchen Lin et al. [17] developed a fast as well as automatic technique

and fine-grained forgery region detection with the help of DCT coefficient in

2009. First of all DCT coefficient have applied for extracting feature from image

and then bayesian method is employed for locating possible forgery. Finally, the

forgery region is location successfully.

Further, Wang et al. [43] developed hybrid approach, used DWT and DCT

for detecting copy-move forgery region. Similarly, distinct techniques have been

developed for detecting copy move image forgery. [4, 5, 6, 11, 12, 15, 17, 18, 19,

20, 23, 24, 25, 26, 45, 46, 55, 56, 57]
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1.3 Feature Extraction Techniques

The most common features available in the image include color, texture and

Shape etc. Feature extraction is mainly dependent on these three types of features

and performance of any desired task is also dependent on these extracted features.

Generally, feature representation methods are divided in three categories namely

region-based, global based and block-based features [44, 101]. Additionally, less

concentration has been given to image feature extraction related to a meaningful

research on annotation as well as retrieval model itself developed. In this present

work, our attention is only on texture based feature extraction. we have tested

our algorithm on various medical images i.e. X-Ray, thyroid and Brain CT scan,

and image processing images i.e. Lena image and JUIT logo.

A number of textural feature extraction methods were developed [62, 63].

The local binary pattern (LBP) method [63] is working on the idea of binary

patterns for illustration of texture. It is extensively accepted due to simplicity of

LBP and effective in representing the local spatial structure of an image. Further,

the LBP techniques were enlarged as well as joined with different techniques. In

results, the wide range of texture demonstration algorithm are convenient for var-

ious image analysis assignments. Conventional examples contain LBP expansion

featuring scale invariance [66] as well as rotation invariance [66, 67] Further, the

combination of both inter plus intra spatial structure of the LBP patterns [68] as

well as fusion of micro LBP and macro Gabor features [69].

A very first study on visual inspection [73] has demonstrated that the LBP

features were efficiently adopted in surface defect detection. Afterwards, BP-

based features[74] have also adopted for wood quality discrimination. Moreover,

more recently these features have been employed on automatic defect detection

[75, 76] as well as in remote sensing [77]. Additionally, a diversified inspection

has presents, the extraction of features with the help of BP approaches are found

to be useful for content based image retrieval [78, 79]. Though, recently the LBP

14



technique has been utilized in a discriminative model for image ranking from text

queries [80]. In addition to that, texture representation technique is also consid-

ered as highly efficient and effective in the area of face recognition. Afterwards,

it is proficiently employed in invariant face recognition [81, 82], recognition of fa-

cial expressions [84] and face authentication [83]. Wonderful results are achieved

from its various application of biomedical imaging including classification of pro-

tein images [86], video endoscopy [85], computer aided neuroblastoma prognosis

system [87]. Further, it is also successfully used in various area of motion anal-

ysis such as underwater image matching [88], object tracking [90], modeling and

detection of moving objects [89].

The research community has lot of interest on LBP texture representation, various

approaches have been proposed with the help of BP model. The technique was

developed for the assessment of local contrast measure [64]. Later, the LBP/C

technique was establish by using the joint distribution of LBP codes as well as

local contrast measures, which shows support to diversity of the illumination.

This is also employed to improve the differentiation capacity of the original LBP

technique. In addition to that, other version of LBP is Local edge patterns (LEP)

technique which was designed for image segmentation [70]. This technique ex-

plain the spatial structure of local texture through the spatial orientation of edge

pixels. Afterwards, similar method median binary pattern (MBP) was developed

by Hafiane et al.[71], which is intensity-shift invariant. It is works on the texture

primitives are resolved with localized thresholding contrary to local median. Fol-

lowing this analysis, a hashed variant of MBP to a binary chain has been figure

out, in results another resolution as well as rotation invariant MBP (MBP-ROT)

texture descriptor found [72].

Fuzzy sets provide a adaptable framework for dealing with indeterminacy char-

acterizing real world problems, originating mainly from the unprecise as well as

imperfect nature of information. However, fuzzy sets do not deal with the hesi-

tancy (intuitionistic index) in images originated out of distinct factors. In which
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their majority are caused by intrinsic vulnerability of the acquisition and imaging

mechanisms. Further, distortions arises as a result of the restraint of acquisition

chain namely the non-linear nature of mapping system, quantization noise, affect

certainty with respect to the “brightness” or “edginess” of a pixel, the suppres-

sion of dynamic range. Hence, introduce a degree of hesitancy connected with

the corresponding pixel.

Next, fuzzy sets theory introduced by Zadeh [96] by extracting the texture spec-

trum features [91] as well as their proficient successors. Additionally, the LBP

features are able to improve their robustness to noise [30, 92, 93, 94, 95]. Though,

these practice can only be treated as preliminary because they incorporate only

a restricted experimental assessment. Further, Keramidas, Iakovidis et al [30, 95]

proposed a generic as well as uncertainty aware technique for the derivation of

fuzzy local binary pattern (FLBP) texture models. Additionally, intuitionistic

fuzzy set theory proposed by Atanassov [97] provides a impressionable mathe-

matical structure to deal with uncertainty as well as the hesitancy originating

from imperfect as well as imprecise information. A extrusive property of IFS is

that it appoint to each element a membership degree as well as a non membership

degree with certain amount of hesitation degree.

1.4 Performance Measures

The performance of the forgery detection techniques can be observe by calculating

Accuracy, True Positive Rate (TPR) and False Positive Rate (FPR). They can

be estimated as follows:

True Positive (TP): Tempered image detected as tempered

False Positive (FP): Original image detected as tempered

True Negative (TN): Original image detected as original

False Negative (FN): Tempered image detected as original
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From these above measures, we can define various performance evolution

metrics: Accuracy, True Positive Rate (TPR) and False Positive Rate (FPR) as

follows:

Accuracy =
Number of identified images

Number of forged images
× 100

True Positive Rate(TPR) =
Number of forged images identified as forged

Number of forged images

False Positive Rate(FPR) =
Number of original images identified as original

Number of original images

1.5 Problem Identification

In this thesis, we have focused to design robust algorithms which are able to

detect forgery with less execution time and also able to detect forgery on images

subjected to scaling, rotation, blurring, and multiple copy-paste attacks. We

have focused on the following issues:

1. In the literature survey of image forgery, we have found that the number of

existing approaches, which are not able to detect actual forgery region. So,

the false matches are the major limitation. Detecting actual region with

good accuracy rate is the challenging tasks. We have addressed this issue

and proposed an algorithm based on projection profiling.

2. We have processed the image block by block and extracted the feature

vector for each block then compared similar the feature vector to find the

possible duplication. The extraction process will take lot of computational

time so improving computational time is other major challenge of this re-

search domain. We have suggested a hybrid algorithm based on direct fuzzy

transform and ring projection which reduces the execution time as well as

improve the accuracy.
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1.6 Objectives of Thesis

Image processing software’s, editing tools and internet makes image forgery pro-

cess quite easy. Anyone can doctor images without leaving any visual clues.

Therefore, there is necessity of some effective algorithm which can detect image

forgery automatically with good accuracy rate. Objective of the thesis are given

as follows:

1. To propose a robust and efficient forgery detection algorithm, which is able

to detect forgery region successfully. Also reduce the false matches and

suggest new improvements in the accuracy rate.

2. To develop a lightweight and fast technique for detecting copy-move image

forgery. The algorithm will take less execution time for detecting copy-move

region compare to existing approaches.

3. To introduce a hybrid scheme which provide better result compare to other

reported algorithms if various attacks are applied. And also able to detect

copy-move forgery region accurately with less execution time.

4. To propose an efficient scheme for feature extraction from digital image,

these extracted features can be applied in many application areas of image

processing including image forgery detection.

We design a forgery detection technique with less execution time and robust

to various forgery attacks. Proposed algorithms obtain the several objectives and

identified number of problems in existing forgery detection techniques and their

solutions.
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1.7 Organization of the Thesis

The thesis has been organized into six chapters as follows:

chapter 1 provides the introductory part of the thesis as well as literature review

and background. In chapter 2, we have presented an approach for identification of

copy-move image forgery based on projection profiling for reducing the execution

time. In chapter 3, a hybrid scheme for copy-move image forgery detection using

ring projection and modified fast discrete haar wavelet transform is discussed.

Chapter 4 presents a copy-move image forgery detection using direct fuzzy and

ring projection transform. This algorithm is efficient in term of accuracy of

detecting forgery as well as reducing the execution time. Further, chapter 5

demonstrates a texture features extraction technique using intuitionistic fuzzy

local binary pattern. Finally, the conclusions and future scope are discussed in

chapter 6. List of publications and references are depicted at the end.
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Chapter 2

Projection Profiling based

Copy-Move Forgery Identification

2.1 Summary

Image forgery is a very common issue which causes the negative impact on the

society. In the past, it was not affecting the general public because the sophisti-

cated software as well as editing tools are not getatable quickly, the fast progress

of the image processing software make this task pretty simple. It is strenuous

for humans to perceive visually whether the image is original or doctored if it

is done with care. The genuineness of image is very essential in present digital

scenario. Cloning doctoring is trivial form of tampering, such type of tampering

an object is copied and than pasted into other place within the same image in

order to hide some essential features of the image. In the present chapter, we dis-

cuss detecting of cloning technique using image projection profiling. Firstly, the

input image is converted into binary then horizontal as well as vertical projection

profiles have been calculated, which is employed in calculating the rectangular

area of copy-move image forgery. The experimental analysis demonstrate that
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the developed technique is capable in term of detecting copy-move region and

meaningful enhancement have been suggested in computational time.

2.2 Introduction

If image forgery is done with care without leaving any traces then it is strenuous

to human visionary framework to perceive whether the digital image is original

or doctored. Further, the quick progress of the digital image processing software

and internet make this task pretty easy, anybody can easily doctored digital

image using these getatable editing softwares. This tendency illustrate serious

susceptibility as well as diminishing the trustworthiness of the digital images.

Thus, new algorithms should be developed to authorize the integrity as well as

the persuasiveness of digital images. Additionally, it is awfully crucial in present

digital scenario, specifically obtaining in this regards the image is conferred as

an evidence in a court of law, as financial documents, as a component of medical

records and can be utilize in some other important places. Hence, the detection

of digital forgery is very critical.

The most common type of image forgery is cloning forgery which is frequently

used for doctoring digital image. Additionally, in cloning, an object or an region of

an image is copied and pasted onto the another section of the same image to cover

some eminent feature of the image. The task of detecting image forgery becomes

more complicated due to the copied section have the same properties of the image

namely texture, noise component and color palette etc. Further, these properties

show the detection approach search for copy-move forgery section with the help

of inconsistencies in statistical measures will fail. The number of techniques

are available which provides the solution of copy-move image forgery. These

techniques provides a result under set of circumstances as well as assumptions;

these approaches will not perform if these presumption are not realized [1, 2, 4, 6].
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In the direct technique for identifying clone image is splitted into small over-

lapping blocks and then all the blocks are compared with one another. If two

blocks are found to be similar, then these blocks represent potential forgeries.

Suppose the image is having ss pixels, the block size pp pixels and the blocks

are compared pixel by pixel, then there are ((s-m+1) (s-p)/2)p2 comparisons.

If s=256 and p=16, then there are 7.4 million comparisons. Thus, we can say

that these direct techniques are too slow for identifying doctoring from the digital

images. In order to make the computation fast and overcome direct technique

for identifying forgeries, we have introduced the concept of projection profiling.

The main advantage of this technique is it doest require features extractions as

well as so much calculations of blocks and comparisons of blocks.

2.3 Proposed Algorithm

The projection profiling of an image accommodate essential peculiarity of an

image. This may be employed in the detection as well as estimation various

features of an image. Additionally, it take less computation time compare to

another image representing approaches. The image profiling is attempted for

identifying Braille character pattern [35]. In this chapter, we have also utilize

image projection profiling. This technique will help in identifying the copy-move

forgery from digital images.

The proposed method has been applied on binary images as follows:

1. An Image X (color/gray) of order (P,Q) converted to binary image Y.

2. Horizontal r(n) and vertical s(m) are the projection profile of Image Y

respectively, may be expressed as

r(n) =
P∑

m=1

Y (m,n)
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and

s(m) =

Q∑
n=1

Y (m,n)

3. By using impulse response, moving average filter of order L is calculated

g(a) =
1

L

L−1∑
l=o

δ(a− l)

assume, L ≪ min (P,Q)

4. Horizontal (r) and vertical projection profile (s) passed through moving

average filter and r
′
, s

′
be the outputs after applying the filter:

r
′
(n) =

L∑
k=1

g(k)r(n− k)

and

s
′
(m) =

L∑
k=1

g(k)s(m− k)

5. Calculate the mean outputs of the filter

zr =
1

Q

Q∑
n=1

r
′
(n)

zs =
1

P

P∑
m=1

s
′
(m)

6. Find the rectangular corner indexes of cloning region. Let rs=re=ss=se=ϕ,

such that ϕ is a void set.

for n→1:Q

if r
′
(m)< zr

r
′
(n)=1

else

r
′
(n)=0

r
′ ′(n)=r

′
(n) - r

′
(n− 1)

if r
′ ′(n)=1
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rs =[rs,n]

if r
′ ′(n)= -1

re=[re,n]

end

for m→1:P

if s
′
(m) < zs

s
′
(m) =1

else

s
′
(m) =0

s
′ ′ (m) = s

′
(m) - s

′
(m-1)

if s
′ ′ (m) = 1

ss =[ss, m]

if s
′ ′ (m) = -1

se = [se, m]

end

7. Finally, Find the rectangular area cloning region of the image X

R1 = X(rs(1,1):re(1,1)=ss(1,1):se(1,1))

and

R2 = X(rs(1,2):re(1,2)=ss(1,2):se(1,2))

Here R1 and R2 are the similar regions.

2.4 Results and Discussion

The experimental results were carried out on MATLAB 2013a, 4GB RAM and

core i3 processor. To check the robustness and feasibility of our proposed algo-

rithm, we have tested proposed algorithm on more than 20 forged images with

various image sizes i.e. 128× 128, 256× 256 and 512× 512 etc.
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Figure 2.1(a) shows original image with the forge version of original are shown in 

figure 2.1(b). Further, the doctored image is transformed to binary image. After 

that, the horizontal as well as vertical projection profile of the input image is 

computed and depicted in figure 2.2, figure 2.3 respectively. Moreover, moving 

average filter has been used on these obtained projection profiles, which is used 

to smoothen these curves (depicted in figure 2.2 and figure 2.3). Further, the 

x-coordinate of corners index of the rectangle boxes have been computed with 

the help of filtered horizontal projection profile as describe in proposed approach. 

Similarly, y-coordinate has been estimated with the help of filtered vertical pro-

jection profile.

Proposed technique is also employed on various tampered images as depicted in 

figures 2.4 to 2.15. The developed algorithm is works well despite multiple area 

or objects are presents in the image which is depend on the recurrence of val-

leys of the projection profile. Additionally, we can recognize the cloning area in 

the tampered image with the help of projection profile. In addition to that, if 

various objects are presents in the image then it will provide a valley in the pro-

jection profile however it will not be identical with another valley in the similar 

projection profile. Though, the developed algorithm is also having limitation as 

it works well when the object is having high contrast to the background of the 

image.

The computational time efficiency is compared with the existing method are 

shown in Table 2.1. It has been shown that computation time is relatively less 

for the proposed method for different sizes of images. For the proposed algorithm, 

there is tremendous improvement in the computation time for the bigger image 

sizes. The Complexity of this algorithm is O(n2).
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Figure 2.1: (a) Original image (b) Doctored image (c) Results of Cloning forgery.

Figure 2.2: Horizontal and filtered horizontal projection profile depicts in figure

2.1(b).
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Figure 2.3: Vertical and filtered vertical projection profile depicts in figure 2.1(b).

(a) (b) (c)

Figure 2.4: (a) Original image (b) Doctored image (c) Results of Cloning forgery.
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Figure 2.5: Horizontal and filtered horizontal projection profile depicts in figure

2.4(b).

Figure 2.6: Vertical and filtered vertical projection profile depicts in figure 2.4(b).
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(a) (b) (c)

Figure 2.7: (a) Original image (b) Doctored image (c) Results of Cloning forgery.

Figure 2.8: Horizontal and filtered horizontal projection profile depicts in figure

2.7(b).
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Figure 2.9: Vertical and filtered vertical projection profile depicts in figure 2.7(b).

(a) (b) (c)

Figure 2.10: (a) Original image (b) Doctored image (c) Results of Cloning forgery.
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Figure 2.11: Horizontal and filtered horizontal projection profile depicts in figure

2.10(b).

Figure 2.12: Vertical and filtered vertical projection profile depicts in figure

2.10(b).
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(a) (b) (c)

Figure 2.13: (a) Original image (b)Doctored image (c) Results of Cloning forgery.

Figure 2.14: Horizontal and filtered horizontal projection profile depicts in figure

2.13(b).
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Figure 2.15: Vertical and filtered vertical projection profile depicts in figure

2.13(b).

Table 2.1: Execution Time (In seconds) Comparison with Existing Algorithm

Image Name Image 1 Image 2 Image 3 Image 4 Image 5 Image 6

Image Size 128 256 384 424 512 656

×128 ×256 ×384 ×424 ×512 ×656

Wang et al.[43] 4.96 39.70 171.09 239.48 478.109 1259.35

Proposed Method 3.29 4.27 4.81 5.33 5.69 6.12

2.5 Conclusion

We have developed a new approach for image forensics using projection profiling.

As the block-based cloning forgery identification techniques are computationally

intensive. Hence, any improvement in execution time will help in checking forgery

from the given image. The proposed method successfully addresses this issue and

is noticeably faster than the existing methods.
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To check the robustness of our proposed approach it has been implemented on

distinct forge images. The results demonstrate that the proposed technique is ca-

pable in detecting copy-move region effectively and new enhancements have been

suggested in computational time shown in table 2.1. In future, we can improve

the copy-move forgery detection approach with applying various attacks namely

rotation, added Gaussian noise, JPEG Compression and scaling.
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Chapter 3

Modified Fast Discrete Haar

Wavelet and Ring Projection

Transform based Cloning

detection

3.1 Summary

In the recent years, Wavelet transform has been considered to be a very effec-

tive tool for image processing. Modified fast haar wavelet transform (MFHWT)

is very useful approach which reduces the computation work in haar transform

(HT) as well as fast haar transform (FHT). In this current work, we applied mod-

ified fast haar wavelet on an input image to yields a highly minimized dimension

representation. In that manner, the number of image blocks of an image can

be drastically reduced which improves the time proficiency of successive lexico-

graphical sorting as well as similarity matching.
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This reduced dimension representation is splitted into fixed size overlapping

blocks, then ring projection transform is executed to every block for extract

the features into a row vector. These extracted feature vectors are arranged in a

matrix. Further, the feature vectors are lexicographically sorted so that identical

blocks would be successive. Lastly, the similar blocks are filtered out by calcu-

lating the similarity value of correlation coefficient between two adjacent blocks.

Obtained results demonstrate the performance of proposed technique, which is

able to reduces dimension drastically as well as decreases the time, memory re-

quired for the identification process of copy move forgery.

3.2 Introduction

In the recent years, the recognition of digital cameras, tablets and smart phones

have made the acquirement of digital images simple. Additionally, sophisticated

photo editing tools and packages namely Photoshop makes it somewhat easy to

generate image doctoring, on which people almost unattainable to distinguish

the dissimilarities between the original image as well as doctored image. There

is speedy enlarge in digitally manipulated image forgeries in social media as well

as on the internet. These kinds of activities decreasing the credibility of digital

image, so there must be some algorithm which can provide the authenticity of

digital images.

In literature, there are mainly two types of image authentication methods: Active

as well as passive method. In the active methods, the digital image requires

preprocessing of image namely watermark embedding and signature generation,

which restrictions their application in practice. To overcome active methods

passive method came into the picture, approaches do not require any digital

signature to be generated or to insert any watermark. Additionally, passive

methods are further categories into five categories.[1, 2]
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3.3 Modified Fast Haar Wavelet Transform

In this section, we discuss the concept of modified fast haar wavelet and ring

projection transforms. Further, Haar Transform (HT) is memory proficient and

exactly reversible without the edge effects. Nowadays haar transform technique is

widely used in image compression. The HT is one of the effortless as well as simple

transformation from the space domain to a local frequency domain. Further,

HT disintegrate signal into two components, the first one is known as average

(approximation) as well as trend and second one is called difference (detail) as

well as fluctuation.

An explicit formula for the values of first average sub-signal,a1 = (a1, a2, · · · an/2)

at one level for a signal f = (f1, f2, · · · fn) of length n is given by

ak =
f2k−1 + f2k√

2
, k = 1, 2, . . . , n/2. (3.3.1)

and the first detail sub-signal, d1 = (d1, d2, . . . dn/2) at the similar level is defined

as

dk =
f2k−1 − f2k√

2
, k = 1, 2, . . . , n/2. (3.3.2)

Wavelet decomposition of the images is adopted because of its inherent

multi-resolution properties. Additionally, the basic concept of employing dis-

crete wavelet transform is to minimize the size of a image at every level. Assume

a square image of size 2j × 2j pixels at level L minimizes to size 2j/2 × 2j/2 pixels

at level L + 1. Further, at every level, the image is divided into four sub bands

or images. Additionally, the sub bands or images are knows as LL, LH, HL

and HH. Further, LL band (approximation region) consist information regarding

the global properties of evaluated image and elimination of spectral coefficients

against that region have more chances of the immense distortion in the original

image.
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Moreover, LH (horizontal region) are having information regarding the vertical

lines which is hidden in a image and elimination of spectral coefficients against

that region remove horizontal details of the original image. On the other hand,

HL (vertical region) consist information regarding vertical lines which is hidden

in a image and elimination of spectral coefficients against that region remove

vertical details of the original image. Lastly, HH (diagonal region) includes infor-

mation regarding the diagonal details which is hidden in a image and elimination

of spectral coefficients against that region leads to less distortions in the original

image.

Roeser and Jernigan [33] introduced the Fast Haar Transform computation-

ally efficient and effective techniques which are able to minimize the laborious

work of calculations. Further, FHT incorporate addition, subtraction along with

division by 2.

Additionally, the FHT are applied in atmospheric turbulence analysis, image

analysis, signal and image compression [34]. Moreover, modified fast as well as

exact algorithm for fast haar transform has been explain in [49].

In MFHWT, first average sub-signal, a1 = (a1, a2, . . . an/4) at one level for a

signal f = (f1, f2, . . . fn) of length n is given by

ak =
f4k−3 + f4k−2 + f4k−1 + f4k

4
, k = 1, 2, . . . , n/4 (3.3.3)

and the first detail sub-signal, d1 = (d1, d2, . . . dn/4) at the same level is given as

ak =


(f4k−3+f4k−2)−(f4k−1+f4k)

4
, k = 1, 2, . . . , n/4

0, k = n/2, 2, . . . , n.
(3.3.4)

Bhardwaj and Ali [50] used the same concept of finding averages and differ-

ences to extended for 2-D images in addition of acknowledging the detail coeffi-

cients 0 as n/2 elements at every level.
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The MFHWT is faster than FHT, it is also minimize the computation effort.

Additionally, MFHWT provides the values of approximation as well as detail

coefficients one level ahead than the FHT and HT. Moreover, At every level in

MFHWT, we require only half of the original data employed in FHT because of

this it becomes more and more memory proficient. The most noticeable fact is

that the MSE as well as PSNR values of reconstructed images are as wonderful

as in HT as well as in FHT. Figure 3.1 depicts an image along with its wavelet

transform applied up to level 3.

Level  J (base) 

Level  (J-1) 

Level 1 

Level  0 

Level 2 

N N 

N/4 N/4 

1 1 

4 4 

16 16 

Figure 3.1: MFHWT decomposition

3.3.1 Features Extraction using Ring Projection Trans-

form (RPT)

The RPT [36, 37, 51, 52] was proposed to make pattern matching invariant to

rotation. The RPT converts a 2-D image in the rotation-invariant representation
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of 1-D ring projection space. Further, let say a template whose dimension is

m × n, by T (x, y). Moreover, the template will be processed by RPT as above:

Firstly, the center point of T (x, y) is represented as (xc, yc). Afterwards, the

template T (x, y) Cartesian frame is converted into a polar frame suing the given

relations:

x = r cos θ, (3.3.5)

y = r sin θ, (3.3.6)

where, r = Int[(x− xc)
2 + (y − yc)

2]1/2, r ∈ [0, R], R = min(M, N) and θ ∈

[0, 2π].

The ring-projection of image T (x, y) at radius r, denoted by PT (r), is defined

as the mean value of T (r cos θ, r sin θ) at the specific radius r. That is,

PT (r) =
1

2πr

2π∫
0

T (r cos θ, r sin θ) (3.3.7)

The effect of noise can be minimize by taking the mean of stimulus values of

every particular ring. The discrete illustration of PT (r) is given by

PT (r) =
1

Sr

n∑
i=1

T (r cos θk, r sin θk) (3.3.8)

where, Sr is the total number of pixels tumbling on the circle of radius r =

0, 1, 2, · · · , R. Because PT (r) is describe as the mean of pixel intensities val-

ues along with circle, centered on the template, whose radius is r as depicted in

Figure 3.2. Further, PT (r) values of all rings in the template have proportionate

significance in the calculation of correlation [37]. Additionally, as RPT is formu-

lated along circular rings by maximizing radii, the derived one dimensional ring

projection template is invariant to rotation of its corresponding two dimensional

image template.
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Figure 3.2: Concept of RPT template

The correlation coefficient is a measurement of the strength of the linear re-

lationship between two variables or sets of data. To extract the similar pattern

or matching, normalized correlation (NC) is applied.

Let PT = [PT (0), PT (1), PT (2), · · ·PT (R)] and PS = [PS(0), PS(1), PS(2), · · ·PS(R)].

Then normalized correlation coefficient between two different RPTs PT and PS

is given by the formula:

⟨PT , PK⟩ =

[
(R+ 1)

R∑
r=0

PT (r)PS(r)−
R∑

r=0
PT (r)

R∑
r=0

PS(r)

]2

× 100(R+ 1)
R∑

r=0
PT (r)2 −

[
R∑

r=0
PT (r)

]2


(R+ 1)
R∑

r=0
PS(r)2 −

[
R∑

r=0
PS(r)

]2


(3.3.9)

The value of ⟨PT , PK⟩ is undamaged by rotations as well as linear changes

(constant improvement and offset) between two different RPTs PT and PS. Addi-

tionally, the dimensional size of the ring projection vector is only R+1. However,

this notably minimizes the computation complexity of ⟨PT , PK⟩.

41



3.4 Proposed Algorithm

In the block based cloning algorithms, most of the technique frameworks are sim-

ilar to the approach developed by Popescu and Farid [2]. In these approaches lot

of computational effort are required for dimension reduction as well as match-

ing control and similarity filtering. Generally, as the input images grow bigger,

the nature of CMFD algorithms required many iterations and comparisons e.g.,

Suppose that a gray-scale image of dimension m×n pixels could be splitted into

overlapping blocks of size b × b pixels, then total number of image blocks are

N = (m − b + 1) × (n − b + 1) produced by sliding the window of b × b pixels

above the entire image by one pixel every time from upper left to bottom right

corner. MATLAB excels in working with matrices, however is less optimized

when faced with multiple loops. Therefore, it will be highly important that the

loops were kept to a minimum as possible. Moreover, CMFD technique would be-

come computationally restrictive when the bigger number of image blocks which

inescapably leads to drastically high computation work for consequent feature

extraction as well as similarity matching. Therefore, the key point to decreases

the computational work, the process of CMFD is usually applied on a highly

minimized dimension of image; however, information loss is undeniable.

Based on this idea, we have develop a boosting approach to reduce the com-

putational overhead as well as number of obtained blocks every time and it turns

out to decrease time and memory considerably. The developed technique has

been applied on gray image as follows:

1. Read the input image, if the input image is RGB, then converts it into gray

scale version by I = 0.228R + 0.587G+ 0.114B.

2. Apply MFHWT up to particular level ’L’ to the gray image.

3. Overlapping blocks of size b × b are created in the LLL image with one
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pixel shifting and the total number of overlapping blocks is presented by

Novr = (M − b+ 1)× (N − b+ 1).

4. The blocks with minimum contrast value are ignored as they are unstable

over image variations and leads to false positive results. Therefore, in order

to reduce the false positive results, we ignore those blocks, where contrast

value is less than the predefined threshold. Hence, if the contrast value of

each overlapping b× b is less than the predefined ′CTR′, then we ignore it,

otherwise we apply the following steps:

(a) Transform each overlapping b×b into a 1−D RPT vector of size R+1.

(b) The extracted features from Step (a) are managed in a matrix which

is denoted by A of size (M − b+ 1)(N − b+ 1)×R + 1.

(c) In the mean while, we form another matrix P of two columns for

storing top-left coordinates.

5. Apply lexicographical sort to the matrix A so that identical blocks are

consecutively sorted.

6. For every adjacent rows of matrix A,

(a) Compute the normalized correlation coefficient between the pair of

sorted rows using the equation (3.3.9)

(b) If the calculated correlation coefficient is exceeded from a preset thresh-

old ′C ′
t, then extract the corresponding blocks position from the matrix

P , and marked the location of these doctored blocks are in the original

image by setting pixel values to zero.

7. Finally, the copy-move region is detected automatically.
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3.5 Results and Discussion

This section present the experimental procedure and determine the performance

of developed approach in terms of accuracy, true positive rate (TPR)and false

positive rate(FPR).The experimental results were carried out on Matlab R2013a,

4 GB RAM and core i3 processor. To determine the performance of proposed

method and its quality, a realistic database can be constructed. We have com-

posed a database of 100 images, where 50 images are forged and 50 images are

original. This database having different type of image format and various resolu-

tions like 256× 256, 512× 512, 640× 480 etc. The forged images are constructed

with the help of Photoshop, In which the forge area or object is randomly se-

lected and pasted into the same image. Also, we have applied various attacks

on tempered image like scaling, rotation and blurring. The performance of the

proposed technique has been observe by calculating Accuracy, True Positive Rate

(TPR) and False Positive Rate (FPR).

The performance of the developed method is shown in Table 3.1, Table 3.2, Table

3.3 and Table 3.4, which shows the proposed method perform better than state

of the art techniques [1, 2]. Table 3.1 shows the accuracy of proposed algorithm

with normal forgery and various attacks. The accuracy of proposed algorithm in

normal forgery, blurring attack and rotation attack were 95 %, 89 % and 87 %

respectively. The overall accuracy of proposed method was 90.75 %. Addition-

ally, Table 3.2 shows the accuracy with other reported algorithm on same images.

Table 3.3 shows proposed algorithm is able to reduce dimensions drastically in

comparison to other reported methods[1, 2, 8, 12, 21, 22]. If the dimension of

the algorithm is less, then definitely it will take less computational time, that is

why proposed algorithm is taking less computational time as compare to other

existing algorithm as shown in Table 3.4.
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The images shown in Figure 3.3 represents the result of cloning detection

marked on the tampered image with predefined threshold CTR and without CTR.

The row consist of four images: original image, doctored image, result image with

CTR 2 as well as CTR 1 from left to right. First, the original image is decomposed

at level 1 by applying MFHWT. The parameters in this experiment were set as:

Ct = 0.98, CTR = 2, b = 7. The detection process taking 6 seconds which

shows that proposed method is highly efficient with respect to computational

time and successfully able to detect forgery region. However, if we apply proposed

algorithm by taking the blocks whose contrast is minimum, then we obtained false

positive results and more time are required for forgery detection process. The

detection result with following parameter values Ct = 0.98, CTR = 1, b = 7 and

the required time is 8 seconds.

Further, we have applied various attacks such as rotation, scaling and blur-

ring attack. The forgery detection results are depicted in figure 3.4, figure 3.5 

and figure 3.6. For testing algorithm on robustness against rotation attack, one 

duplicate object is rotated with angles of 45 degree and developed technique is 

capable is detecting forgery region as depicted in figure 3.4. Further, figure 3.5 

display tampered image was distorted by different processing operations such as 

Gaussian blurring (with mean =0; σ = 0.01), Rotation with angle 180 degree and 

scale with some factor. Figure 3.6 shows copy of a single object is pasted multi-

ple times in the forged image and developed approach is capable in detecting all 

objects efficiently without any postprocessing operation. Similarly, forgery are 

being identified on other images also as shown in figure 3.7 to 3.10.  The complexity of 

this algorithm is O (n2 log n)
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(a) (b)

(c) (d)

Figure 3.3: (a) Real image, (b) Doctored image, (c) Cloning identification with

CTR=2 and (d) Forgery detection with CTR=1.

Figure 3.4: Detection of identical object with a rotation attack (a) Real image,

(b) Doctored image and (c) Cloning identification
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Figure 3.5: Gaussian blurring (with mean = 0; σ = 0.01), Rotation with angle

180 degree and scale factor=120; (a) Real image, (b) Doctored image and (c)

Cloning identification

Figure 3.6: Multi-paste forgery identification(a) Real image, (b) Doctored image

and (c) Cloning detection
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Figure 3.7: (a) Original image, (b) Doctored image, (c) Cloning detection

Figure 3.8: (a) Real image, (b) Doctored image, (c) Cloning detection
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Figure 3.9: (a) Real image, (b) Doctored image, (c) Cloning detection

Figure 3.10: (a) Real image, (b) Doctored image, (c) Cloning detection
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Table 3.1: Accuracy Results

Forgery No. of Identified Identified Accuracy

Type Images Correctly Incorrectly

Normal Forgery(50) 100 95 5 95 %

Forgery with Blurring (25) 100 89 11 89 %

Forgery with Rotation (25) 100 87 13 87 %

Forgery with Multiple objects (25) 100 92 8 92 %

Total 400 363 37 90.75 %

Table 3.2: Accuracy Comparison on Test Images

Images Proposed method Method in [45] Method in [17] Method in [1]

Deer 87.85 84.15 67.17 68.58

Extension 76.74 72.15 25.54 40.25

Red tower 94.26 91.75 55.49 70.16

Tree 81.92 77.13 61.02 57.91

Truck 80.25 74.06 57.64 55.53

CRW 65.84 62.45 20.81 24.00

Table 3.3: Feature Dimension Comparison with Existing Algorithm

Technique Extraction Method No. of Blocks Feature Dimension

Fridrich et al. [1] DCT 62001 64

Popescu & Farid [2] PCA 62001 32

Amerini et al. [22] SIFT 2700 key points 128

Zimba et al. [21] DWT-PCA 12789 16

Ghorbani et al. [8] DWT-DCT 12769 16

Jiu Hu et al. [55] Grouped DCT 45024 8

Lou et al. [12] Spatial Domain 61009 5

Proposed Method MFHWT-RPT 14641 4
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Table 3.4: Execution Time (In seconds) Comparison with Existing Algorithm

Methods Extraction Domain Blocks Size Execution Time

Fridrich et al. [1] DCT 8 294.96

Popescu et al. [2] PCA 8 70.97

Wang et al. [43] DWT-DCT 8 39.70

Proposed MFHWT-RPT 8 5.80

3.6 Conclusion

This chapter presents a novel technique for detecting copy-move forgery using

haar wavelet and ring projection transform. By the comprises scheme of haar

wavelet and ring projection transform, the time and memory proficiency can be

significantly enhanced. Because of the inherently rotation-invariant feature of the

RPT technique, large angle rotation of doctored area are easily detected. The

obtained results show the feasibility and effectiveness of the proposed method.

In future work, one can apply the proposed method to detection the forgery in

color, highly compressed and noisy images.
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Chapter 4

Cloning Detection Using Direct

Fuzzy and Ring Projection

Transform

4.1 Summary

Cloning detection is a real image processing method without reinforcement of em-

bedded security information. Fuzzy Transform (F-Transform) is a powerful tool

that encompasses both classical transforms (Fourier, Laplace, DCT and Wavelet)

as well as approximation technique using fuzzy IF-THEN rules investigated in

fuzzy modeling. Ring projection transform (RPT) for features extraction is very

effective tool as it transform two dimensional data into one dimensional with a

very few components which significantly reduces the computational complexity.

Additionally, in order to form matching invariant to rotation. Further, RPT con-

verts a 2-D image into a rotation-invariant illustration in the 1-D ring projection

space. We propose a new and comprise scheme by using fuzzy and ring projection

transform for cloning detection.
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Firstly, fuzzy transform is employed on input image to yield highly reduced di-

mension illustrations which is splitted into a fixed size overlapping blocks. Fur-

ther, ring projection transform is employed to every block for calculating their

features. These feature vectors are lexicographically sorted to make identical

blocks sequentially. Ultimately, the identical blocks are identified using corre-

lation coefficient, and copy-move regions were detected automatically without

applying postprocessing operations. Proposed algorithm is faster and efficient in

terms of execution time and accuracy.

4.2 Introduction

Digital images play a wide role in our daily life as we are living in the digital

and technical era. These images can be personal or official and can be used

as various important purposes such as evidence in court of law, a news item,

financial record etc. Forge image are being used as original image to disguise

and can be presented as false evidence. Furthermore, image processing softwares,

editing tools and internet make this process quite easy. Anyone can doctored

images without leaving any visual clues. Therefore, there is necessity of some

effective algorithm which can detect image forgery automatically for authenticity

of the digital images.

Forgeries were extremely hard when computers, digital camera and smart

phone are not easily available. Nowadays the recognition of smart phones as well

as digital cameras has made the task acquirement of digital images effortless.

Moreover, current image editing tools namely photoshop made this task compar-

atively easy to produce digital image forgeries. Additionally, humans essentially

cannot distinguish the dissimilarities between the original and its forged image.

The clone image forgery is the very popular type of technique, perform to create

a digital image doctoring. Additionally, in which a specific block of image or

53



object is copied and then pasted it to the other section of the similar image to

accomplish information hiding. Moreover, the copied region move from the sim-

ilar image so its essential properties namely noise texture and color palette will

be well-matched with the remaining part of the image. It will leads to a great

remonstrance in identifying and locating the forgery regions.

4.3 Fuzzy Transform

Fuzzy Transform was developed by Perfilieva [38] and Perfilieva [39]. It is a factual

technique of the fuzzy approximation of a continuous function. In this section,

we present the overviews of main definitions and concept of the F -transform

technique.

4.3.1 Fuzzy Partition - Basic Functions

Definition 1 A fuzzy partition of a specified interval [c, d] is defined by a de-

composition P = {c = u1 < u2 < · · · < un = d} of [c, d] into n − 1 subintervals

[uk−1, uk], k = 2, . . . , n and by a family ξ = {ξ1, ξ2, · · · , ξn} of n fuzzy numbers

(basic functions), recognize by their membership functions ξk : [c, d] → [0, 1], k =

1, . . . , n, if they carry out the mentioned conditions:

(i) ξk : [c, d] → [0, 1] is continuous with ξk(uk) = 1;

(ii) ξk(u) = 0 if u /∈ (uk−1, uk+1);

(iii) for k = 2, . . . , n, fk is increasing on [uk−1, uk] and decreasing on [uk, uk+1];

(iv) ξ1 is decreasing on [c, u2] and ξn is increasing on [un−1, d]

(v) for all u ∈ [c, d] the partition of unity condition holds
n∑

k=1

ξk(u) = 1.
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Let a fuzzy partition of [c, d] be provide by the fuzzy numbers ξ1, ξ2, . . . , ξn in

the sense of Definition 2. We say that it is uniform if the nodes u1 < · · · < un, n ≥

3, are equidistant, i.e., uk = c+h(k−1), k = 1, · · · , n, where h = (d−c)/(n−1)

and the following two additional characteristics are met:

(i) ξk(uk − u) = ξk(uk + u),∀u ∈ [0, h], k = 2, . . . , n− 1;

(ii) ξk+1(u) = ξk(u− h),∀u ∈ [c+ h, d], k = 2, . . . , n− 1.

Remark 1 In the case of a uniform partition, h is a length of the support of ξ1 or

ξn, while 2h is a length of the support of other basic functions ξk, k = 2, . . . , n−1.

An examples of non-uniform partition of an specified interval by fuzzy sets

with triangular shaped membership functions is depicted in Figure 4.1 while

Figure 4.2 shows a uniform partition of an interval by fuzzy sets with sinusoidal

shaped basic functions. The above formulas provide the formal representation of

such triangular and sinusoidal shaped membership functions, respectively:

ξ1(u) =

 1− (u−u1)
h1

, u ∈ [u1, u2];

0 otherwise,

ξ2(u) =


(u−uk−1)

hk−1
, u ∈ [uk−1, uk];

1− (u−uk)
hk

if u ∈ [uk, uk+1];

0 otherwise,

ξn(u) =


(u−un−1)

hn−1
, u ∈ [un−1, un];

0 otherwise,

where k = 2, . . . , n− 1 and hk = uk+1 − uk.

ξ1(u) =

 0.5
(
cos π

h
(u− u1) + 1

)
, u ∈ [u1, u2];

0 otherwise,
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Figure 4.1: A non-uniform fuzzy partition of interval [1, 4] by triangular mem-

bership functions.
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Figure 4.2: Uniform fuzzy partition of interval [1, 4] by sinusoidal membership

functions.
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ξk(u) =

 0.5
(
cos π

h
(u− uk) + 1

)
, u ∈ [uk−1, uk+1];

0 otherwise,

where k = 2, . . . , n− 1 and

ξn(u) =

 0.5
(
cos π

h
(u− un) + 1

)
, u ∈ [un−1, un];

0 otherwise.

Firstly, remember the following lemma which is demonstrate in [39] verify

that the definite integral of a basic function from a uniform fuzzy partition does

not rely upon its shape.

Lemma 1 Let a uniform fuzzy partition of [c, d] be given by basic functions

ξ1, ξ2, . . . , ξn, n ≥ 2. Then
d∫
c

ξ1(u)du =
d∫
c

ξn(u)du = h
2
and for i = 2, . . . , n −

1,
d∫
c

ξn(u)du = h.

4.3.2 Direct Fuzzy Transform

Definition 2 Let a fuzzy partition of P = [c, d] be given by basic functions

ξ1, . . . , ξn ⊆ P, n > 2 and let f :→ R be an arbitrary function from C(D). The

n-tuple of real numbers [F1, F2, . . . , Fn] described by

Fi =

d∫
c

f(u)ξi(u)du

d∫
c

ξi(u)du

, i = 1, 2, . . . , n (4.3.1)

is the direct fuzzy transform (F -transform) of f with respect to the provided fuzzy

partition and [F1, F2, . . . , Fn] are the components of the F-transform of f .

Definition 3 Let ξ1, ξ2, . . . , ξn be basic functions which form a fuzzy partition

of [c, d] and f be a function from C([c, d]). Let Fn[f ] = [F1, F2, . . . , Fn] be the
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integral F -transform of f with respect to ξ1, ξ2, . . . , ξn. Then the function

fF, n(u) =
n∑

k=1

FkAk(u) (4.3.2)

is known as inverse F -transform.

Definition 4 Let a fuzzy partition of P = [c, d] be given by basic functions

ξ1, . . . , ξn ⊆ P, n > 2 and let f : P → R be a function known at nodes

p1, p2, . . . , pN such that for each i = 1, 2, . . . , n, there exists k = 1, 2, . . . , N :

ξi(pk) > 0. The n-tuple of reals [F1, F2, . . . , Fn] given by

Fi =

N∑
k=1

f(pk)ξi(pk)

N∑
k=1

ξi(pk)

, i = 1, 2, . . . , n (4.3.3)

is the discrete direct F -transform of f with respect to the provided fuzzy partition.

Similarly as in (4.3.2), we call the discrete inverse F -transform of f with

respect to ξ1, ξ2, . . . , ξn for defining the above function in the similar points

p1, p2, . . . , pN of [c, d]:

Definition 5 Let ξ1, ξ2, . . . , ξn be basic functions which form a fuzzy partition

of [c, d] and f be a function from C([c, d]). Let Fn[f ] = [F1, F2, . . . , Fn] be the

integral F -transform of f with respect to ξ1, ξ2, . . . , ξn. Then the function

fF, n(pj) =
n∑

k=1

Fiξi(Pj) (4.3.4)

is known as inverse F -transform.

4.3.3 F-Transform in Two Variables

The direct as well as inverse F -transforms of a function with two and more

then two variables may be presented as a direct generalization of the case of
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one variable.Further, we provides its brief review and refer to [40] for additional

details.

Assume that our universe of discourse is the rectangle [c1, d1]× [c2, d2] and

let n, m > 2, u1, u2, . . . , un ∈ [c1, d1] and v1, v2, . . . , vm ∈ [c2, d2] be n + m

assigned points, called nodes, such that c1 = u1 < u2 < . . . < un = d1 and

c2 = v1 < v2 < . . . < vm = d2. Furthermore, let ξ1, ξ2, . . . , ξn : [c1, d1] → [0, 1]

be a fuzzy partition of [c1, d1] and ψ1, ψ2, . . . , ψm : [c2, d2] → [0, 1] be a fuzzy

partition of [c2, d2] and f(u, v) be a continuous function on [c1, d1] × [c2, d2].

Then we can define the n×m matrix [Fkl] as the F -transform of f with respect

to {ξ1, ξ2, . . . , ξn} and {ψ1, ψ2, . . . , ψm} if we have for each k = 1, 2, . . . , n and

l = 1, 2, . . . , m, u ∈ [c1, d1] and v ∈ [c2, d2]:

Fkl =

d1∫
c1

d2∫
c2

f(u, v)ξk(u)ψl(v)

d1∫
c1

d2∫
c2

ξk(u)ψl(v)

. (4.3.5)

In the case of discrete, we assume that the function f calculate values in some

points (pj, qj) ∈ [c1, d1] × [c2, d2], where i = 1, 2, . . . , N and j = 1, 2, . . . , M .

Furthermore, the sets P = {p1, p2, . . . , pN} and Q = {q1, q2, . . . , qM} of these

nodes are adequately dense with respect to the selected partitions, i.e., for each

i = 1, 2, . . . , N there exists an index k ∈ {1, . . . , n} such that ξi(pk) > 0 and for

each j = 1, 2, . . . , M there exists an index l ∈ {1, . . . , m} such that ψj(ql) > 0.

In this case, we may defined the matrix [Fkl] to be the discrete F -transform

which is the extension of (4.3.3), of f with respect to ξ1, ξ2, . . . , ξn and ψ1, ψ2, . . . , ψm

if we have for each k = 1, 2, . . . , n and l = 1, 2, . . . , m:

Fkl =

M∑
j=1

N∑
i=1

f(pi, qj)ξk(pi)ψl(qj)

M∑
j=1

N∑
i=1

ξk(pi)ψl(qj)

. (4.3.6)
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Similarly, by extending (4.3.4) to the case of two variables, we provide the dis-

crete inverse F -transform of f with respect to ξ1, ξ2, . . . , ξn and ψ1, ψ2, . . . , ψm

to be the following function explained in the same points (pj, qj) ∈ [c1, d1] ×

[c2, d2], with i = 1, 2, . . . , N and j = 1, 2, . . . , M , as

fF
nm(pi, qj) =

n∑
k=1

m∑
l=1

Fklξk(pi)ψl(qj). (4.3.7)

4.4 Image Compression using F-TransformMethod

Assume an image Z of the dimension Y ×X pixels be illustrated by a function of

two variables (a fuzzy relation) fZ : Y × Y → [0, 1] partially explained at nodes

(i, j)2[1, Y ] → [1, X]. The value fZ(i, j) described an intensity range of each

pixel. Further, the compression of the image Z is characterized by the n × m

matrix Fnm[fZ ] of the discrete F -transform elements of fZ :

Fnm[fZ ] =


F11 · · · F1m

...
...

...

Fn1 · · · Fnm


where

Fkl =

X∑
j=1

Y∑
i=1

fZ(i, j)ξk(i)ψl(j)

X∑
j=1

Y∑
i=1

ξk(i)ψl(j)

. (4.4.1)

for each pair k = 1, 2, . . . , n; l = 1, 2, . . . , m. The basic functions ξ1, ξ2, . . . , ξn

and ψ1, ψ2, . . . , ψm create fuzzy partitions of [1, Y ] and [1, X] respectively, and

n < Y, m < X. The value ρ = nm
YX

is known as the compression ratio.

A reconstruction of the image Z (function fZ ) can be represented by the

inverse F -transform of fZ adapted to the domain [1, Y ]× [1, X]:
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fF
nm(i, j) =

n∑
k=1

m∑
l=1

Fklξk(i)ψl(j). (4.4.2)

Remark 2 A comparison among three techniques namely JPEG , F -transform

and FEQ have been performed in [50]. It has been depicts that the approach of

F -transform is better than FEQ method, but it is awful than the JPEG approach.

Nevertheless, a complexity of the F -transform based compression is less than the

complexity of JPEG technique.

4.5 Proposed Algorithm

The block based CMFD techniques, the majority of the techniques are analogous

to that developed by Popescu and Farid [2]. It indicates that more computation

efforts are necessary for dimension lessening, matching control as well as similarity

filtering for big number of image blocks. Generally, as input images grow bigger,

the nature of copy-move forgery detection algorithms requires many iterations

and comparisons. For example, suppose that a gray-scale image of size m × n

pixels could be splitted into overlapping blocks of dimension b × b pixels, then

total number of image blocks are N = (m − b + 1) × (n − b + 1) produced by

sliding the window of b × b pixels over the whole image by one pixel every time

from upper left to bottom right corner. MATLAB is working with matrices;

however it is less optimized when faced with multiple loops. Therefore, it will be

extremely important that the should be minimal. Moreover, CMFD algorithm

turn out to be computationally proscribed when the number of image blocks are

higher which inexorably leads to high computational load for consequent feature

extraction as well as similarity matching. Therefore, CMFD is generally perform

on a reduced image size to decrease the computational cost; However, information

loss is undeniable.
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Based on that scheme, we have develop boosting scheme to decrease the

computational overhead and number of obtained blocks every time and it turns

out to decrease the time and memory drastically. The developed technique has

been applied on gray-scale images as follows:

1. Let Z be a gray image partitioned in Y × X pixels. It can be seen as a

fuzzy relation Z : (i, j) ∈ {1, · · · , Y }{1, · · · , X} → [0, 1], I(i, j) being

the normalized value of the pixel P (i, j), that is I(i, j) = P (i, j)/255 if

the length of the gray-scale, has 256 levels.

2. The image Z is compressed by using a discrete F -transform in two variables

[Fkl] defined for every k = 1, 2, · · · , n and l = 1, 2, · · · , m, as:

Fkl =

X∑
j=1

Y∑
i=1

fI(i, j)ξk(i)ψl(j)

X∑
j=1

Y∑
i=1

ξk(i)ψl(j)

. (4.5.1)

The basic functions ξ1, ξ2, . . . , ξn and ψ1, ψ2, . . . , ψm demonstrate fuzzy

partitions of [1, Y ] and [1, X] respectively.

3. Overlapping blocks of size b × b are generated in reduced image with one

pixel shifting and the total number of overlapping blocks is described by

Yovr = (X − b+ 1)× (X − b+ 1).

4. Ignore the blocks whose contrast is greater than the predefined threshold

′CTR′ to reduce the false positive.

(a) Transform each overlapping b×b into a 1−D RPT vector of size R+1.

(b) Extracts feature from Step (a) are managed into matrix and denoted

as A of (X − b+ 1)(Y − b+ 1)×R + 1.

(c) Form another matrix P of two columns for storing top-left coordinates.

62



5. Lexicographical sort is applied to the matrix A for making similar blocks

consecutive.

6. For every adjacent rows of matrix A,

(a) Compute the normalized correlation coefficient between the pair of

sorted rows using the equation (3.3.9) in chapter 3

(b) If the calculated correlation coefficient exceeds a preset threshold value

′C ′
t, then extract the corresponding blocks position from the matrix P ,

and marked the location of these doctored blocks in the original image

by setting pixel values to zero.

7. Finally, the copy-move region is detected automatically without applying

post-processing operation.

Figure 4.3: Proposed model
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4.6 Results and Discussion

Accuracy, True Positive Rate (TPR), False Positive Rate (FPR) were calculated

to prove the robustness of proposed algorithm.The experimental results were car-

ried out on Matlab R2013a, RAM 4 GB and core i3 processor. The database of

100 images were composed where 50 images were original and 50 were tempered.

This database are having different type of image format (.jpg, .png and .tiff) and

various resolutions like 256× 256, 512× 512, 640× 480 etc.

The forged images are constructed with the help of Photoshop in which the forge

area or object is randomly selected and pasted into the same image. Furthermore,

one public database MICC-F220 [102] was also used for the comparative analysis

of proposed algorithm with other reported techniques.This database are having

total 220 images, from them 110 are original and 110 are forged. Additionally,

various types of attacks such as scaling, rotation and blurring were also applied on

tempered images of both databases to check the robustness of proposed algorithm.

The image is converted into gray-scale then direct fuzzy transform is employed

and basic function is used to establish fuzzy partitions. The number of points

covered by basis functions are different. It may be noted that the less number

of points covered by basic functions may give the less detection results and also

increases execution time of algorithm. As we increases the number of points cov-

ered by basic functions, the size of original image will reduces, consequently the

execution time of algorithm will be decreases. However, higher number of points

covered by the basic functions may also give the false detection results. There-

fore, baseLen parameter was used in proposed algorithm to control the quality of

detection results as well as execution time of algorithm. Optimal value of baseLen

parameter leads to the better detection results in a very less time, which shows

the feasibility and effectiveness of proposed method. In proposed algorithm, the
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parameter ‘CTR’ was also introduced to ignore the low contrast blocks, which re-

duces the false positive. Lesser the number of blocks are, the faster is the process.

The performance of proposed method is shown in Table 4.1, Table 4.2 and

Table 4.3, which shows that proposed method perform better than state of the

art techniques [1, 2]. Table 4.1 display the accuracy of developed algorithm in 100

images with various attacks and varying block sizes.The overall accuracy of pro-

posed method was 91.25 %. Table 4.2 shows the accuracy of proposed algorithm

and execution time on MICC-F220 database. Moreover, Table 4.3 shows that

the proposed algorithm is able to reduce dimensions drastically in comparison

to other reported methods[1, 2, 12, 22, 24]. Reduced dimension leads to less of

computational time; Therefore, proposed algorithm is faster as compare to other

existing algorithm as shown in Table 4.2.

Next, the images are depicted in Figure 4.4 to Figure 4.8 represent the results 

of copy move forgery marked on the doctored image. The row consist of four 

images. original image, doctored image, fuzzy transform image and detection of 

forgery image from left to right, respectively. The Complexity of this algorithm is         

O(n2 log n).
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Figure 4.4: (a) Real image, (b) Doctored image (c) Fuzzy Transform image and

(d) Forgery detection

Figure 4.5: (a) Real image, (b) Doctored image (c) Fuzzy Transform image and

(d) Forgery detection
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Figure 4.6: Forgery detection on MICC-220 Database (a) Real image, (b) Forgery

image (c) Fuzzy Transform image and (d) Forgery detection

Figure 4.7: Forgery detection on MICC-220 Database (a) Real image (b) Forgery

image (c) Fuzzy Transform image and (d) Forgery detection

Figure 4.8: Forgery detection on MICC-220 Database (a) Real image (b) Forgery

image (c) Fuzzy Transform image and (d) Forgery detection
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Table 4.1: Accuracy Results

Block-Size No. of Images Identified Correctly Identified Incorrectly Accuracy

4× 4 100 94 6 94 %

8× 8 100 93 7 93 %

16× 16 100 91 9 91 %

32× 32 100 87 13 87 %

Total 400 365 35 91.25 %

Table 4.2: TPR, FPR and Execution Time Comparison for every Technique on

MICC-F220 Database

Techniques TPR FPR Execution Time in Seconds

Fridrich et al [1] 89 84 294.96

Popescu & Farid [2] 87 86 70.97

Pan et al. [46] 89 1 10

Amerini et al. [22] 100 8 4.94

Proposed Method 90 34 3.80

Table 4.3: Feature Dimension Comparison with Existing Algorithm

Techniques Extraction Domain Total Blocks Feature Dimension

Fridrich et al.[1] DCT 255025 64

Popescu & Farid [2] PCA 255025 32

Amerini et al. [22] SIFT 2700 key points 128

Zimba et al. [21] DWT-PCA 12789 16

Ghorbani et al. [8] DWT-DCT 12769 16

Jiu Hu et al. [55] Grouped DCT 45024 8

Lou et al. [12] Spatial Domain 247009 5

Proposed Method FT and RPT 1156 4
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4.7 Conclusion

A novel method for detecting cloning forgery with the help of fuzzy as well as ring

projection transform is presented. The comprises scheme of fuzzy transform and

ring projection transform greatly improved the time and memory. Because of the

inherently rotation-invariant feature of the RPT technique, large angle rotation

of doctored area are detected efficiently. Additionally, the developed technique

is able to detect copy-move region effectively with various attack i.e. scaling,

rotation and gaussian noise. Moreover, it drastically reduces the computational

time as well as feature dimensions compare to other reported algorithms. In

future, proposed algorithm can be applied for detecting copy move forgery in

color, highly compressed and noisy images.
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Chapter 5

Intuitionistic Fuzzy Local Binary

Pattern using Texture Feature

Extraction

5.1 Summary

This chapter presents texture feature extraction with the help of intuitionistic

fuzzy local binary (IFLBP) to encode local texture from the input image. The

developed technique extends fuzzy local binary pattern (FLBP) method employ-

ing intuitionistic fuzzy set, illustration of local patterns of the input images.

Further, IFS-LBP contributes to more than one bin in the dissemination of IFS-

LBP values which can be applied as a feature vector in the various fields of image

processing. The performance of the proposed method has been demonstrated on

various medical images and processing images of size 256×256. Additionally, the

obtained results justify the effectiveness as well as usefulness of proposed method

over the other reported techniques and new improvements have been suggested.
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5.2 Introduction

Feature extraction is a process to extract the compact and essential information

from an image. The major objective of feature extraction is to find the most

significant information from original or raw data. When the input image or data

to an approach is excessively bulky to be processed as well as it is supposed to

be repetitious (a large amount of data, but a little information). Afterwards, the

input data will be transformed into a highly reduced dimension representation or

a set of features (also known as features vector). These extracted feature vectors

represents the whole image. If extracted features are anxiously selected then it

is expected that the features set will extract significant information in order to

carry out the preferred task using this reduced representation instead of input

image or full data. Extracted features have been used in various field of image

processing and signal processing such as image forensics, remote sensing, pattern

recognition,visual inspection, object discrimination, bio-medical image process-

ing, character recognition, terrain delimitation, image classification, document

verification, reading bank deposit slips, applications for credit cards and script

recognition etc. [28, 29, 30, 60, 64, 74, 75, 76, 80].

5.3 Local Binary Pattern

Local binary pattern is a kind of gray-scale texture operator which is employed

for describing the spatial structure of an image texture [63]. The LBP texture

model is depend on the comparison of an pixel values of a pixel neighbourhood.

Further, a binary value is appointed to every pixel px, belonging to a local neigh-

bourhood.
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It is computed by comparing the value of an pixel intensity gx with a center

pixel intensity gc, which is the same for all pixels in the neighbourhood. Thus,

two crisp sets of pixels can be determine for every pixel neighbourhood as follows:

Let U = {0, 1 · · · , n−1} be the universal set of all pixels in the n×n pixel-

neighborhood. Let A = {px ∈ U : ℓA(x)}, where ℓA(x) is a predicate described as

gx ≥ gc, be the set of all pixels px and B be the set of all neighbourhood pixels px

with gray value gx less than or equal to gc under the universal set U , respectively.

Hence, set B is the complement of set A relative to the universal set U .

Logically, for crisp set A, characteristic function χ(x) = 0, px /∈ A and

χ(x) = 1, px ∈ A. Similarly, the respective characteristic function for set B as

χ(x) = 0, px ∈ B and χ(x) = 1, px /∈ B.

Based on these binary values of the typical function χ(x) for a neighbourhood

of n pixels, a unique LBP code can be computed as above:

LBPcode =
k−1∑
x=0

dx · wx, (5.3.1)

where dx = χ(x), k ∈ (0, n] being the number of pixels in the neighbour-

hood that were treated for the generation of binary pattern and wx = 2x, x ∈

{0, 1 , · · · , k} is a weight function, which select a weight value at each pixel of the

neighbourhood. Every pixel of the local neighborhood is described by a single

LBP code out of 2k possible codes.
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5.4 Intuitionistic Fuzzy Local Binary Pattern

In order to generalize the Fuzzy Local Binary Pattern technique, it is able to

manage the uncertainty with hesitancy arising from either imperfect or imprecise

information.In this section, we presents the propose intuitionistic fuzzy local bi-

nary pattern (IFS-LBP) for texture illustration with help of intuitionistic fuzzy

sets as follows:

Let U = {0, 1 · · · , n − 1} be the universal set for n-pixels neighborhood.

Then an intuitionistic fuzzy set Ã under the universal set U is given by:

Ã = {⟨px, µÃ(x), νÃ(x)⟩|px ∈ U}, (5.4.1)

where µÃ : U → [0, 1] and νÃ : U → [0, 1] express the degree of membership and

non-membership to which an element px has either greater or less grey value than

gc in Ã, respectively, with the condition 0 ≤ µÃ(x) + νÃ(x) ≤ 1. The amount

πÃ(x) = 1 − µÃ(x) − νÃ(x), ∀px ∈ U is known as the degree of indeterminacy

(hesitation part). It is the degree of uncertainty whether px corresponds to Ã or

not.

The membership and non-membership functions of IFS Ã can be described

as above:

µÃ(x) =



0 if gx < gc − T ,

0.5(1 + h)
(
1 + gx−gc)

T

)
if gx ∈ [gc − T, gc], T ̸= 0,

0.5
[(

1 + gx−gc)
T

)
+ h

(
gx−gc)

T
− 1

)]
if gx ∈ (gc, gc + T ], T ̸= 0,

1 if gx ≥ gc + T ,

(5.4.2)
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and

νÃ(x) =



1 if gx < gc − T ,

0.5
[(

1− (gx−gc)
T

)
− h

(
1 + (gx−gc)

T

)]
if gx ∈ [gc − T, gc], T ̸= 0,

0.5(1 + h)
(
1− (gx−gc)

T

)
if gx ∈ (gc, gc + T ], T ̸= 0,

0 if gx ≥ gc + T .

(5.4.3)

For an n × n pixel-neighborhood, the contribution CIFLBP of each IFLBP

code in a single bin of intuitionistic fuzzy local binary pattern (IFLBP) histogram

is calculated as above:

CIFLBP (x, y, i) =
k−1∏
r=0

[br(i)µÃ(x) + (1− br(i))νÃ(x)], (5.4.4)

where k ∈ (0, n], (x, y) and br(i) ∈ {0, 1} demonstrate the number of neigh-

boring pixels, the coordinates of a pixel and numerical value of rth bit of binary

demonstration of bin i, respectively. The complete IFLBP histogram is described

by

HIFLBP (i) =
∑
x, y

CIFLBP (x, y, i), i = 0, 1, . . . , 2k − 1. (5.4.5)

It can be observe that applying the crisp LBP operator, in which every n×n

pixel surroundings always provide one bin of the histogram. On the other hand,

FLBP and IFS-LBP histogram of every n×n pixel surroundings typically provides

more than one bin of the histogram. However, the sum of contribution of every

n × n pixel surroundings (IFS-LBP code) to the bins of IFS-LBP histogram is

equal to 1, defined as:
2k−1∑
i=0

CIFLBP (x, y, i) = 1. (5.4.6)

An example of IFS-LBP calculation scheme for a 3× 3-pixel surroundings is

depicted in figure 5.1.
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Figure 5.1: IFLBP calculation scheme for a 3× 3 pixel neighborhood. (a) Gray-

levels of a 3 × 3 pixels neighborhood. (b) Intuitionistic Fuzzy threshold values

along with membership as well as non-membership values. (c) Binomial weights

matrix. (d) IFLBP codes and CIFLBP.

Remark 3 When T ̸= 0, h = 0, the resulting intuitionistic fuzzy membership

as well as non-membership functions is describe by the Equations 2, 3 are nearly

similar to the fuzzy membership function µA(x), the difference being that µÃ(x) =

νÃ(x) = 0.5 whereas µA(x) = 1 when gi = gc.

Remark 4 When T = 0, the resulting intuitionistic fuzzy membership as well as

non-membership functions are similar to the crisp thresholding function χA(x).
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Figure 5.2: Proposed model

5.5 Performance Metrics: Entropy of IFLBP

Features

Information content of an image is usually measured by computing the uncer-

tainty as well as entropy of an image. The magnitude of entropy maximize, more

information gain is correlate with the image. Moreover, the entropy find the av-

erage, global information content of an image in terms of average bits per pixel.

Shannon entropy [99] is given as:

H = −
255∑
i=0

pi log pi (5.5.1)

where pi is the probability of the ith pattern. It is worth mentioning that the log-

arithmic entropic measure (5.5.1) that as pi −→ 0 it’s analogous self information

of this event, I(pi) = − log pi −→ ∞ but I(pi = 1) = log pi −→ 0. Thus, we see

that information gain from an event is neither bounded at both ends nor defined

at all points.
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In exercise, the clinch in information from an event, either thoroughly possible or

highly improbable, is expected to lie between two finite limits. For example, as

more and more pixels in an image are analyzed, the gain in information increases

and when all the pixels are inspected the gain attains its maximum value, irre-

spective of the content of an image. Shannon’s entropy which is highly praised,

we discover that the measure of self information of an event with probability pi

is taken as log pi, a decreasing function of pi. Moreover, similar minimizing char-

acter alternately can be cultivate by examine it as a function of (1 − pi) rather

than of 1/pi.

The additive property, which examine essential of Shannon’s approach, of the self

information function for independent events may not have a substantial impor-

tance (impact) in practice as well as in some conditions. By choice, as in the case

of probability law, the joint self information may be product rather than sum of

the self information in two independent cases.

Additionally, the above considerations recommend the self information as an

exponential function of (1 − pi) instead of logarithmic behaviour. This is also

appropriate while considering the concept of information gain in an image. Pal

and Pal entropy [100] is defined by

H =
255∑
i=0

pi e
1−pi (5.5.2)

5.6 Experimental Results and Analysis

It can be observed that Keramidas et al. method [30] has zero values for some

bins out of 255 bins. However, proposed method histograms is not having bins

with zero values as well as there are more spikes, though limited in magnitude.

Additionally, it specify that proposed method is having additional information

than existing methods. Entropy is a measure of uncertainty associated with the

random occurrences.
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However, it considered as the measure of ‘disorder’. Pal and Pal entropy [100] is

a statistical measure of randomness which is carried out to illustrates the texture

of a given image.

The more diversified signal indicate the higher entropy as well as the more

actual information gain. Generally, If all the bins of histogram having equal

probability then the maximum entropy will be attained. Apparently, for the

fixed threshold T , proposed method’s histograms always give greater entropy

than the existing method’s histograms. Therefore, IFLBP histogram gain more

information than other reported method’s histograms.

Additionally, we apply proposed IFLBP approach on various images as shown 
in Figures 5.3 to 5.7 of size 256×256 to calculate the histograms feature vectors for 

different threshold values and varying hesitation (h ∈ [0, 1]) as well as computed 

entropies from these histograms, finally the results are shown in Tables 5.1 to 5.5. 

We can examine from these tables that the maximum entropy obtain in Table 5.1 

for the T = 6, T = 10 are at h = 0.3, for T = 2, T = 14, T = 20, T = 12 are at 

h = 0.1. We fellow the same procedure for remaining images, results are shown 

in Tables 5.2 to 5.5 and Figures 5.4 to 5.7 respectively. Therefore, the entropies 

obtained by proposed method are always greater than the entropies obtained by 

existing methods. We plot the histograms of IFLBP codes of every image where 

we have found the maximum entropy as shown in Figures 5.3 to 5.7. From these 

histograms we can observe that the IFLBP histograms do not have bins with zero 

values. In addition to that, the IFLBP features of all images are more informative 

than existing features. The complexity of this algorithm is O(n2).
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Table 5.1: The Entropy Values at Different Threshold and Hesitation for X-Ray

image

Methods Hesitation (h)↓ Thresholds (T)→

2 6 10 14 20

Keramidas et al.[30] 0.0 1.9016 1.68193 0.8708 0.5800 0.3889

Proposed Method 0.1 2.6884 2.6999 2.6999 2.7058 2.7068

0.3 2.6877 2.7001 2.7040 2.7056 2.7065

0.5 2.6844 2.6983 2.7024 2.7040 2.7048

0.7 2.6751 2.6923 2.6970 2.6987 2.6995

1.0 2.6167 2.6474 2.6538 2.6549 2.6540

Table 5.2: The Entropy Values at Different Threshold and Hesitation for Thyroid

Image

Methods Hesitation (h)↓ Thresholds (T)→

2 6 10 14 20

Keramidas et al.[30] 0.0 1.6859 1.9053 1.6529 0.8107 0.5882

Proposed Method 0.1 2.6854 2.6938 2.6997 2.7031 2.7055

0.3 2.6842 2.6938 2.7000 2.7033 2.7054

0.5 2.6800 2.6914 2.6982 2.7016 2.7037

0.7 2.6669 2.6822 2.6902 2.6940 2.6961

1.0 2.5672 2.5988 2.6106 2.6152 2.6169

Table 5.3: The Entropy Values at Different Threshold and Hesitation for Brain

CT Scan Image

Methods Hesitation (h)↓ Thresholds (T)→

2 6 10 14 20

Keramidas et al.[30] 0.0 1.6118 1.4533 0.8742 0.7741 0.5749

Proposed Method 0.1 2.6978 2.6998 2.7020 2.7038 2.7055

0.3 2.6933 2.6958 2.6987 2.7009 2.7131

0.5 2.6784 2.6822 2.6865 2.6901 2.6935

0.7 2.6290 2.6362 2.6441 2.6505 2.6567

1.0 2.2237 2.2478 2.6888 2.2903 2.2979
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Table 5.4: The Entropy Values at Different Threshold and Hesitation for Lena

Image

Methods Hesitation (h)↓ Thresholds (T)→

2 6 10 14 20

Keramidas et al.[30] 0.0 1.7785 1.6843 1.1374 0.6021 0.4921

Proposed Method 0.1 2.6764 2.6936 2.6998 2.7029 2.7051

0.3 2.6676 2.6959 2.7016 2.7041 2.7059

0.5 2.6776 2.6959 2.7016 2.7041 2.7059

0.7 2.6678 2.6970 2.7017 2.7036 2.7048

1.0 2.6769 2.6965 2.7000 2.7008 2.7007

Table 5.5: The Entropy Values at Different Threshold and Hesitation for JUIT

Logo

Methods Hesitation (h)↓ Thresholds (T)→

2 6 10 16 20

Keramidas et al.[30] 0.0 0.7454 0.7087 0.6803 0.6768 0.6258

Proposed Method 0.1 2.7010 2.7032 2.7040 2.7046 2.7051

0.3 2.6969 2.6996 2.7005 2.7010 2.7016

0.5 2.6822 2.6858 2.6867 2.6871 2.6876

0.7 2.6302 2.6341 2.6340 2.6337 2.6333

1.0 2.1837 2.1643 2.1480 2.1369 2.1266
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Figure 5.3: Histograms Plot of IFLBP Codes for X-Ray Image
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Figure 5.4: Histograms Plot of IFLBP Codes for Thyroid Image
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Figure 5.5: Histograms Plot of IFLBP Codes for Brain CT-Scan Image
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Figure 5.6: Histograms Plot of IFLBP Codes for Lena Image
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Figure 5.7: Histograms Plot of IFLBP Codes for JUIT Logo
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5.7 Conclusion

We have developed a novel intuitionistic fuzzy local binary pattern for texture

feature extraction to encode local texture from an image with the help of intu-

itionistic fuzzy set theory in the representation of local patterns of texture in

the images. The developed approach is the extended version of FLBP method.

IFS-LBP also devote to more than one bin in the distribution of the IFS-LBP

values. Further, it can be used as a feature vector in various field of image pro-

cessing. The proposed IFS-LBP technique is experimentally evaluated for various

medical and image processing images of the size 256 × 256. It can be observed

from Tables 1-5, the entropy values of the proposed method is always greater

than the existing approaches. The obtained results validate the effectiveness as

well as usefulness of our proposed method over the existing feature extraction

methods. The proposed IFS-LBP approach can be applied for feature extrac-

tion in the various fields of image processing and bio-medical image processing

i.e.image de-noising problems,image forgery detection, pattern classification and

recognition, image segmentation etc.
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Chapter 6

Conclusions and Future Scope

6.1 Conclusions

This thesis emphasizes on copy move image forgery detection techniques. New

approaches have been proposed to address open issues such as accuracy and ex-

ecution time.

Chapter 2 presents projection profiling based cloning detection. A fast algorithm

for detecting copy move region which is tested on more than 50 images of various

sizes such as 256×256 and 512×512 etc. The accuracy of the proposed algorithm

is 88 %. The execution time is comparative less with the various existing algo-

rithms. The new improvements have been suggested in terms of accuracy as well

as execution time compare with existing techniques.

In chapter 3, we have designed a hybrid method for cloning detection using ring

projection and modified fast discrete haar wavelet transform. It is used to detect

copy-move image forgery by comprises scheme of haar wavelet and RPT, the time

efficiency can be greatly improved. The accuracy of proposed method is 90.75 %

and execution time is also improved.
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In chapter 4, we have developed a direct fuzzy transform and ring projection

based copy-move image forgery detection method for detecting copy-move forgery.

This approach is successfully able to improve the accuracy as well as reduce the

execution time and robust to attacks such as rotation, scaling and blurring etc.

The accuracy is 91.25 %.

Chapter 5 presents the texture features extraction method using intuitionistic

fuzzy local binary pattern. These extracted features are found more informative

and efficient compare to other reported algorithms. This technique can be used

in many applications areas of image processing.

6.2 Future Scope

In future, proposed algorithm can be tested on color images and texture feature

extraction technique can be applied to extract feature vector. Further, these

features may be used to detect forgery as well as the other image processing

areas such as pattern recognition, medical imaging, face detection and so on.
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