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ABSTRACT 

Decades ago, people used to represent their opinion by writing it manually or by speaking 

at public places. These reviews are further taken as an advice for the betterment. To 

process this data was a complete manual task. As the usage of internet grew people 

started sharing their views regarding any entity through emails or social platforms. The 

intensification of data over the social media makes the task of deducing valuable 

information a bit complex. Automatic deduction of sentiments from web data is 

considered as a process of sentiment analysis. An algorithm devised for the same is 

known as sentiment analyser. Use of Sentiment analysers is at the peak for various 

enterprises to find the loopholes in their product or services. An optimal sentiment 

analyser is the one which works rationally as humans. The goal is thus to fill the research 

gaps associated with the effective sentiment processing. 

Sentiment analysis integrates many subtasks i.e. Named Entity Extraction, Anaphora 

resolution, Sentiscore, Feature extraction, etc. Effective pre-processing yields better 

results for all the natural language processing tasks. The reason for pre-processing of the 

data is that people use slangs, long tail words, multilingual content and visual language 

such as emoticons. People use unstructured format of writing along with all the above 

mentioned categories these days. The process to handle slangs, misspelled words, etc. is 

called as normalization. 

The primary aim of this study is to have effective pre-processing of the content i.e. 

normalization. Normalization here deals with two aspects: one is to deal with slangs and 

another is to deal with emoticons. In this study, a technique is used where each emoticon 

is mapped corresponding to its meaning for generating Sentiscore, instead of just adding 

or subtracting one for positive and negative smiley respectively. Slangs are also handled 

effectively by using cross word dictionary and corpus. It is aimed to get better results for 

pre-processing. 

This thesis also puts light on how to deal with multilingualism. These days internet 

provides the facility to people for writing in any of the desired language or mix of 

different languages. It makes the task of sentiment analysis more complex. The 
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betterment of sentiment analyser is based on processing this data regardless of the 

language in which it is written. Multilingualism also comes in the form of  macaronic 

content. In this thesis, a complete analysis of macaronic content is discussed with the 

proposed technique. 

The next objective of the thesis is to present some new results of investigations, 

demonstrating an application of Temposentiscore for problems related to categorization 

of reviews in web. Deal with obsolete reviews is the next concern of this study. These 

reviews may result in biased sentiment analysis which may or may not present the current 

scenario. To remove this limitation, we are trying to implement temporal sentiment 

analysis of reviews by providing more weightage to latest reviews. Further, sentiscore is 

redefined in terms of temposentiscore. Finally, the study mainly emphasizes the need to 

fulfil the research gap. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



Table of Contents

Certificate i

Candidate’s Declaration ii

Acknowledgement iii

Abstract v

Table of Contents vii

List of Figures xi

List of Tables xii

List of Abbreviations xiv

1 Introduction 1

1.1 Definition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

1.2 Segments of Sentiment Analyser . . . . . . . . . . . . . . . . . . . . . 5

1.2.1 Knowledge Acquisition . . . . . . . . . . . . . . . . . . . . . . 5

1.2.2 Selection of Level of Abstraction . . . . . . . . . . . . . . . . . 6

1.2.3 Knowledge Extraction . . . . . . . . . . . . . . . . . . . . . . 8

1.3 Architecture . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

1.4 Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

1.5 Contribution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

1.6 Organisation of the Thesis . . . . . . . . . . . . . . . . . . . . . . . . 14

2 Related Study 17

2.1 Various Stages of Sentiment Analysis . . . . . . . . . . . . . . . . . . 18

vii



CONTENTS

2.2 Methods of Sentiment Analysis . . . . . . . . . . . . . . . . . . . . . 32

2.3 Performance Metrics . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

2.4 Research Gaps . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

2.4.1 Current Research Directions . . . . . . . . . . . . . . . . . . . 36

2.5 Objectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

2.6 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

3 Proposed Preprocessing Method for Handling Slangs and Emoticons 49

3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

3.2 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

3.2.1 Pre-processing . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

3.2.2 Sentiment Analysis . . . . . . . . . . . . . . . . . . . . . . . . 54

3.3 Proposed Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . 56

3.3.1 Pre-processing of the Text . . . . . . . . . . . . . . . . . . . . 57

3.3.2 Assembly of Tokens . . . . . . . . . . . . . . . . . . . . . . . . 60

3.3.3 Senti-Score Calculation . . . . . . . . . . . . . . . . . . . . . . 61

3.4 Proposed Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

3.5 Experimental Results . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

3.5.1 Dataset . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

3.5.2 Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

3.6 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

4 Normalization of Macaronic Content for Sentiment Analysis 71

4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

4.2 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

4.3 System Design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78

4.4 Evalaution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84

4.4.1 Dataset . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84

4.4.2 Performance . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85

viii Ph.D Thesis by Sukhnandan Kaur



CONTENTS

4.4.3 Results and Analysis . . . . . . . . . . . . . . . . . . . . . . . 88

4.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90

5 Handling Temporality for Query Based Sentiment Analysis 93

5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93

5.2 Related Study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95

5.3 Proposed Definition of Temposentiscore . . . . . . . . . . . . . . . . . 98

5.4 Proposed System Design . . . . . . . . . . . . . . . . . . . . . . . . . 100

5.4.1 Tokenization . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100

5.4.2 Tagging . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102

5.4.3 Sentiscore Generation . . . . . . . . . . . . . . . . . . . . . . . 105

5.4.4 Tempo-Sentiscore Generation . . . . . . . . . . . . . . . . . . 106

5.5 Proposed Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . 106

5.6 Experimental Setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107

5.6.1 Dataset . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107

5.6.2 Performance Evaluation . . . . . . . . . . . . . . . . . . . . . 110

5.6.3 Effectiveness of TempoSentiscore . . . . . . . . . . . . . . . . 110

5.6.4 Experimental Results . . . . . . . . . . . . . . . . . . . . . . . 111

5.7 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113

6 Conclusions and Future Scope 115

6.1 Thesis Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115

6.2 Concluding Remarks . . . . . . . . . . . . . . . . . . . . . . . . . . . 116

6.2.1 Pre-processing . . . . . . . . . . . . . . . . . . . . . . . . . . . 116

6.2.2 Macaronic Content Sentiment Analyser . . . . . . . . . . . . . 117

6.2.3 Temporal Sentiment Analysis . . . . . . . . . . . . . . . . . . 117

6.3 Contribution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118

6.4 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119

Bibliography 121

ix Ph.D Thesis by Sukhnandan Kaur



CONTENTS

List of Publications 139

x Ph.D Thesis by Sukhnandan Kaur



List of Figures

1.1 Abstract View of Sentiment Analysis . . . . . . . . . . . . . . . . . . 1

1.2 Component of Building Sentiment Analyser . . . . . . . . . . . . . . 4

1.3 Level of Granularity . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

1.4 Sentence Level . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

1.5 Feature Level Abstraction . . . . . . . . . . . . . . . . . . . . . . . . 9

1.6 Architecture of Sentiment Analyser . . . . . . . . . . . . . . . . . . . 11

2.1 Breakthrough of Sentiment Analysis . . . . . . . . . . . . . . . . . . . 37

2.2 Fake Review Detection . . . . . . . . . . . . . . . . . . . . . . . . . . 38

3.1 Automation of Decision Support System . . . . . . . . . . . . . . . . 51

3.2 Proposed System for Preprocessing . . . . . . . . . . . . . . . . . . . 57

3.3 Comparison of Performance Based on Un-normalized(UN) and Nor-

malized(N)Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64

3.4 Performance Evaluation Based on Supervised Learning . . . . . . . . 64

3.5 Classification of Reviews in Positive and Negative Category . . . . . 66

3.6 Effectiveness of Proposed Approach . . . . . . . . . . . . . . . . . . . 68

4.1 Proposed System Design . . . . . . . . . . . . . . . . . . . . . . . . . 80

4.2 Comparison of Various Methods . . . . . . . . . . . . . . . . . . . . . 87

4.3 Effectiveness of the System w.r.t. Baseline Analysers . . . . . . . . . 90

5.1 Proposed System Design . . . . . . . . . . . . . . . . . . . . . . . . . 101

5.2 Total Number of Reviews in Present,Past and Future . . . . . . . . . 108

5.3 Tempo-Sentiscore Vs State of the Art Sentiment Analyser . . . . . . 112

xi



List of Tables

1.1 Average Information Shared Per Second [1] . . . . . . . . . . . . . . . 2

2.1 State of the Art Sentiment Analysis at Document Level . . . . . . . . 19

2.2 State of the Art Sentiment Analysis at Sentence Level . . . . . . . . . 24

2.3 State of the Art Sentiment Analysis at Feature Level . . . . . . . . . 31

2.4 Confusion Metric . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

2.5 State of the Art Fake Review Detection . . . . . . . . . . . . . . . . . 38

2.6 Temporality in Sentiment Analysis . . . . . . . . . . . . . . . . . . . 40

2.7 Multilingual Sentiment Analysis . . . . . . . . . . . . . . . . . . . . . 42

2.8 Normalization for Sentiment Analysis . . . . . . . . . . . . . . . . . . 45

3.1 Tokenization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

3.2 Segregation of Un-Normalized tokens . . . . . . . . . . . . . . . . . . 59

3.3 Normalization Based on PMI . . . . . . . . . . . . . . . . . . . . . . 60

3.4 Assembly of Tokens . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

3.5 Results Based on Normalized and Un-normalized Datasets . . . . . . 67

3.6 Accuracy of the Proposed Hybrid System . . . . . . . . . . . . . . . . 67

4.1 State of the Art Multilingual Sentiment Analysis . . . . . . . . . . . . 76

4.2 Tokenization at Different Levels . . . . . . . . . . . . . . . . . . . . . 78

4.3 PoS Tagging Using NLTK and Stanford Tagger . . . . . . . . . . . . 79

4.4 Sentiscore Associated with Review . . . . . . . . . . . . . . . . . . . 86

4.5 Un-normalized Macaronic Sentiment Analysis . . . . . . . . . . . . . 86

4.6 Proposed Normalized Macaronic Sentiment Analysis . . . . . . . . . . 88

4.7 Comparison with Existing Sentiment Analysis . . . . . . . . . . . . . 89

5.1 Summarization of Explicit and Implicit Temporality . . . . . . . . . . 98

xii



LIST OF TABLES

5.2 Rules for Temporal Tag . . . . . . . . . . . . . . . . . . . . . . . . . 105

5.3 Total Number of Reviews in Each Category . . . . . . . . . . . . . . 107

5.4 Results Based on Temporal Sentiment Analysis . . . . . . . . . . . . 109

5.5 Temporal Sentiment Analysis for Ford Car . . . . . . . . . . . . . . . 110

5.6 Assumption of Star Rating . . . . . . . . . . . . . . . . . . . . . . . . 111

xiii Ph.D Thesis by Sukhnandan Kaur



List of Abbreviations

SA Sentiment Analysis

NB Naive Bayes

SVM Support Vector Machines

HMM Hidden Markov Model

PMI Pointwise Mutual Information

RRM Robust Risk Minimization

TF Today for Future

NER Named Entity Recognisation

PoS Part of Speech

P Precision

R Recall

F F−measure

FO Fallout

A Accuracy

SVO Subject Verb Object

OVS Object Verb Subject

NLP Natural Language Processing

TS TempoSentiscore

xiv



Chapter 1

Introduction

The flow of huge data over several social platforms provides us valuable information.

This information is in the form of online journals, remarks, reviews, etc. People these

days prefer sharing their perspectives about anything over these social platforms i.e.

item, individual or place.

Figure 1.1: Abstract View of Sentiment Analysis

The task of processing such a huge data along with data exhibit in existing studies

becomes cumbersome. This tremendous amount of social information opens extensive

opportunities for smooth running of advertising endeavors and measures the campaign

1



CHAPTER 1. INTRODUCTION

Table 1.1: Average Information Shared Per Second [1]

Sr.No. Social
Platform

Rise of
Data Per
Second

Rank

1 Skype 387,105 3
2 Facebook 39,852,495 1
3 Twitter 19,92,150 2
4 Instagram 172,050 4
5 Reddit 63,045 5

impact on the proficient decision supportive network.

Two decades ago, communal sites which are at the peak these days in terms of usage

did not exist. However, at present social sites has overwhelmed by sharing perspec-

tives. The growth and rundown in the usage of various sites which are broadly used

by people appeared in Table 1.1[1]. Ranking describes the number of requests for use

of different sites. Facebook and Twitter are the platforms which shares significant

data, this is deduced from Table 1.1 [1]. Hence, human-oriented extricating informa-

tion from this enormous data accessible on the internet as appeared in figure 1.1 is

taken as a difficult task. It also obstructs the way toward taking the correct decision.

The exponential development of data on the websphere quickened the need of re-

moving insignificant data for extracting information. The optional appraisal of in-

dividual’s experience has done on the basis of resource rare languages and on the

resource-rich languages.

Its domain is different from a little individual thing around the world. The need of

automation of processing this huge data raises the requirement of improvement in

procedures in the field of sentiment generation.

2 Ph.D Thesis by Sukhnandan Kaur



1.1. DEFINITION

The junction point between online networking and human developed data emerged

researchers to work in collaboration in the territory of SA. Sentiment analysis ap-

proached us through various circles of our day-by-day lives, regardless of our under-

standing. It influences our buying habits, work, and so on. Sentiment Analysis is an

integral part of decision support system.

1.1 Definition

Sentiment Analysis is a science of reasoning what people think and perceives about

any entity. Primarily, the science was used by linguistic experts for various reasons.

However, being a dynamic study, Sentiment Analysis has found many more users

including businesses and customers. More and more businesses are investing in study

of customers sentiments for their products and services. The study allows them to

take appropriate actions to enhance their sales in present and future.

Definition 1 [64] : Sentiment analyser consists binary tuples.i.e.,

SA = {e, s}

where,

′e′ entity about which the sentiment is generated and ′s′ is sentiment associated with

that document.

Here, the output is considered as the only entity offering an opinion. The process

does not take in account as who is giving the opinion. Also, a person can anytime

change his/her opinion and thus there will be deviation in the study. This causes a

3 Ph.D Thesis by Sukhnandan Kaur



CHAPTER 1. INTRODUCTION

debate and researchers formulated new definition.

Definition 2 [64]: There are four tuples taken into consideration for sentiment analy-

sis.

SA = {a, o, p , t}

where, ′a′ is the aspect of the any entity,′o′ is the sentiment, ′p′ is the person offering

opinion, and ′t′ is the time when the opinion was given. Here, it was realized that

any document can have more than one entity giving opinion. This again instigated

the need of another definition.

Definition 3 [64]: SA is now considered as a quintuplet. It consists entity(ey), as-

pect(a), sentiment(o),opinion holder(p) and time(t). i.e.,

SA = {ey, a, o, p, t}

Figure 1.2: Component of Building Sentiment Analyser

4 Ph.D Thesis by Sukhnandan Kaur



1.2. SEGMENTS OF SENTIMENT ANALYSER

1.2 Segments of Sentiment Analyser

Figure 1.2 demonstrates the steps to build a sentiment analyzer. The primary step is

knowledge acquisition i.e.to construct a knowledge base. Secondly, focus on identify-

ing the level of abstraction. Secondary step is of deducing the method of extracting

or updating the knowledge base.

1.2.1 Knowledge Acquisition

The first step is to train the analyzer to gather more information about the real world

entities along with implicit or explicit sentiments. This enables the analyzer makes

best use of existing algorithms and extract real-world sentiments. This training is

performed by using various sources including experts, lexicons and more. Once col-

lected, the compilation of so many resources is termed as knowledge base.

Knowledge base is the elementary unit of the sentiment analyzer and is made with the

contribution of researchers from various fields i.e., literature, knowledge engineering,

local people, books, etc. Linguistic reserchers play a vital role in programming of ma-

chines and transfer their expertise to the machines for providing accuracy in analysis.

Similarly, lexicons make the knowledge base language rich by supplying synonyms,

semantic information about different words in diverse languages. Though efficient,the

mentioned approaches is tedious and overpriced. Thus, to simplify, people in the field

use various autonomous techniques to supply information to the knowledge base. The

process is known as automatic growth of the knowledge base.

5 Ph.D Thesis by Sukhnandan Kaur



CHAPTER 1. INTRODUCTION

Figure 1.3: Level of Granularity

However, this method is less efficient when compared to the human-initiated pro-

cesses. Contrary to this, knowledge engineers, do not require expert domain knowl-

edge. The engineers work on the knowledge base alone. They can derive efficient

conclusions only if they have a good sense of analysis.

1.2.2 Selection of Level of Abstraction

At the time of inception of sentiment analyser, this was the most important phase of

the process. There are three different levels that allow abstraction, namely, document,

sentence and feature level shown in figure 1.3. In the document level, the granularity

is highly coarse wherein as the level rises, the level of granularity rises simultaneously.

The different levels are explained below:

• Document level: It is the uppermost level of the abstraction process. This is

where the binary classification is done. The granularity here is obtained at a

coarse grain level. It derives the entire document into negative and positive

opinions.

6 Ph.D Thesis by Sukhnandan Kaur



1.2. SEGMENTS OF SENTIMENT ANALYSER

• Sentence level: The process of sentiment generation is more or less same in

document and sentence level. Extract opinion oriented sentences is the major

concern here. This is the primary reason that the level has a higher granular-

ity. Here, the content is are categorized into opinion oriented and non opinion

oriented content depending on their nature. It is revealed through in figure 1.4.

The analysis here is dependent on the individuals experience of any entity. The

basic aim for elimination of non−opinion oriented sentences containing static

knowledge and target more on opinion oriented sentences.

For Instance, 15 languages are widely spoken in my country. Still, local people

like to speak in their native language.

This example has both non−opinion oriented as well as opinion oriented aspect.

• Feature level: This level has a major league in granularity for sentiment analysis.

Here, the aspects or features are coded implicitly or explicitly. It further segre-

gated based on domain dependecy. The same is represented in Figure 1.5. This

level is used by many researchers to perform studies. Florian et al.[46] repoted

four named entity classifiers rule-based, hidden Markov model (HMM), robust

risk minimization (RRM) classifier based on regularized winnow method[102]

and max entropy classifier. They used these classifiers for English and German

languages to deduce named entities. They finally derived that RRM is the best

among all. Also, when operated in cross-lingual environment, these methods

were not able to derive satisfactory results.
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1.2.3 Knowledge Extraction

Various existing models and techniques are used on pre-existing knowledge base and

the aim is to derive results. Different models can be used as per the convenience of

the analyzer as there is no hard and fast rule.

1. Models: The evolution of machine-learning is related to access the huge com-

pilation of data that may or may not be of great use. The primary aim is to

extract meaningful data by sentiment analyser using different machine learning

methods. Choosing the right model is critical and at the same time complex.

There are no rules for choosing the right model. Basically it is a matter of trial

and error, wherein, at times, a wrong model can derive better results than the

most suitable method. As per George Box, ”Essentially all models are wrong,

but some are useful”. Models used in the literature are described as follows:

• Prediction based models: These models analyze the question and interpret

the future value. These models also known by future prediction (FP)

Figure 1.4: Sentence Level
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Figure 1.5: Feature Level Abstraction

models. These model’s efficiency depends wholly on end-results. Simply

put, the accuracy of the predictive values describe the effectiveness of the

model. The most commonly used models include Naive Bayes, ARM [80],

etc.

• Descriptive models [64]: These model are used for analysis summarization.

Various techniques like Classification, Clustering and ARM[80] are used to

under these models of SA.

• User-sensitive models [64]: These models of sentiment generation highly

useful for interpreting the actual sentiment associated with the review. It

takes the user into account while processing.

For example, a professional camera is well-suited for a photojournalist

but cumbersome for a novice user.

• Models based on author authority: These models advocate that the au-

thority of a document often stimulate readers influenc through review [64].
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Simply put, a product endorsed by a celebrity is more likely to influence

the audience than a product endorsed by a common man.

2. Learning techniques: Number of learning techniques are used for natural lan-

guage processing like NER, summarization, fake review detection, etc. These

learning techniques basically fall in 3 broad categories: supervised , semi-

supervised and unsupervised.

• Supervised learning: When the training data is fully labeled, then super-

vised techniques are used.

• Semi-supervised learning: This type of learning is used at the time when

training data is partially annotated.

• Unsupervised learning: It includes the use of algorithm when the data is

completely unlabeled.

1.3 Architecture

There are three basic phases that complete the architecture of the sentiment analyzer,

as shown in the figure 1.6. The most important part of the sentiment analysis is the

pre-processing of data that takes place at first phase. Lexical analysis, morphological

analysis, syntactical and semantical analysis are performed at this phase. At second

phase, a user is free to use any learning approach for sentiment analyzer i.e. Super-

vised, Semi-supervised and Unsupervised. Finally, at third phase, the Sentiscore is
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Figure 1.6: Architecture of Sentiment Analyser

calculated.

1.4 Applications

The prime motive of sentiment analysis research is to categorize the content into

positive, negative and neutral category. Initially, it was based on a rating system for

classifying the data. Later, it shifted from numeric rating to content for classification

of reviews or deducing star rating. Recently, the focus is on the prediction of individ-

uaĺs opinion about any entity in various projects like future leader in politics, revenue

earning and many more. There are many techniques for sentiment analysis, most of
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them comprise the use of social data. A few popular applications are explained below:

1. Popularity: The increase in the popularity of an individual entity can be de-

duced using sentiment analysis. Huge social data reservoirs are used and a

combination of text analysis and natural data processing is applied to get the

results.

2. Refinement of the product: Through the negative reviews during analysis, man-

ufacturers find out the loopholes in their product and refine them to meet the

customers expectation.

3. Mood prediction: Through sentiment analysis, the mood of the audience against

any upcoming event, rule, product sale, etc. can be derived.

1.5 Contribution

The contribution of this thesis is in the field of sentiment analysis. It is mainly focused

on the extraction of sentiments hidden in the social data present over the internet.

The notion of internet makes us to meet with social data and methods. This over-

comes the difficulty of gathering opinion from large population manually.

Social data is available in many forms, i.e. online reviews, comments, twitter mes-

sages about elections, blogs for any event, or reviews of movies, etc. The primary

task of sentiment analysis is classifying the opinion expressed in this social data into

positive, negative or neutral.
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From past decades, Sentiment analysis has been becoming the hot topic in the re-

search field. For instance, IBM SPSS [2] provides a way to refine product or any

service based on user opinion about that product. Also LexisNexis [3] uses news me-

dia to analyse consumers content for brand perception. Apart from all these, many

other algorithms for sentiment analysis are in trading by various organisations. Mo-

tivated from the observations mentioned above, this thesis addresses the following:

The thesis focuses on how to deal with the text containing slangs, emoticons, mis-

spelled words, etc. For effective processing, the need to normalize the text by changing

emoticons into senticons, slangs to lexical words in textual data. To examine the ef-

fect of normalization over the performance of classifiers. The experiment consists of

annotated datasets. This study also considers the fact that each emoticon has its own

significance different from others.

This study further explores the task of sentiment analysis from textual data by bor-

rowing the concept of macaronic content. Macaronic content that postulates the

indulgence of more than more language in a single document. Manual annotation of

the dataset for applying various data driven approaches used in sentiment analysis.

Addressing some of the fundamental questions of sentiment analysis, this thesis brings

forth the methodologies to carry out multilingual sentiment analysis from the textual

data along with macaronic data.

It also proposes an algorithm for temporal sentiment analysis. This makes the final
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results independent or less dependent on obsolete reviews. Study reveals that pro-

posed system has a potential to expand the sentiment analyserś simplistic temporal

view. It introduces a new terminology TempoSentiscore. This captures temporality in

sentiment generation using explicit and implicit time variants. To examine its effect

over the star rating, empirically derived equation is provided for tempo-sentiscore. It

helps in understanding the temporality in terms of generation of sentiscore.

1.6 Organisation of the Thesis

This thesis objective mainly concerned for generation of flexible and reliable natural

language processor. The effective preprocessing also increases the reliability of auto-

matic decision support system. It is achieved by considering the temporality of the

data implicitly and explicitly. The high level architecture of the system is shown in

figure 1.6. This work contains the novelty as it combines natural language processing

along with textual analysis i.e. extraction of emotions. Furthermore, analysis of such

data through implicit temporality or analysis of informal social data proves to be

quite challenging. The thesis is organised as follows:

Chapter 1 of the thesis focuses on basic concept of Sentiment Analysis and how

it effectively increases the reliability of the decision support system. It shows the

evolution in sentiment analysis through the varying levels of granularity. Applications

are also listed in this chapter.

Chapter 2 discusses the background of sentiment analysis. Research gaps show the
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need to focus more in area of sentiment analysis. Motivation behind the work is also

discussed. This helps to generate the prime objectives of the thesis. Objectives are

framed at the end of this chapter.

Chapter 3 describes the need to normalize the web content for effective processing.

It also strengthens the fact that effective pre-processing gives better results. This

chapter primarily focuses on the cleaning of the data at the early stage of sentiment

analysis. It increases the reliability of the decision support system.

Chapter 4 of the thesis focuses on how to deal with macaronic content over the web.

Along with it, it also describes on how macaronic language is treated differently from

multi-linguality. Two languages are taken into account for consideration to deal with

macaronic text i.e. Hinglish (Hindi and English).

Chapter 5 discusses the reliability of the decision support system. It shows the need

of considering higher granularity level in the perspective of time. Implicit and explicit

temporal aspects are discussed in detail. Further, the impact of temporality is also

shown over star rating.

Chapter 6 finally concludes the presented work in this thesis. It also highlights the fu-

ture scope of the work that could be further carry forward in the domain of sentiment

analysis.
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Chapter 2

Related Study

Decision making capability of a person is highly influenced by the emotions associ-

ated with the entity. Conventionally, people used to consult friends and users for

their experience about any product while making buying decisions or refer to politi-

cal forums while deciding whom to vote in the upcoming elections. The suggestions

for the same were restricted with the geographical limitations as people
′
s reach was

limited. However, with the advent of internet, the reach has expanded to exponential

levels and now, one can not only get hundreds and thousands of reviews but also

collect them from across the globe. As we have quoted in chapter 1, a huge pool

of people users are active on social media sites. With such a large number of users

the internet is overloaded with huge data. This data is very important for sentiment

analysis. Traditionally, the primary motive of Sentiment Analysis was to diffuse the

sentiments signals into binary forms, i.e. positive and negative. As human experi-

enced the technical hike in machine learning, there was a simultaneous increase in

the level of granularity, i.e. rising refinement. In the early 2000s, the primary motive

of researchers was to check the document for polarity. This was the case when the

analysis was done at document level. However, later it was focused on sentence level

(only subjective sentences were considered) and currently, it is more concentrated
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over entity/feature level.

2.1 Various Stages of Sentiment Analysis

There are three different stages for sentiment analysis as described in chapter 1. The

extent of granularity rises with each level. It is finest at the feature level while on

document level one can experience the coarsest level. Undermentioned is the work

done at each level by different researchers.

1. Document level: This first and foremost stage in abstraction for sentiment

analysis. The binary classification of any document is performed at the same

level. The extraction here is done at the coarse level of granularity. With

sentiment analysis at the document level, negative and positive opinion in the

entire document is segregated. Initially, when SA was primarily introduced,

document level work was high in demand.

The majority of work was focused based on the assumption given by Liu et.al.

[64] which states that a document is focused on a single entity only. Thus,

any work done on a document extracts the opinion about that single entity.

However, with more and more people offering different assumptions about an

entity, the assumption given by Liu et.at. [64] was disregarded.

Later, Hatzivassiloglou et.al. [52], and Moghaddam et.al. [73] came up with

a theory about SA which was based on a major element of English language

resources, adjectives. In literature, it is observed that there are few exceptional
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Table 2.1: State of the Art Sentiment Analysis at Document Level

S.
No.

Author Work done Trade off

1 Turney (2002) Results are obtained through unsu-
pervised learning approaches

High frequency words were ne-
glected which sometimes contain
valuable information

2 Pang et al. (2002) Several machine learning algorithms
were used like NB, SVM, etc. This
study found good results in SVM
and results are degraded when NB
was used.

The performance was not good
in aspect oriented SA

3 Liu (2012) It did not work well in the environ-
ment containing opinion from many
persons

It was failed when the opinion
was from different people regard-
ing the same entity

4 OConnor et al.
(2010)

Opinion was extracted from micro
blogs

Inappropriate messages selection
while sentiment analysis was per-
formed

5 Thelwall et al.
(2011)

It has shown the bend towards neg-
ative in any event

Different geographical time
boundaries hindered the perfor-
mance of the system.

6 Hung et al. (2012) SentiWordNet was used along with
Cosine similarity for SA

Fake reviews were also consid-
ered which gave bad results

7 Baccianella et al.
(2010)

SENTIWORDNET 3.0 and
WORDNET 3.0 were used to
carry out the task of sentiment
analysis. 20 % growth was shown
using semisupervised learning
approach

Specific words have different val-
ues when compared with human
orinted values. E.g. for the term
′bad′ SentiWordNet gave the re-
sults as pos = 0.625, neg =
0.125, obj = 0.25. On contrary,
the human generated score was
pos = 0, neg = 1, obj = 0, which
was conflicting (Brody and Di-
akopoulos, 2011)

8 Bollegala et al.
(2013)

Results were formulated using su-
pervised along with unsupervised
learning algorithms in domain inde-
pendent environment

Word sense disambiguation was
not taken care.

9 Maas et al.(2011) Semantic nature of the content was
considered in this study

Performance was degraded for
ambiguous words i.e., cold coffee
was taken as positive while cold
burger was taken as negative

10 Xie and Wang
(2014)

Composite words are considered like
idiomatic phrases, proverbs, etc.
along with simple words for Chinese
language

Accuracy was taken as perfor-
mance metric which obtained as
low value.
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linguistic rules i.e. ′and′, ′nor′, ′but′, etc. This theory was based on a study done

on 21 million words from English literature. However, the algorithm did not

consider as efficient because its basic requirement was to have all the training

data to be completely labeled, which means that the study did not considered

unlabeled data including adjectives, and thus, the algorithm ran down in terms

of accuracy. Turney et. al. [95] put forth a theory of unsupervised learning for

sentiment analysis. They used a study under which adjectives and adverbs that

helped out in calculating the orientation. The algorithm included three steps

mentioned below:

Step 1: This step involved extraction of phrases that contained adjectives or

adverbs along with a context word that further helped in determining the ori-

entation that used PoS tags[19].

Step 2: Estimation of the orientation of the phrases extracted in the step 1

was performed through the pointwise mutual information (PMI) [94]. Here, the

extent of convergence for positive polarity terms and its corresponding negative

reference word was the base to compute the opinion orientation of a phrase.

Step 3: The average opinion orientation for all the reviews is computed and

if positive, it is considered as recommended. However, the algorithm did not

deduce good results when used in processing different languages. This was pri-

marily because of the different linguistic rules of languages.

Pang et al. [80] proposed an entirely different approach for finding the SA. To
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ensure the classification was done with utmost accuracy, researchers focused

to use several supervised learning approaches as mentioned in literature, i.e.

NB,SVM and entropy. Their work concluded that machine learning methods

were more effective than any human-based method for unigrams and bigrams.

These machine learning methods were also more effective in computing topic

classification[70] than for SA. The study also concluded that SVM offers more

accurate results than Naive Bayes. The entire project was based on polarity

checking for positive as well as negative words.

O’Connor et.al. [76] used explicit temporal methodology along with the existing

methods. Under his study, they used unsupervised method to determine the

political status of a person and included time series to calculate the sentiment.

However, the different time frames across the globe gave them a serious problem

as it created problem in evaluating the opinion of a document while taking in

considerations the online reviews, posts on various social platforms submitted

by different humans belong to different zones of the globe. Later, Thelwall

et.al. [90] added a three hour burst time to treat the temporality for sentiment

analysis and the geographically different time frame problem was also faced by

O’Connor et.al. [76].

Larsen et.al. [62] proposed a method wherein they used term frequency count

for extracting explicit features. Any term that had a high frequency were con-

sidered as candidate feature. Then, all the candidates features were clubbed

21 Ph.D Thesis by Sukhnandan Kaur



CHAPTER 2. RELATED STUDY

and the results indicated that continuous center adjustments give better re-

sults. They also used adequate mean vector damping technique to adjust the

center in clusters but did not considered the extra time. The frequency count

approach used here indicated the number of non-frequent items that are usually

ignored despite being a valid entity.

Hung et al. [54] also proposed a modification process for the document quality.

The method was divided into 5 stages:

• Strong

• Normal

• Weak

• Redundancy check

• Fake data detection

Researchers used cosine similarity between the WOM (word of mouth) in docu-

ment X and the product description Y, associated with it. They also used base

lexicon, i.e. WordNet [72] from different languages and applied various transla-

tion or transliteration schemes to make many lexicons and utilize in generalizing

the mining of opinions. Sentiscore was assigned to each word from the standard

WordNet by Baccianella et. al. [10] and was termed as word score. This score

was calculated through an averaging method of all scores including negatives

and positives for each word present in a text span that has a relationship with
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feature M. The same was done by using equation 2.1.1.

WordScore(W ) =
1

q

q∑
t=0

posScore(t) +
1

q
{−

q∑
t=0

negScore(t)} (2.1.1)

where,

posScore(t): positive score obtained for synset t.

negScore(t): negative score obtained for synset t.

q : count of all the synsets.

The equation helped in determining a uniform number for every term which

is termed as SentiWordNet [43]. It was observed that a few researchers have

already performed inter-domain analysis. Bollegala et al. [18] came up with a

theory with use of sentiment analysis in inter-domain analysis. They used both

rule based and machine learning approaches for their work. The performance

of the method faced no competition from the existing baseline methods. As a

result, SA was focused on the meaning of a word instead of focusing on string

matching methodology. Maas et al. [68] devised an algorithm for finding the

similarity among different words. The theory has combined both supervised and

unsupervised learning techniques. The vector-based model that they proposed

deal with semantic and sentiment similarities between different words. The

theory failed to lead in domain dependent sentiment analysis. It was believed

that each language has a huge reservoir which contains simple words as well as

complex words such as idioms, phrases, proverbs and more. These words are

also important for sentiment analysis. Xie et.al. [100] proposed an unsupervised
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Table 2.2: State of the Art Sentiment Analysis at Sentence Level

S.
No.

Author Work done Trade off

1 Pang and lee
(2004)

Differentiate the sentences into
opinion oriented and opinion lack-
ing segments. Afterwards, opin-
ion lacking sentences are removed
as these did not exhibit any opin-
ion expression. Supervised learn-
ing approaches are used for the
performance evaluation. Seman-
tic orientation of opinion bearing
terms are also considered. Due
to independence of different at-
tributes Naive Bayes gave better
results.

This study did not
consider Word sense
Disambiguation which
hindered the perfor-
mance somehow.

2 Hatzivassiloglou
and Wiebe
(2000)

Adjectives were taken into ac-
count for the classification of re-
views

This technique gave
bad results for the lan-
guages which did not
get appropriate con-
sideration in the liter-
ature or having no or
less resources.

3 Boiy and
Moens (2009)

Multilingual content was consid-
ered including Dutch and French
along with universal language En-
glish. Unstructured content was
also the focus of this study.

Did not work well for
misspelled words.

4 Wilson et al.
(2005)

Obtaining prior polarity got low-
est priority as compared to polar-
ity based on the context or do-
main.

Binary classification
was considered in-
stead of positive,
negative or neutral.

5 An and Hagi-
wara (2014)

Emotion was deduced based on
top five sentiment bearing words.
i.e., adjectives

Failed to perform well
for informal or unnor-
malized content.

6 Liu (2012) Some words may have different
semantic nature depending on the
domain in which it is used. This
was considered in this study

Informal text process-
ing was untouched.
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technique that extract sentiment from the annotated Chinese reservoir enrich

with idioms. They noticed that this theory worked well with unannotated

dataset. Sentiment analysis work on document level is recorded in table 2.1. It

indicates the importance of segregating fake reviews from authentic reviews for

quality results. The study also deduced that most of the times term frequency

method was the best for named entity extraction. At the same time, term

frequency method also had a shortcoming as it often neglected words that may

carry some important information. It was also deduced that SVM should be

used for complex sentences while Naive Bayes was considered as an efficient

method for simple and short sentences.

2. Sentence Level: This level is more or less same with the level described in pre-

vious section for sentient generation. At sentence level, the primary focus of SA

is to detect the subjectivity, because of this the granularity at the document

level rises. In a document, there are sentences that can be categorized as sub-

jective or objective in nature as described in chapter 1. Here, for analysis the

opinion depends upon the experienced of an individual regarding the entity. At

this level, the primary focus of the researcher is on the subjective sentences and

thus, all the objective sentences are ignored.

For instance, 15 languages are widely spoken in my country. Still, local people

like to speak in their native language.

Above Example is the combination of subjective and objective sentence.
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Hatzivassiloglou et.al.[53] studied how the orientation of adjectives in SA can

affect the subjectivity at the sentence level. This study was increased the perfor-

mance level of sentiment analyser.The main focus here was to find out whether

a word was subjective or objective depending upon the presence of the adjec-

tive in that particular sentence. The method failed in cross-domain, because

a word that had a positive value in one domain might had a negative value in

the other. To ensure performance enhancement, the researchers used a huge

tarining data consisting adjectives, which was a costly affair. Pang et.al. [78]

also stated that compression does not affect the overall polarity. Compression

here means excluding the very part that isn’t relevant or has no contribution

towards generating opinion. Several machine learning approaches were used for

SA at sentence level. Graph based minimum cut detection method was used for

detecting the subjectivity.

However, adaptive methods has shown lower accuracy because different words

have different sentiments associated in various languages. Because of this dis-

ambiguation of polarity, it becomes harder to find the polarity of any sentence.

For instance:

National trust helped many poor people.

There are two words ′poor′ and ′trust′ in the above sentence, these do not con-

sider as opinion bearing word. So, there is no use for generating opinion based

on these words. Any meaning can be extracted only if they are considered as
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neutral which is again a general rule of SA. Wilson et al. [98] used subjectivity

clues to find out the polarity of the context. The process had two-step as ex-

plained underneath:

Step 1: Clues classification as polar or neutral. A total of 28 featured were

extracted which were summarized as: Word features consists of context, prior

polarity, etc. Modification based linguistic features including intensification,

proceeded by adjective, dependency phrase info, etc., Sentence based features

to find pronoun in sentences, etc. and Document based features including topic

of document.

Step 2: All the clues instance that were categorized as polar were further segre-

gated based on the nature of their polarity. Here, they used 10 different features.

Broadly summarized into two categories: term features like tokenization, word

polarity identification, Polarity features consists of negation, modified polarity,

etc. From their work, they evaluated the fact that aggregation of these fea-

tures helped in obtaining better results. Liu et.al. [64] addressed two aspects

which hinders the performance concerning sentiment analysis. First, context

dependency was considered for semantic orientation. Second, sentences may

have several opinion oriented terms. They suggested a key for the problem and

aggregated several opinion oriented terms exist in the same sentence. Earlier,

whole work was concentrated on a universally accepted language i.e., English
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because there were lesser techniques available for translation and transliter-

ation. With better translation techniques, SA became more advanced. At

presents, researchers are focused on conducting SA on as many languages as

possible. Boiy et.al. [17] came up with a new technique of extracting opin-

ion from several social platforms containing reviews, posts from various users,

etc. in different languages, i.e. English, Dutch and French using number of

supervised approaches. An et.al. [8] proposed a method of deducing a persons

emotion on the basis of top five adjectives. Depending upon the adjectives a

the mood of person or nature can be decided.

For example, For the first 5 positive adjectives, it was considered that the

person was in a positive mood otherwise not.

The complete work is summarized in the table 2.2 and suggests that it is im-

portant to have analyzers work well even for unstructured data. Though multi-

linguistics has been already addressed but still there is a lot to consider. It is

important to carry out such researches in resource scare language. It is also

important to handle ambiguous words with utmost care for effective sentiment

analysis.

3. Feature level: This is where the granularity is at the highest level as discussed

in chapter 1. It shows the classification of implicit features along with consid-

ering features explicitly which can further be classified as domain dependent

and independent. There is a huge work submitted by researchers at the feature
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level. Florian et.al.[46] has proposed four NER classifier’s rule which was focues

on hidden Markov model, robust risk minimization classifier based on regular-

ized winnow method [102] and max entropy classifier to extract different names

entity in two languages, i.e. English and German. The study concluded that

RRM method is better than all other methods. The study also suggested that

the results extracted through this study were not efficient enough when done in

a cross-lingual environment.

Zhu et. al.[105] used ARM (associated rule mining) method for determining

frequent features in Chinese language. They also used Apriori algorithm [7] for

calculating the frequent items. This approach was used because it was consid-

ered that it will make the process swifter than other processes. Later, topic

co-relation filtration method was used for extracting candidates features out of

all the calculated items. The only shortcoming of this method was that all the

non-frequent items were neglected in the process. Yi et.al.[101] made use of the

keyword approach. Under this approach, a spotter is used to extract the fea-

ture after explicitly mentioning any predefined arbitrary item set. The method

collects all the words under one topic as per the synonyms found. They also

used disambiguation for finding like items that are related to any topic.

For example, a pre-defined items set includes Sun Microsoft. During the pro-

cess of tokenization, there are possibilities to differentiate Sun and Microsoft.

He also proposed that there should be a association between the two entities
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to extract them. This was executed by using word frequency-inverse document

frequency count that relies on off-topic and on-topic items[101].

Kucuktunc et al.[61] also worked on supervised learning approaches and de-

rived various features of SA including temporality in sentiments, calculated the

impact on sentiment geographically and contextual dependency. The primary

finding[61] stated that sentiment analysis was strongly dependent on the topic

demographic factors. High influence of temporality based on different aspects

of time was shown. Zhao et.al. [103] proposed a method that focused on the

association of sentiment bearing term and the feature word for extracting the

aspect. It was furnished by deriving multi-aspects [104] SA. The primary objec-

tive was to ensure that the opinion mining domain was independent. They used

PoS taggers to determine association level. At the later stage, researchers were

more focused on implicit feature extraction studies than on explicit. Srivas-

tava et.al.[88] used binary grammatical dependencies between different opinion

words and feature through PoS tagging in a particular domain oriented envi-

ronment i.e.,product reviews and studied implicit feature extraction. Ding et.

al.[40] stated that contextual dependencies is a part of SA and also suggested

how to efficiently handle these context-dependent opinion words. They made

intra-conjunction rules under which opinions from both the sides must be con-

sidered and had similar polarity. Xie et.al.[100] made use of a basic classifier in

order to minimize the dependability of domain by considering phrasal structures
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Table 2.3: State of the Art Sentiment Analysis at Feature Level

S.
No.

Author Work done Trade off

1 Florian et
al. (2003)

Named entity was considered for pro-
cessing. Several machine learning algo-
rithms mentioned in the literature were
used along with feature selection. Out
of these algorithms, RRM gave good re-
sults.

Multilingualism was not considered.
Results found for Dutch were not as par
as English.

2 Kucuktunc
et al.
(2012)

Impact of external factors such as Gen-
der, Qualification, Event name and
time was considered for sentiment anal-
ysis

Explicitly mentioned factors were un-
doubtedly considered. On the other
hand, implicit factors were totally ig-
nored.

3 Zhao and
Zhou
(2009)

Sentiment analysis was considered in
purely domain independent environ-
ment

Efficiency was wholly dependent on
how effective the trainig data is.

4 Srivastava
et al.
(2010)

Sentiment analysis was carried out in
association with grammatical structure

Domain dependency and independency
was the concern. Domain dependency
did not perform at par with doamin in-
dependent data processing.

5 Ding et
al. (2008)

Opinion orientation of several terms or
words depends on the context in which
it is used. This aspect was considered
in this study.

Variation in the structural format of
various languages effected the perfor-
mance of the system

6 Xie and
Wang
(2014)

Sentiment analysis was done using Chi-
nese idiomatic language resources for
specific domain. This gave better re-
sults but for the considered domain
only.

In terms of Bag of Words only Bigrams
were considered.

7 Zhu et al.
(2009)

To speed up the processing for sen-
timent analysis Apriori approach was
used. Chinese content was taken for
processing

Apart from chinese language other lan-
guages were not considered.

8 Yi and
Niblack
(2005)

Feature extraction was explicitly car-
ried out using keyword approach. The
matter of word sense disambiguation
was also touched in processing.

Features were not extracted implicitly.

9 Ding et
al. (2009)

Features were extracted implicitly and
explicitly

System works inefficiently in domain
dependent environment.

10 Pontiki et
al. (2014)

Higher level of granularity was consid-
ered. Therefore, extract named entities
along with different aspects

Domain dependency was the reason in
lowering the efficiency of the system.

11 Che et al.
(2015)

Focus on the importance of preserving
the polarity even after removing the re-
dundancy

Semantic orientation may sometimes
reduce the efficiency of the system.

31 Ph.D Thesis by Sukhnandan Kaur



CHAPTER 2. RELATED STUDY

that had the similar meaning on a universal ground. Ding et.al.[41] studied the

extraction of implicit and explicit entity. They used two different methods for

extracting explicit and implicit entity. Pontiki et.al.[82] aimed on developing

aspect-based SA. The entire study was based on extracting the entities, based

on the aspects and polarity associated with the aspect. By summarizing the

SA at feature level as shown in table 2.3, it is concluded that there is very less

work done for extracting the implicit feature in a multi-lingual data reservoir.

There is a huge scope of work in cross-domain feature extraction also.

2.2 Methods of Sentiment Analysis

To ensure that the huge repository of data is accessed that can either be of great

use of completely worthless, it was experienced that machine learning is important.

There exist many machine-learning methods that ensure meaningful data extraction

through SA. The choice of the right method is considered as necessary as well as

complex. There is no framework which can help to pick any model from the choice.

Many times a wrong model can offer the right prediction and can be treated as correct

as described in chapter 1.

Learning Techniques

Below mentioned are the approaches in literature that adopted for training the system:

1. Supervised Learning: This is followed for system training when the content is

labeled. SVM, HMM, etc. are a few supervised algorithms that are used for
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this type of learning approach. Pang et. al.[80] suggested using Naive Bayes,

maximum entropy and SVM approach for SA for classifying movie reviews into

positive opinion and negative opinions. Feature are extracted in this method by

performing through the combination of entities that have effective names in the

context. The study concluded that the used algorithms did not performed well

for sentiment classification as it did for text classification. Florian et. al.[46] also

used HMM, a RRM classifier based on regularized winnow methods for named

entity extraction along with the existing models used by Pang et. al.[80]. They

derived that RRM classifier was the best technique for feature extraction among

all. Correlation method for feature extraction was also used after considering

the association between bigrams, trigrams and Ngrams in a topic along with a

distance measure proposed by Liu et.al.[65]. In a particular domain oriented

environment, supervised techniques offered the best results.

2. Semi-supervised Learning: This algorithm offers the best results when the input

has a combination of both labeled and unlabeled data. Pang et.al.[78] proposed

Graph-based semi-supervised-learning methods based on minimum cuts. To

minimize the manual labeling of input data, Etzioni et. al.[44] gave a boot-

strapping method. However, efficiency of bootstrapping is widely dependent

on seeding to uplift the performance for extraction during the time of training

the system. Riloff et.al.[85] also used a semi-supervised technique that means

bootstrapping on annotated data through linguistic clues and finding out the
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Table 2.4: Confusion Metric

Machine says
YES

Machine says
NO

Human says
YES

tp fn

Human says
NO

fp tn

patterns for subjectivity. Bootstrapping method is considered extensive broad-

cast method used for annotating words, expressions, etc. that has either polarity

or subjectivity.

3. Unsupervised Learning: This algorithm is used when analyzing unlabeled or

annotated data. There are different rules are made for system training with

the use of unlabeled data. Florian et.al.[46] suggested an agglomerative classi-

fier. Later, was adopted for classifying based of their active features and the

combinations. Chamlertwat et.al.[23] used lexicon based unsupervised learning

algorithm. The technique is termed very useful but less accurate because of the

high deposits of annotated data over the web.

2.3 Performance Metrics

Below mentioned performance metrics are used for various natural languages pro-

cessing tasks including sentiment analysis to analyze the results. The list includes

Precision, Recall, F-measure and Accuracy. These measures can be calculated using

confusion metric as given in table 2.4 Precision: It is defined as fraction of retrieved
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documents that are relevant to total detected documents. It is calculated using equa-

tion 2.3.2.

P =

number of correct positive or negative
documents detected by the system

no. of positive/negative documents
detected by the system

 (2.3.2)

Recall: It is defined as the proportion of relevant documents that are retrieved and

total number of documents. It is calculated using equation 2.3.3 .

R =

number of positive or negative
documents detected by the system

no. of positive/negative documents
present in the Gold Standard test set

 (2.3.3)

F-measure: It is a harmonic mean of Precision and Recall. F-measure with α = 0.5,

means taking Precision and Recall at equal weightage. It is calculated using equation

2.3.4.

F =
(α2 + 1)× P ×R

α2(P +R)
(2.3.4)

Accuracy: it is the fraction of classifications that is correct. It is calculated using

equation 2.3.5.

A =
tp + tn

tp + tn + fn + fp
(2.3.5)

Fall-out: It is a measure of the proportion of mistakenly selected non-targeted items.

It is calculated using equation 2.3.6
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FO =
fp

tn + fp
(2.3.6)

2.4 Research Gaps

In Future, SA will be used to design and develop a system that has common sense

perform at par with human being. This is a major shortcoming in the current state of

the art sentiment analysers. Figure 2.1 shows the research gap. Many machine learn-

ing methods have been honed for increasing the performance of sentiment analyser.

These techniques are also used for transforming informal content to formal content

after applying a number of learning approaches as mentioned in chapter 1. The gaps

in the research is thus concluded to design a theory of commonsense for natural text

analysis.

2.4.1 Current Research Directions

For a sentiment analyzer to become ideal, it should have intellectual capabilities

like humans. This can be done by filling the research gap. Filling research gap is

important and can be achieved by working on several research directions. Under this

part, the ongoing research directions and other features are identified. It demands

researchers attention in order to work more accurately to derive an ideal sentiment

analyzer.
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Figure 2.1: Breakthrough of Sentiment Analysis

Fake review detection

There is abundance of electronic data and thus, arranging data for studies is no more

an issue. However, there is also an increase in the spam content. The quality of

SA depends upon the authenticity of the opinion feeding system in order to extract

the sentiments. Fake review detection is a process that allows the identification of

people hired by a company to boost their reputation or lower downs the competitors

reputation by posting fake reviews. For finding the justified opinion for any product

or service, it is important to run a fake review detection. Researchers are more active

than ever for identifying useful review amid the bogus reviews and comments for fraud
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Figure 2.2: Fake Review Detection

Table 2.5: State of the Art Fake Review Detection

S.
No.

Author Group
Spam-
mers

Individual
Spammers

Domain
inde-
pen-
dency

Content
based

Meta
Data

Factual
infor-
mation

Results

1 Jindal
et.al.(2007)

×
√

×
√ √

× Accuracy
= 0.78

2 Lim et.
al.(2010)

√
× ×

√ √
× H.A. =

0.64
3 McCord

et.al.(2011)
×

√
× ×

√
× A = 0.957

4 Mukherjee
et.al.(2012)

√
× × ×

√
× H.A. =

0.79
5 Wang et.

al.(2012)
×

√
× ×

√
× H.A. =

0.60
6 Mukherjee

et.
al.(2013)

×
√

×
√ √

× H.A. =
0.76

detection [55][96][71] and also to ensure better customer profiling as shown in Figure

2.2. Wang et.al.[97] also considered a few spam reviews in his analysis instead of

neglecting them completely. Nitin et.al.[55] categorized fake review detection into two

categories-link spam and content spam. The research issues in this process includes:

1. Distinguish the group of spammers or a spammer: It has been understood

that more quality reviews are responsible for the betterment of the system
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and accurate output for any decision support system that can be expected.

This enhances the need of identifying fake reviews for quality analysis. Lim et.

al.[63], Mukherjee et.al.[74] and many other researchers worked on the process

of identification of group spammers and achieved results at par satisfaction.

However, this should not underrate the importance of finding individual review,

which is also considered as one of the most complicated and critical task of

review detection. Blocking the ids of rubbish reviewers, impose a penalty on

them. Few suggestive steps that can be taken to ensure quality of reviews.

2. Domain independence: Movie, restaurant, products, etc. are a few example

of domains that demand spam detection. Here, the primary motive of the

researchers is to develop a system that facilitates spam detection regardless of

the choice of domain i.e. domain independency.

3. Content-based/metadata-based/factual data: Here, three different approaches

are responsible for fake review detection as described as:

• Contentextual approach associated with the data shared by the person in

context .

• Every post has Metadata attached by the server, i.e., time of post, date of

post,etc.

• Factual information is about the facts or figures. Sentences holding factual

information are also known as objectivity. Sentiment or emotion about any

entity also stimulates its behaviour because of the change in some of the
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Table 2.6: Temporality in Sentiment Analysis

S.
No.

Author Explicitly
mention
of topic
keyword

Implicitly
deduce topic
keyword

Handling the
geographical
dispersion of
time

Forecast
analy-
sis

Weightage
hinged to
reviews
w.r.t.
time

Results

1 OConnor
et.al.(2010)

√
× ×

√
× R=

63.5
2 Thelwall

et.al.
(2011)

√
×

√
× × P =

0.013

3 Razavi
et.al.(2013)

√
× × × × H.A.

= 0.69
4 Dias

et.al.(2014)

√ √
× × × P =

0.078
5 Fukuhara

et. al.
(2007)

√
× × × × R =

0.78

factual information, i.e. price, income, etc.

Table 2.5 indicates that researchers have not yet tried to include factual information

in a SA task or fake review detection. As factual information will be added, spam

detection process can be intensified.

Temporal nature of sentiment generation

Temporality is another important dimension that is overlooked by researchers. Re-

searchers usually focus on identifying the opinions. Apart from this, it detects the

time when a person offered them, in order to find out the shifts in attitudes over

time. There are various applications where temporal aspect plays a significant role

including reviewing the success of marketing campaigns, calculating the damage to

a brand and also in controlling it by responding to the problem as soon as possible.

This means, there should be a system that has capability to assign high weight to
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recently posted review over any blog or review that was posted in the past.

Below mentioned are aspects where temporal nature of reviews is included in SA:

1. Explicity/implicity in topic word: Many times topic words are deduced explic-

itly or implicitly. It is suggested that implicit extraction is the best method but

at the same time is quite complex.

2. Geographical dispersion of time: When temporal aspect is considered for SA,

it becomes more complex as there are different time zones across the globe. To

derive a collaborative real-time sentiment for the entire world is thus a very

complex task.

3. Forecast analysis: There is active work being done to increase the measures of

forecast analysis by taking time into account for SA.

4. Assign weight to reviews depending on time: With changing time, the sense of

submitted reviews degrades and the current review becomes more important.

It is suggested that there should be active use of hinged weight according to

temporality for obtaining time-oriented review.

Table 2.6 shows how researchers did not take in account any figurative value.

This is the reason that less importance was paid to deduce the sentiments based

on the standard time scale with the use of meta-data.
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Table 2.7: Multilingual Sentiment Analysis

S.
No.

Author Implicit
fea-
ture
ex-
trac-
tion

Explicit
fea-
ture
ex-
trac-
tion

Translation
or
translit-
eration

Automatic
expan-
sion of
bilingual
lexicon

Collocation Multi-
linguality
in sin-
gle
Sen-
tence

Results

1 Denecke
(2008)

×
√ √

× × × A = 0.58-
0.66

2 Banea et
al. (2011)

×
√ √

× × × R= 83.15
P =
67.76,
A= 69.44

3 Lin et
al.(2012)

×
√ √ √ √

× A = 0.706

4 Hogenboom
et al.(2014)

√ √ √ √
× × P = 0.062

5 Boiy and
Moens et.
al. (2009)

×
√ √

× × × A= 0.87

Multi-linguality

The internet is the most advanced and highly utilized medium for communication.

To ensure that more and more people reads the submitted text, a writer often chooses

English as the medium considering that majority of its readers have the same native

language. As an alternative, the writer can also write the reviews in English as well as

in his native language. This in turn increases the efforts needed to write a document

but also for maintaining it. Banea et. al.[13] found that only 39.4% of internet users

know English language. To communicate over the internet, rest of the people use

either their native language or any other language that has more supporters in the

existing systems. Different aspects of handling multilingualism in textual data are

mentioned below:

42 Ph.D Thesis by Sukhnandan Kaur



2.4. RESEARCH GAPS

1. Use of translation/transliteration: There was very less work done on multi-

lingual data, previously. Because there were not quality translation technique-

savailable, majority of the SA tasks were performed on manually built bilingual

lexicons. With the advanced techniques of supervised translation and translit-

eration, the research in SA was enhanced significantly.

2. Expansion of self regulating thesaurus for multiple languages: To enable work-

ing in different languages a need for parallel lexicons was experienced. It was

practically impossible to have a dictionary that has all the words due to use of

new words in natural language. Thus, to work with multi-lingual data, it was

mandatory to have an extension of the current lexicon.

3. Collocation: A linguistic term can be translated in a number of ways in other

languages. It makes finding bilingual collocation correspondence very hard.

The collocation method includes translating a word depending on its semantic

nature.

4. Sentiment analysis depending on implicit and explicit nature: The use of trans-

lation approaches made it simple for extraction of entities explicitly along with

sentiment. However, finding out implicit entities still remained a complex task.

The need of a parallel corpus was experienced to perform SA implicitly.

5. Multilingulism associated with sentences: Any sentence that comprises the base

language is easier to deal with. However, in a sentence that has multi-lingual
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words, most of the foreign language words are considered as stop words which

is often a valuable task for extracting opinion. All the present approaches for

translation and transliteration are not capable of detecting words without an

explicitly knowledge of their language.

Table 2.7 indicates the importance of focusing on multilingualism in sentiment anal-

ysis for enhancement of quality.

Unstructured sentences

At present, majority of self driven supervised approaches are capable to work for

formal content. Most of the times, structural analysis covers data with a highest

degree of organization, straightforward search engine approaches whereas, informal

data is essentially the opposite. However, because of no formalism for the same,

compiling data becomes more energy and time-consuming task. There is abundance

of Unstructured data, which isn’t easy for machine to read. Unstructured data is

comprised of:

1. Informal Text: Here, no grammatical rules of English language are followed

for sentence creation. The structured sentence in English language contains

Subject Verb Object (SVO) or ObjectVerbSubject (OVS) format.

Structured sentences: I am glad to see you. Previously, i was missing you

badly.

Unstructured sentences: glad to see you. Missing you.

44 Ph.D Thesis by Sukhnandan Kaur



2.4. RESEARCH GAPS

Table 2.8: Normalization for Sentiment Analysis

S.
No.

Author Short
Words

Normalization
based
on
long
tail
words

Stemming Idiomatic
han-
dling

Abbreviation Spelling
Correc-
tion

Impact
of long
tail
words
in Sen-
tiScore
Genera-
tion

Results

1 UzZaman
et.al.
(2005)

√ √
× ×

√ √
× -

2 Willett
et.al.
(2006)

× ×
√

× × × × -

3 Whittle
et.al.
(2010)

×
√

× × × × × A =
0.58

4 Brody
et.al.
(2011)

√ √
× × × × × P =

0.676

5 Eisenstein
et.al.
(2013)

√ √
× × × × × -

6 Liu et.al.
(2012)

√ √
× × ×

√
× -

2. Use of slangs (short words/abbreviation/spelling correction): All the internet

users enjoy a privilege of the ability of writing the reviews in any desired format.

Most of the times, people use alphanumeric words to minimize the number of

words to be written.

Example: It is a gr8 news. gr8 is used instead of great.

3. Normalization(Removal of Noisy Words[20]) and smileys/elongation of words):

Most of the social sites allow users to use an image in order to express their

mood such as happy, sad or angry. Along with these, people also use different

written words to express their extreme feelings such as grttttttttttt in place of
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great and lovelyyyyyyyyyy in place of lovely.

4. Stemming: This is a process of finding a root word often termed as morpholog-

ical analysis.

For Instance: cat is the base word for cats.

5. Change in strength of opinion: The existence of long-tail terms give either rise

or drop in the intensification of sentiments or feelings about any entity. After

normalisation, it often loses its intensity which hinders the actual opinion.

The addition of long tail words often increases or decreases the feelings about any

entity. Normalization often makes it to lose its intensity which hinders the quality.

For example, Sorrrryyyyyyy should be generalized as very sorry and not sorry. On

concluding remarks for table 2.8, it is observed that sentiment analysis still lacking

to consider idiomatic phrases which are used in the textual content and the intensity

change due to the simple and long-tail words into actual processing. Researchers need

to enquire for this type of content for the rise in performance of sentiment analysis.

2.5 Objectives

The aim of this research is to bridge the gap in the automation of sentiment analysis

and decision support system. The objectives are summarised as the following:

1. To normalize web content containing slangs, emoticons and misspelled words.

2. To handle Macaronic language content for Sentiment analysis.
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3. To capture the essence of hidden temporality in sentiment analysis.

4. To analyse various supervised learning approaches in different datasets.

2.6 Summary

This chapter introduced the investigation from numerous researchers. It shows the

research gap associated with current scenario needs to be tackled. This chapter spec-

ified the primary components of sentiment analysers along with granularity levels.

The attention has paid to have sentiment analysers work at par with humans i.e.,

introducing commonsense features to it. Multilinguality, spam detection and tempo-

rality are considered as the major concern of this study. The need to pay attention in

considering factual content is also highlighted. The concern associated with multilin-

gual data containing several language within a single document instead of one is also

revealed. This study emphasizes the need of considering all the mentioned aspects in

this chapter. It helps to excel the results of sentiment analyser.

In the forthcoming chapter 3, 4 and 5, the above mentioned issues are discussed in

detail. The next chapter explore the effectiveness of pre-processing of data during

Sentiment Analysis.
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Chapter 3

Proposed Preprocessing Method

for Handling Slangs and Emoticons

We begin our exploration by preprocessing, the most important source of text is

undoubtedly the Web. The web content is full of unstructured content. People use

to write misspelled words, short words due to word limit for various social platforms

and the rise in visual language these days i.e, emoticons. It hinders the performance

of decision support system by not capturing the exact semantic nature of the content.

To enhance the performance of decision support system, it is very much required to

process data efficiently i.e. semantically correct. The focus of work is to process

the semantically correct and methodologically useful content for sentiment analysis.

To find the significant meaning or the replacements of each and every slag is the

key concern of the work presented in this chapter.This can be applied to the pre-

processing of any textual data for language processing task. This helps in enhancing

the performance of automatic decision support system. Various natural language

processing (NLP) tasks are carried out to feed into computerized decision support

systems. Among these, sentiment analysis is gaining more attention. In this chapter,

we propose a novel method of normalization of web data during preprocessing phase.
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3.1 Introduction

Natural language processing is a field of computational linguistics and artificial in-

telligence. It is the key to unlock various decisions using narrative web content. The

automation of decision support system widely relies over the performance of natural

language processors. Data available over the web sphere in various forms such as

text, audio, video or pictures. Due to the arbitrary nature of the language, this data

is unstructured in nature. Efficiency of decision support system also gets affected by

this unstructured data processing. This may sometimes hinder the performance of

sentiment analyser. Thus, affecting the decision support system. As shown in Figure

3.1, initially, data is collected from the various social sites for automation of the deci-

sion support systems. Then data is pre-processed to get it in structured format which

includes removing the redundant content, cleaning and normalization. Later, various

language processing tasks are carried out. Depending on the requirement, the results

of the language processor are filtered out for the automation of decision support sys-

tem. In our work, we have taken the result of sentiment analyzer (SA) into account.

The proliferation of web data primarily as communication medium give rise to the

existence of unstructured content in the form of posts, blogs, reviews, etc. This web

data is rich indicator of peoples reaction for any entity. This reaction of people is

analysed and termed as sentiment analysis in the field of natural language processing.

Classification of this web data into predefined categories , i.e. positive, negative or

neutral is the task of sentiment analyser. The web content is usually the raw data
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Figure 3.1: Automation of Decision Support System

which is taken as an input by the sentiment analyser. To reduce the performance

degradation, it is necessary to pre-process data efficiently. Given the importance to

minimize the human intervention in sentiment analysis and to get better results, sys-

tematized and efficient mechanisms are the need of the hour. Normalization is the

basic task to handle performance degradation of various natural language processing

tasks. The term ’Normalize’ in past, is taken as to just make the content in a well

structured format. These days normalize has broader term in the field of natural lan-

guage processing. It includes handling slangs, spell correction, finding missing words,

cleaning the text, etc. In this chapter, the system design and algorithm to handle un-

structured or noisy data for sentiment analysis is presented. Although, the presented
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algorithm is generic in nature, it can be applied and tested it for sentiment analysis.

A hybrid technique is proposed which comprises of two modules: corpus based and

dictionary based. In corpus based modules, bigram and trigram word vector is used

based on tf-idf [67]. It depends over the occurrence of these word combinations in

the corpus. On the other hand, the data is normalized by eliminating the slangs,

emoticons, noisy text, etc using dictionary. The generality of the algorithm makes it

beneficial in various language processing tasks such as summarization, named entity

recognization, etc.

3.2 Background

Researchers are working in the field of natural language processing for increasing the

automation of decision support system. As people have much freedom to write over

the web, the need to normalize their content also increased. In past, people prefer

writing the text in the formal manner. With the rise in the web content, people prefer

writing in short form, slangs, mistaken words, etc. It is needed to normalize the web

content.

3.2.1 Pre-processing

Agarwal et.al.[6] normalized the text using character-level statistical machine transla-

tion system and training through a manually annotated dataset. From their work, it

has been proved that automated normalization of data is more efficient than manual

normalization. Dealing with slangs, was still in question. Their results were further
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modified by Baccianella et.al.[10]. They worked over the normalization of the textual

data using weighted finite state transducers by using the phonemes. Results have been

shown that their system outperformed the state of art machine translation. Later,

due to the growth in free choice of writing over the internet people started writing in

short forms. These short forms were taken as misspelled words by various language

analysers. Baldwin et.al.[12] used the variations in spellings written by people for

analysis. For normalization, training through the tool over human annotated dataset

was used. They were also focused for correcting spelling for specific word i.e. key-

word. Further, Baron et.al.[15] has proved the effectiveness of normalized text over

the performance of text to speech system. Their research also helped normalization in

gaining more attention. Cambria et. al.[22] presented an approach for normalization

using machine translation. Correction of mistaken punctuation along with filling up

with the missing words was included in their work. Results of proposed approach

outperformed but its performance was completely depends over the translators effec-

tiveness. Chieu et. al.[28] said in their work that normalization was not the matter

of just replacing the words, it actually depends on the target application. System

was designed by them to handle domain dependent normalization. Clavel et.al.[29]

worked for performing all the necessary steps to have the formal structured content.

They used the corpus based technique for short message normalization. In their work,

translation of the short messages to formal English language was handled. Dey et.al.

[38] and Ebrahimi et.al.[42] both normalized the text independent to the discipline in
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which it was used. Our approach is based on this fact to have a normalized text for

general purpose. Apart from the above mentioned researchers, there are many other

researchers who are working in the same field and a lot many to come.

3.2.2 Sentiment Analysis

Sentiment analysis is at the cross roads of Automatic Decision Support Systems,

aims at finding the opinion regarding any entity by the web users. This work is

proliferated with the rise in social media content and availability of writing freely

over the internet. After efficient pre-processing of the text, we can apply sentiment

analysis over the given documents. In literature, two kinds of approaches are con-

ferred i.e. Corpus based and Dictionary Based. Both of these approaches has their

own pros and cons. Corpus based approaches are basically depends upon the term

frequency[67] value for positive and negative terms appeared in any document. Khan

et.al.[59] used fine gained corpus for not only detecting the sentiment but also the

implicit aspect and the global entity about which the sentiment have been gener-

ated. Researchers used camera and mobile phone reviews for their work. This also

enhanced the work of implicit entity detection in sentiment analysis. In their work,

the importance of corpus based sentiment analysis has been shown. Dictionary based

approach is very significant in case of domain dependent sentiment analysis. The only

drawback is to large volume of dictionary items give better results. Ljubesi et.al.[66]

used domain dependent semantic orientation for sentiment analysis. Lexicon based

approach for sentiment analysis was used by them. The investigation of the feature
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importance and contextual information in deducing the sentiment has done by them.

Out-performance of the results of their system with respect to the state of art sen-

timent analysers was shown in their work. Agarwal et.al.[6] shown the significance

of PoS tagging for feature selection. Lopes et.al.[67] identified the circumstances for

the growth of individual advancement for cross-disciplinary work. Dictionary based

approach was included. In their work, they primarily embedded artificial intelligence

in the form of neural networks for opinion mining. Different agent based approaches

were also employed. Their work results were significant in some areas but not generic

in nature. Later, people work in finding the relation of various entities in the field

of sentiment analysis. This further increases the need of having efficient sentiment

analysers. Tsai et.al. [93] used random walk and iterative regression for first building

concept level lexicon. They used commonsense for the annotation of the lexicons.

Later, Desheng et al.[99] found the correlation between stock price and the reviews of

stock finance through sentiment analysis. Their work highlights the need of accessing

the reviews efficiently for automation of decision support system. Pennell et.al.[81]

developed a strategy to extract sentiment from textual as well as visual web data

in a combined way. The results has been shown better as compared to state-of-art

sentiment analysis in Chinese language as well as visual sentiment analysis individu-

ally. In the field of linguistic analysis, emoticons were considered important as other

context by Chen et.al.[26]. Cambria et.al.[22] highlighted various issues in sentiment

analysis. Ebrahimi et.al.[42] used sentiment analysis in presidential election to check
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the popularity of the candidate. From the recent studies, it has been analyzed people

use social data for various natural language processing tasks such as named entity

recognition, text summarization , sentiment analysis, etc. This arised the need of

effective processing of the data. Data over the web is very noisy i.e. contains emoti-

cons, slangs, misspelled words, etc. For effective results, this noisy data needs to

be normalized. Researchers use either dictionary based technique or corpus based

approach to deal with the noisy data. This chapter proposes a novel hybrid approach

which uses lexicon and corpus based approach in a combined manner.

3.3 Proposed Methodology

The hybrid framework of the proposed system for sentiment analysis primarily consist

pre-processing and sentiment score calculation as shown in Figure 3.2 . Pre-processing

further includes tokenization, cleaning of data and normalization. Out of these, nor-

malization affects the results to a great deal. It consist two stages for normalization:

• Handling emoticons or slangs using pre-defined list of positive and negative

emoticons along with cross word dictionary.

• Handling slangs using maximum likelihood ratio.

For normalization, a corpus based module and a dictionary based module as a pre-

processing of the textual data is included. It is composed of rich vocabulary of

slangs in the form of normalized cross word dictionary and a corpus based term

frequency vector for bigrams and trigrams. The maximum likelihood of the next
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Figure 3.2: Proposed System for Preprocessing

word is calculated using maximum likelihood ratio. The proposed system is discussed

in detail as follows:

3.3.1 Pre-processing of the Text

Pre-processing of the unstructured web contents is the major task to enhances the

performance of sentiment analyser. It includes tokenization, normalization, etc.
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Table 3.1: Tokenization

This is very gud phone and btry life is very long.
Tokenized text: This(1), is(2), very(3), gud(4), phone(5) ,
and(6), btry(7), life(8), is(9), very(10), long(11).
Input = 1 document.
Output = 11 tokens with their respective index values.

Tokenization

It is the process of breaking down the input into small units. The system divides

the text based on space between words. It can be at word level, character level or

sentence level. The proposed system uses word level tokenization. As shown in table

3.1

Validity

In this phase, the validity of the word is calculated using WordNet. Each token is

passed for validity check. Here, tokens are searched from WordNet. If the token is

found in WordNet, i.e. valid token(Flag =0) then it is directly passed to assembly

phase. On the other hand, invalid tokens(Flag =1) are passed to normalization phase.

Normalization

Normalization of the web content basically includes 2 modules. These modules are

explained in further sections individually as shown in table 3.2

Module 1: Invalid tokens are processed using dictionary based approach. The slangs,

emoticons or noisy text is replaced using cross word dictionary. Here, positive and
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Table 3.2: Segregation of Un-Normalized tokens

Input: Tokenized text : This(1), is(2), very(3), gud(4),
phone(5) , and(6), btry(7), life(8), is(9), very(10),
long(11).
Output 1(valid words as per wordnet): This(1), is(2),
very(3), good(4), phone(5) , and(6), life(8), is(9),
very(10), long(11).
Output 2(invalid words as per wordnet): btry(7)

negative emoticons are replaced with their respective meaning i.e. :) means happy, :(

means sad and many more. If the replacement is found in the pre-defined dictionary,

then the whole text is assembled in assembly phase. Phase 1 and Phase 2 from Figure

3.2 are included in module 1.

Module 2: In this, the corpus based approach is used to normalize the text. Bigrams

and trigrams based on term frequency for the given corpus is used. Slangs in this

module are corrected using point-wise mutual information (PMI). PMI [45] is cal-

culated using equation 3.3.1. Phase 3 from Figure 2 describes the functionality of

module 2.

If w1 is the word followed by incorrect word or the slang. w2 is the predecessor ofw1

in bigram trigram list.

PMI(
t1

t2
) = log

pr(t1 ∧ t2)

Pr(t1)Pr(t2)
(3.3.1)

Where,

Pr(t1 ∧t2) is the actual co-occurrence probability of term1(t1) and term2(t2). Pr(t1)Pr(t2)

is the co-occurrence probability of the two terms, if they are statistically independent.

Maximum likelihood is calculated using PMI. Maximum likelihood [25] method is the
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Table 3.3: Normalization Based on PMI

PMI(life—battery) = 0.32
PMI(life— animal) = 0.31
PMI(life—the) = 0.01
Maximum likelihood value = 0.32
Output : battery(7)

Table 3.4: Assembly of Tokens

Input (From module 1): This(1), is(2), very(3), good(4),
phone(5) , and(6), life(8), is(9), very(10), long(11).
(From module 2): battery (7),
Output: This(1), is(2), very(3), good(4), phone(5) ,
and(6), battery(7), life(8), is(9), very(10), long(11)

procedure of finding the value of one or more parameters for a given statistic which

makes the known the likelihood distribution a maximum. After calculating the maxi-

mum likelihood, the misspelled word is replaced with the word having maximum value

of PMI. For this OvA (one-vs-all) strategy is used to handle the slangs as shown in

table 3.3

3.3.2 Assembly of Tokens

In this phase, all valid tokens (flag=0) are ensembled with their respective index

values. This is very important part of the system to retain the semantic orientation

of the words. As if any negative pointer such as not is misplaced, it may give us wrong

results. So, the words are studded as per their original index values. illustrated in

table 3.4
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3.3.3 Senti-Score Calculation

After the completion of normalization, the standard sentiment analysis algorithm is

applied to the whole document. In this study, SentiWordnet [10] is used.

3.4 Proposed Algorithm

In this section, an algorithm for the proposed system is presented. For the proposed

system, two algorithms are designed: Normalize text Algorithm(Proposed Algorithm

1), Senti-Strength/Sentiscore Algorithm (Proposed Algorithm 2) . Algorithm 1 is

used to normalize the given documents. Algorithm 2 is used to find the exact clas-

sification of reviews in positive or negative category with the magnitude calculated

using Senti-WordNet i.e. Sentiscore.

3.5 Experimental Results

3.5.1 Dataset

For the experimental setup, data is collected from the SMS Spam Collection v.1 corpus

and blogs of 134 customers as used by Dey et.al.[38]. The corpus is a collection of 5,574

English messages. The corpus is representative sample for public data available over

the web sphere. To build the dataset, blogs manually filtered by removing hashtags,

hyperlinks, etc. For the analysis of results, Gold standard of the dataset is built by

the linguistic experts.
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Algorithm 1 Normalization()

Document(D)containing noisy data, where D = d1, d2, d3, ......., dn
’n’ is the total number of documents
’T’ is list of tokens, where T = t1, t2, t3, ....., tm
’m’ is the total number of tokens in a document
’W’ is the valid word found in WordNet
Initial list of Bi-grams and tri-grams
Initial list of Positive emoticons (PE) and negative emoticons(NE) with their cor-
responding meaning
Crossword Dictionary containing normalized slags (Cd)
List of assembled Words(Lw)
i← 1
Tokenization
for d∈ (d1, d2, d3, ....., dn) do

Tokenize(T)
for ti ∈ (t1, t2, t3, ....., tm) do

if ti ∈ Standard Stop Words then
Discard

else if ti ∈ W then
append ti to Lw

Appnd ti with respective index value to (Lw)
else if ti ∈ (PE tNE) then

replace ti with normalized word from PE or NE
Appnd ti with respective index value to (Lw)

else if ti ∈ Cd then
Apply maximum likelihood ratio based on pointwise
mutual gain of bigram and trigram for slag replacement
Appnd ti with respective index value to (Lw)

end if
end for

end for
Apply SentiScore(Lw)
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Algorithm 2 SentiScore()

INPUT:
Document(D)containing noisy data,
where D = d1, d2, d3, ......., dn
’n’ is the total number of documents
OUTPUT:
Ws(Weighted SentiScore of each document/SentiScore)
{
Token list(T) = t1, t2, t3, ....., tm
’W’ is the valid word found in WordNet
’q’ is the total number of words in a document
’m’ is the total number of tokens in a document
′L′n is the list of Positive words in a document
′L′p is the list of Negative words in a document
′P ′w is the weight of positive term as per SentiWordNet
′N ′w is the weight of negative term as per SentiWordNet
}
j ← 1
for di ∈ D do

Stemming
Normalization
Tokenize(T)
for ti ∈ (t1, t2, t3, ....., tn) do

if (tj ∈ W ) ∩ (tj ∈ Lp) then
Wpos(j) = Pw(tj)

else if (tj ∈ W ) ∩ (tj ∈ Ln) then
Wneg(j) = Nw(tj)

else if ti ∈ W ∩ (tj ∈ Ln) ∩ (tj ∈ Lp) then
Wneu(j)← 0

end if
end for

Ws =
m∑
j=1

Wpos(j)±
m∑
j=1

Wneg(ij) (3.4.2)

end for
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Figure 3.3: Comparison of Performance Based on Un-normalized(UN) and Normal-
ized(N)Data

Figure 3.4: Performance Evaluation Based on Supervised Learning
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3.5.2 Evaluation

In this section, exploration of results is done based on the automatic normalization

of the content using hybrid approach. To examine the results, a common evaluation

method as described in performance matrix of chapter 2 i.e. Recall, Precision, Accu-

racy, Fallout and F-measure are used. All the documents used for experimentation

contained short messages which removes the need for applying dimension reduction

approach to it. In table 3.5, the results are presented based on supervised approach,

like SVM, Naive Bayes and k-NN. These results are divided into two categories: Nor-

malized dataset and Un-normalized dataset. The results obtained by the proposed

method are graphically shown in Figure 3.3. On comparison, we found better results

for the normalized dataset than the un-normalized dataset. This shows the impor-

tance of normalization for any natural language processing task. Another significance

of normalized data is reduction in fallout in case of SVM. For Naive Bayes and kNN

, less significant results are observed in fallout for normalized and un-normalized

datasets. On the contrary, this study has found the recall and precision values are

raised in normalized data processing. Figure 3.4 shows the performance of various

supervised approaches. It is found that results are better with SVM. It is noticeable

that there is a trade-off between recall and fallout, precision and fallout. Naive Bayes

has shown minimum fallout. The highest value of fallout in k-NN reduces its per-

formance in some cases wherever less fallout value is appreciable. It depends on the

application and domain to choose the learning algorithm.
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(a) Using Baseline Approach[23]

(b) Using Proposed Approach

Figure 3.5: Classification of Reviews in Positive and Negative Category
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Table 3.5: Results Based on Normalized and Un-normalized Datasets

Dataset Model Precision Recall AccuracyF-
measure

Fallout

Un-
normalized

SVM 66.74 64.91 79.55 65.81 40

Un-
normalized

NB 55.69 56.14 68.57 55.91 2.68

Un-
normalized

k-NN 51.38 50.91 73.33 51.14 59.18

Normalized SVM 67.95 66.14 79.55 66.79 24.77
Normalized NB 59.93 60.68 73.44 60.33 2.45
Normalized k-NN 53.29 52.05 75.16 52.66 59.02

Table 3.6: Accuracy of the Proposed Hybrid System

Approach Accuracy
Dictionary
based

85.01

Corpus
based

84.03

Gold stan-
dard

88.13

Hybrid ap-
proach (pro-
posed)

87.70

From table 3.6, it can be seen that the results are comparable with the rule based,

corpus based and also with the Gold standard. After successful normalization using

hybrid approach, sentiment analysis is applied over the given dataset. The varia-

tions in the result is shown in Figure 3.5. The dataset used is divided into small

sets(D1, D2, D3, D4, D5, D6, D7, D8, D9, D10). Each set contains equal number of doc-

uments for removing biasing.

Figures clearly show that the normalization affects the results of sentiment analyzer

to a great deal. After applying hybrid normalization on the datasets for sentiment
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Figure 3.6: Effectiveness of Proposed Approach

analysis, it is found more documents fall in positive category shown in Figure 3.5b.

These results may differ for different datasets. Results obtained after normalization

are more realistic as it is more close to the Gold standard shown in Figure 3.6. It is

found that hybrid approach based normalization gives better results than rule based

and corpus based in terms of average accuracy.

3.6 Summary

In this chapter, a novel hybrid approach for normalization based on corpus as well

as dictionary for various NLP tasks has been disussed. Experimental results have

shown better performance for normalized data in terms for Recall, Precision, Accuracy

and Fallout. The accuracy is more as compared to state-of-the-art dictionary or

corpus based approaches. Although, our approach could not meet the Gold standard
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completely, it outperformed the existing techniques. Our proposed approach is generic

in nature. Currently, it is applied for sentiment analysis to categorize the documents

in positive or negative. It can be applied in other domains also.
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Chapter 4

Normalization of Macaronic

Content for Sentiment Analysis

In the former chapter, we have discussed the open rules set by online review com-

munities that permit users to write opinions, queries and suggestions in unstruc-

tured/informal language over different online platforms. Each individual review plays

a critical role in helping people make decision of buying or selling any service or

product. These reviews are the primary feed of Automatic Decision Support Sys-

tems(ADSS) that perform on the basis of sentiment analysis. Now, the time comes

which shows the need to elaborate the research in the field of multilinguality. People

write more in their native language along with the base language of any document.

In this chapter, the concern is about the macaronic content which is a form of mul-

tilingualism.

4.1 Introduction

Setting a uniform language for online review submission is a complicated task as the

users are from different backgrounds. A report on online review processing concludes

that over two third users on the internet are from a non-English background. The
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primary reason quoted behind the same is the proficiency of people to learn only two

languages at a time, with perfection. However, the socioeconomic branch of online

community support users to write in any language they know and prefer. A person

belonging to different geographic areas have right to use their domestic language to

write reviews online. This makes online review a multi-lingual text, a text compris-

ing more than one type of languages. Similarly, any sentence having more than one

language is known as macaronic text [84] i.e. Hinglish, Dunglish, etc.

Example 1: Airtel has aQCA network.

The above mentioned sentence is a macaronic sentence, with both Hindi and English

language words in it.

The linguistic variation of the online review data, makes the processing more com-

plex. The lack of language resources over the internet also make it more complicated

to deal with the diversity, altogether. On the other hand, it is important to consider

reviewing from different users in different languages. This is the reason that there is

a high demand for multilingual automated system. Derkacz et.al.[37] found necessary

conditions for automation of multilinguality over the network. With advanced lan-

guage processors, a multilingual system can be built, wherein, multilingual systems

read the data of a multi-lingual text, whereas for macaronis text, the system reads the

data of the complete line, word by word. In this chapter, the proposal for sentiment

organizer is put forward that allows successful processing of macaronic text. Prior to

processing reviews are to put into base language.
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4.2 Related Work

Many researchers have contributed towards the field of natural language processing.

Kaur et.al. [57] worked on the sentiment analysis of the reviews written and submit-

ted in Punjabi language. The researcher compiled and segregated the reviews into

positive and negative category. The researchers also highlighted the need of requiring

lexicon. Das et.al.[33] concluded the research on the review written in Bengali Lan-

guage. Das et.al.[32] analysed the need of SentiWordNet for Bengali language, this

helped other researchers to perform more efficient sentiment analysis. Their task was

based on the supervised learning, i.e. Support Vector Machine (SVM) with Bengali

SentiWordNet. Along with this, researchers also represented feature extraction for

Bengali language. Das et.al.[31] developed the subjectivity clues based on theme de-

tection techniques. He used Bengali Corpus and later compared the outcomes with

English Subjectivity detection. The researcher[34] also derived a gaming theory that

helps researchers in building the SentiWordNet in any required language. However,

for this, the assistance of the particular linguistic expert is a must. Joshi et.al.[56]

applied supervised learning approach while working on a project using Hindi- Sen-

tiWordNet. To ensure that the polarity of the each document is preserved during

translation, the researchers have used standard translation techniques.

Bakliwal et.al.[11] researched on subjectivity detection based on graph theory. An in-

depth study allowed researchers to find out the effect of synonyms and antonyms over

the subjective nature of the document. The results were applicable for both-Hindi and
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English languages. Based on the study, the researchers claimed that the same theory

can be used in other languages too. In other research, Das et.al.[35] established a

system that help in deducing the emotion and their intensity through the hidden sen-

timents in any data through supervised learning methods. Richa et.al.[87] worked on

a survey for sentiment analysis in Hindi language, wherein the results displayed that

Hindi language analysis is more complex than English language analysis. The study

indicates that the non-uniform nature of the Hindi language is the primary reason

for this complexity. Researchers[87] established a system that indicates the polarity

of various Hindi movie reviews. Parul et al.[9] composed a sentiment analyzer for

studying the reviews written in Punjabi language based on different machine learning

algorithms. Raksha et.al.[86] worked on semi-supervised technique for detecting the

polarity in Hindi movie reviews. The researchers reported that the proposed system

is 87% accurate when used on the basis of bootstrapping and graph-based approach

for sentiment analysis. For determining the opinion orientation of reviews, Pooja

et.al.[77] used Hindi SentiWordNet. All these findings were concluded using unsu-

pervised learning. Kerstin et.al.[36] established a system that helps obtaining the

polarity of reviews written in any language other than English, which is considered

as one of the most resource-rich language till date. The two primary tools used by

the researchers included standard translation methodology and supervised learning

for sentiment analysis. C. Banea et.al.[14] worked and established a system that was

based on translation of any input language other than English, through supervised
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learning approach. They used Google, Moses, Bing translators and more translators

to accurately translate the text.

Table 4.1, presents a summary of the work done by various researchers. The table

indicates the focus of researchers in the area of multilingual sentiment analysis. The

primary focus was to translate the entire document after base language detection as

an alternative to finding the language of the individual word. Often, this can lead to

the elimination of an opinion bearing word in any foreign language.

Example 1, aQCA’(in Hindi) which means ’good’(in English), might be eliminated

in case the document language is detected as English. To ensure that the decision

support system is efficient and just, such documents should be processed more effi-

ciently.

Upon the initial research, researchers experienced the need of using SentiWordNet

for almost all languages on global parameters. The task is a complicated one. The

motivation used for the proposed system states that the existing system for multi-

lingual sentiment analysis does not process macaronic data with efficiency. As the

internet is experiencing a heavy rush of macaronic content, having an established sys-

tem becomes imperative. There are several reasons there is huge macaronic content

available over the internet, which includes:

1. Limited resources: To pursue sentiment analysis, it is important to have access

to lexicons or data in a particular language. Each language model represents

significant variations. This concludes that a single system cannot be used for
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Table 4.1: State of the Art Multilingual Sentiment Analysis

Author Work Level Language Results Technique Corpus Year
Danet
et.al.[30]

Classification of
reviews into pos-
itive or negative
opinion

Document
level

Punjabi Accuracy =
75%

Machine
Learning

Blogs 2014

Derkacz
et.al.[36]

Classification
of reviews into
positive, neg-
ative , neutral
or emotion
(sad,happy,etc)

Document
level

Bengali Precision
= 70.04%
, Recall =
63.02%

Machine
Learning

Custom
Lexi-
con

2010

Das
et.al.[34]

Document are
separated based
on Domain
independent
subjectivity and
factual content

Sentence
Level

Bengali Precision
= 70.04%
, Recall =
63.02%

Machine
Learning

Custom
Lexi-
con

2009

Das
et.al.[32]

Sentiment anal-
ysis of Hindi
reviews,English
reviews using
Hindi Senti-
WordNet

Document
Level

Hindi,
English

Precision
= 70.04%
, Recall =
63.02%

Supervised Movie
re-
views

2012

Joshi
et.al.[56]

Subjectivity
clues based on
antonym and
synonym using
graph theory

Document
Level

Hindi,EnglishAccuracy =
79%

Supervised Movie
re-
views

2012

Sharma
et.al.[86]

Polarity detec-
tion of movie
reviews using
unsupervised
techniques

Sentence
Level

Punjabi NA Unsupervised Movie
re-
views

2015

Arora
et.al.[9]

Sentiment orien-
tation of reviews
written in Hindi
language

Document
Level

Hindi Precision
= 70.04%
, Recall =
63.02%

Unsupervised Movie
re-
views

2014

Sharma
et.al.[87]

Sentiment anal-
ysis using Semi-
Supervised tech-
niques

Document
Level

Hindi Accuracy =
87%

Semi-
Supervised

Movie
re-
views

2014

Pandey
et.al.[77]

Opinion orien-
tation of Hindi
movie reviews is
deduced using
Hindi-WordNet

Document
Level

Hindi NA Unsupervised Movie
re-
views

2015
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all languages.

For instance, there is no provision of spaces in Chinese language model, whereas

all other language systems use space as a technique of tokenization.

2. Absence of uniformity of languages: Different languages have different con-

ventional structures. There cannot be one generic structure model to process

different languages in a similar manner.

For instance, the English language structure is based on Subject-Verb-Object

(SVO) whereas, in the Hindi language model follows Subject-Object-Verb (SOV).

3. Freedom of use of Native language: Online applications have busted the ge-

ographical boundaries and there are multilingual followers of a single account

over the web. At times, the account owners prefer writing reviews in their native

languages to connect with their native followers. When an automated system

is used for the pre-processing, it can eliminate these native words considering

them as a foreign language. This can cause significant loss of meaningful words

during the pre-processing phase.

Example 2: s{ms\g has an affordable price.

Here s{ms\g(in Hindi) represents Samsung(in English) and can be easily ne-

glected by an English language based model for being a foreign language word.

It will make it difficult to extract Samsung as an entity.

4. In order to seek attraction: Many times, people use multilingual content or
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Table 4.2: Tokenization at Different Levels

Level of
Processing

Number of
Tokens

Sentence
Level

2

Word Level 10
Character
Level

53

fancy words for advertisements, names of institutions or other establishments

to seek attention. This becomes a tough task for the processors, as it makes

the web content complex. To eliminate any such confusion, it is important to

develop an efficient system that can process the macaronic language content.

Example 3: samsung (Samsung) has an affordable price.

samsung (Samsung) has an affordable price.

mike (Mike) likes to play football.

Hence, from the above examples, Samsung, Mike is hard to detect as it is being

neglected by chosen language model.

4.3 System Design

In the proposed system, the focus is put to normalize the multilingual content, specif-

ically macaronic text(consists Hindi and English) and classify the reviews into binary

category i.e., Positive and Negative as represented in Figure 4.1.The said system

comprises of three major components as mentioned below:

1. Language Processing
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Table 4.3: PoS Tagging Using NLTK and Stanford Tagger

Test Sentence Pos tagging by NLTK
tagger

Stanford tagger

mFEwyA gyAn kA ek
aQCA srot h{\

mFEwyA—NN
gyAn—:kA—:ek—:
aQCA—srot—h{\—

mFEwyA/VBZ
gyAn/NNP kA
/NNP ek /NNP
aQCA/NNP srot
/NNP h{\ /NNP

media is aQCA
source of knowledge

media—NNS is—VBZ
aQCA—: source—NN

of—IN knowledge—NN

media/NNS
is/VBZ aQCA/JJ
source/NN of/IN
knowledge/NN

mFEwyA gyAn kA ek
good srot h{\

mFEwyA—NN
gyAn—:kA—:ek—:good
—JJ srot —h{\—

mFEwyA/VBZ
gyAn/NNP kA
/NNP ek /NNP
good/JJ srot
/NNP h{\ /NNP

media gyAn kA ek
aQCA srot h{\

media—NNS
gyAn—:kA—:ek—:
aQCA—srot—h{\—

media/NNS
gyAn/NNP kA
/NNP ek /NNP
aQCA/NNP srot
/NNP h{\ /NNP

2. Text Processing

3. Sentiment Analysis

1. Language processing is the primary component of the proposed system. The

component carries out the process of tokenization, detecting the language and

converting the tokens to the base language. The sub-components of the com-

ponent are described below:

(a) Tokenization: This is the primary step of all language processing tasks. In

this process, a sequence of words, sentences or characters are fed as input
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Figure 4.1: Proposed System Design

to a specific system. As a result, the process produces tokens. The use

of the process at any level, i.e. sentence level, word level, character level,

depends upon the granularity of the data. Number of tokens extracted for

example 4 is represented in table 4.2. In the proposed system, the process

of tokenization is used at the word level for macaronic language.

Example 4: People like Sony music player. It is of good Quality.
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(b) Language Detection/ Translation: PoS [47] tagging is the method used

for language detection, represented in table 4.3. Various unrecognized or

untagged tokens were passed through language detection module. The

process produced tokens in the base language of the system. English is

taken as a base language for the current study. In case any word is detected

in Hindi WordNet, the translator would covert it from Hindi to English.

Similarly, for Punjabi language, the word is translated from Punjabi to

English. As a generic process used for all types of languages.

2. Text Processing: Text processing can be counted as the second imperative

component of the proposed system. The various sub-tasks carried out at this

level includes:

(a) Normalization: Normalization is done once the filtration of subjective sen-

tences is performed. In the process of normalization, all the grammatical

variants of the sentences are regularized or processed. Past verbs (regular

and irregular) / present verbs, classification of noun phrases in singular

and plural are the popular grammatical variants. For efficient processing,

data needs to be in a regularized format and this is the primary goal of

normalization process. The process includes:

i. Slangs handling: Slangs are an inseparable part of todays world and

they play a significant role in mining the opinions. Rejecting all the

slangs can be harmful to the study. Thus, researchers used various
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types of mechanisms in order to handle different types of slangs [17]

as listed below:

• Emoticons: ’:(’, Bad, ’:) happy .

• Interjections:Mmmmm-pleasure,hmmmm-wondering,etc

• Intensionally misspelled: cooooooool,goooooooood, nyt, etc

• Alphanumeric strings: gr8, 9t, etc.

Example 5: He is on cloud nine when his father gifted a new car. :)

He is on cloud nine when his father gifted a new car. Happy

Here, the emoticon :) is replaced with its meaning, i.e. Happy.

ii. Idiomization/Replacement of idioms with their actual meaning: A

process for replacing idioms with the words of their actual meaning is

Idiomization. Idioms are a critical part of the English language that

helps in building opinions from a sentence regarding an entity. In case

all the stop words are removed, it may affect the important part of the

idiom. From example 5, the idiom (on cloud nine) is replaced with its

meaning overjoyed, i.e, He is overjoyed when his father gifted a new

car.

(b) Tokenization: The table 4.2 represents the output of the tokenizer at dif-

ferent levels . The primary reason behind this is that each word has to be

processed as per its basic language.
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(c) PoS Tagging: Part of Speech tagging is a critical aspect of natural Lan-

guage processing tasks. At initial stage, the state of the art PoS taggers

were used to check, if they were able to detect the foreign words or not.

NLTK tagger [60] and Stanford Tagger[75] are the primary PoS taggers

used for this study. The table 4.3 represents the test results of both the

taggers on various sentences. There were several untagged tokens detected,

which were then processed through language processing phase.

3. Sentiment Analysis: This phase analyse the potency of different reviews. It is

measured in terms of sentiscore. The magnitude is calculated on the basis of

sentiment associated with different documents which consist the reviews. For

this purpose, SentiWordNet v3.0.0 is used. The Sentiscore of various reviews is

listed in the table 4.4.

The above mentioned components are the basic building blocks of any sentiment

analyser. Two basic algorithms are used for the processing of these components. Al-

gorithm 3 is used to carry out the task of language detection. The language detection

primarily focuses on normalizing the macaronic content to its base language. For the

rest of two components, i.e. Text Processing and Sentiment Anslysis, algorithm 1

and 2 (discussed in chapter 3) is used, which is focused on normalizing the content to

extract the SentiScore of all given documents. This is important to process sentiment

analysis for documents in multilingual or macaronic language.

83 Ph.D Thesis by Sukhnandan Kaur



CHAPTER 4. NORMALIZATION OF MACARONIC CONTENT FOR
SENTIMENT ANALYSIS

Algorithm 3 Macaronic Content handler()

Input: Document D where D = d1, d2, d3, ....., dk
’k’ is the total no. of documents
’m’ is the total number of words in a document

Ls = language of segment
Lb = Base language (English)
Output: Ws(weightedSentiScoreofeachdocuemnt)
Begin
for k = 1 to k do
Tokenization
for i = 1 to m do

Encoding based on UTF8
end for
{Similar category segments are combined}
Segmentation based on encoding.
Language detection for each segment.
if Ls = Lb then
goto S1

else
Apply translation

end if
S1 Assemble segments
Compute SentiScore

end for

4.4 Evalaution

4.4.1 Dataset

The study is based on a corpus containing reviews of 10 movies 200 movie reviews

i.e.100 positive and 100 negative. Out of these 200 reviews 160 were used for training,

whereas 40 reviews were used for testing purpose. The reviews were long, ranging

from 500 to 1000 words. The initial process of corpus classification was complicated

as each review has to be rated and then classified into positive and negative. Reviews

rated between 3 and 5 stars were are marked as positive and 0 and 2 are marked
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as negative. This classification is based on the assumption that the rating of the

review relates to the sentiment associated with the review. The study has reviewed

in multiple languages. These reviews contain words from more than one language,

Hindi and English. Manual classification the reviews based on the type of language

token. The primary rule for the classification was to retain the semantic structure of

tokens. The gold standard was formulated by five graduate students performing the

review process. Using the Kappa measure[21], we have performed the inter-personnel

disagreement and the obtained a score of 0.61.

4.4.2 Performance

Formally, the efficiency of proposed sentiment analyser(PS) is composed of four tuples

as described below:

PS{L,LD,T,ES}

Where, ′L′ is a Learning Algorithm,

′L′D is Language Detection,

T is a Tagger,

′E ′S is a Experimental Setup,

Here, the choice of optimal parameters corresponding to the factors mentioned above

affects the performance of the analyzer. Sentiment analyzer offers maximum perfor-

mance (PSmax), when used for optimal parameters choice. For the training purposes,

machine translated data is used. For testing, learning algorithm based on the human
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classified dataset i.e. Gold Standard is used. The results obtained through a Senti-

ment Analyzer (PS) shows a negative effect because of the error in language detection

phase ELD, the same is shown in the equation 4.4.1 .

Table 4.4: Sentiscore Associated with Review

Test Sentence SentiScore
texttt mFEwyA is good
source of knowledge

0.47

media is good source
of knowledge

0.47

mFEwyA gyAn kA ek
aQCA srot h{\

0

media is aQCA
source of knowledge

0

mFEwyA gyAn kA ek
good srot h{\

0.47

media gyAn kA ek
aQCA srot h{\

0

Table 4.5: Un-normalized Macaronic Sentiment Analysis

Learning
Approaches

Precision Recall Accuracy Fallout Time(sec)

NB 51.58 50.4 50.4 92.8 422
SVM 62.29 62 62 45.6 428
kNN 52.01 52 52 49.6 421
Convolutional
network

54.96 54 54 24 751

PS = PSmax − ELD (4.4.1)

In case of optimal parameters, ELD → 0, PS = PSmax

86 Ph.D Thesis by Sukhnandan Kaur



4.4. EVALAUTION

(a) Comparing Different Learning Ap-
proaches Based on Precision

(b) Comparing Different Learning Ap-
proaches Based on Recall

(c) Comparing Different Learning Ap-
proaches Based on Accuracy

(d) Comparing Different Learning Ap-
proaches Based on Fallout

Figure 4.2: Comparison of Various Methods
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Table 4.6: Proposed Normalized Macaronic Sentiment Analysis

Learning
Approaches

Precision Recall Accuracy Fallout Time(sec)

NB 69.46 68.62 68.63 28.79 18
SVM 71.72 71.69 71.75 20.21 21
kNN 65.41 65.31 65.47 40.21 29
Convolutional
network

58.03 54.56 55.00 13.04 440

4.4.3 Results and Analysis

Table 4.5 and Table 4.6 represents the results of our experimental study. The data

represent that each machine learning approach represents different pros and cons.

Precision, Recall, Accuracy, Fallout and Execution time are different aspects that

are used for the evaluation. We have used 10-fold cross validation for validating the

results. Support Vector Machines (SVM), Naive Bayes (NB), kNN and Convolutional

network (Deep Learning) are a few tools that we have used during the experimental

setup which helped us in analyzing the performance of the proposed algorithm. Table

4.5 and table 4.6 show the results of the process. Precision, Recall, Accuracy, Fallout

is recorded in percentage and the time is recorded in seconds. Each learning technique

takes different time for processing which depends upon data size, data types, number

of columns, computer hardware, memory, background running processes, cores, etc.

Table 4.5 and table4.6 has different entries which have helped in revealing the time

trend corresponding to different learning models. Column named as t́iméındicates

that the reduction in the time comes to marginal levels in case of normalized content.
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Table 4.7: Comparison with Existing Sentiment Analysis

Approach Precision Recall Accuracy Fallout
Baseline 55.21 54.6 54.6 53
Proposed 66.15 65.04 65.21 25.56

Based on time taken by various learning models, the order of performance from table

4.5 is given as:

kNN < NaiveBayes < SVM < Convolutionalnetwork

Based on time taken by various learning models, the order of performance from table

4.6 is given as:

NaiveBayes < SVM < kNN < Convolutionalnetwork

The figure 4.2 shows the result and indicates the performance of the proposed system

through various learning approaches. The figure shows the performance of the pro-

posed system based on different aspects. The proposed system functions well than

state of the art analysers. Using Naive Bayes, it shows the rise in Precision and Re-

call by approximately 17.88% , 18.22% respectively. The results by other classifiers

i.e. SVM, kNN and convolutional network, also show significant enhancement in the

performance level. The results also indicate that there is a tradeoff between different

aspects. For example, convolutional network shows more accuracy, but takes more

time in comparison to other classifiers. The observation of figure4.2 also indicates a

huge fluctuation in time taken by each classifier. It was observed that when proposed

system is used, the training time is significantly reduced in each learning approach.
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Figure 4.3: Effectiveness of the System w.r.t. Baseline Analysers

As we compared the data with other approaches, it was observed that the average

value of precision, recall is increased and the fallout is decreased significantly. In fig-

ure 4.3 shows the effectiveness of the proposed system in comparison with the state

of the art sentiment analysis for macaronic language.

4.5 Summary

There is a rising need for sensible computation of decision support system over the

web, where a huge pile of user-generated content is already available. As more and

more multilingual online content is submitted, the amount of web debris is rising,

which is a primary factor affecting the results of decision support systems. In order
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to evaluate the negative trends and also propose a successful solution, this study

focused on development of sentiment analysis based on the pile of words for macaronic

reviews. Various supervised machine learning approaches were used and gave different

cross-validated results. There was also the induction of training and testing from

the field of machine learning. After prolonged analysis, we have concluded that the

performance measures do not show any trade-off. However, the need for normalizing

the content was observed throughout the study. During the study, sentiment analysis

for macaronic text having words of both Hindi and English languages. On an average,

a rise of 11% was noticed in precision and recall values. The study also showed that

using the proposed approach, the training time can also be reduced significantly. We

have further plans to use the proposed system to develop a more enhanced system of

evaluating macaronic data that have used two or more languages. We also have plans

to use our system of proposed algorithm for entity extraction.
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Chapter 5

Handling Temporality for Query

Based Sentiment Analysis

As discussed in the preceding chapters, nowadays a large number of users express

their views for the products over various online platforms. These reviews are useful

for potential consumers and manufacturers. Sometimes outdated reviews may result

in biased sentiment analysis, which may or may not represent the current scenario.

To remove this limitation, this study tries to implement temporal sentiment analysis

of reviews by providing appropriate weightage to the reviews. In this chapter, the

proposed algorithm addresses the challenge of real time query based sentiment anal-

ysis. The focus of this research is to devise an algorithm which gives the real essence

of sentiments in the textual communication.

5.1 Introduction

Huge raw data available over the web, makes it a hard task to take any decision for

any product automatically. Therefore, the automated analysis of product reviews

based on natural language processing is of great value. This type of analysis is called

as sentiment analysis or opinion mining. Sentiment analysis[79] (SA) is a quintuplet
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consisting, ′e′ is an entity, ′a′ is an aspect of the entity, ′s′ is the sentiment on aspect,

′h′ is opinion holder, ′t′ is time of opinion as described in chapter 1.

i.e. SA = {e,a,s,h,t}

It involves building a system for collecting and categorizing the documents into pos-

itive, negative or neutral. Although, many researchers have worked to deal with

various aspects of sentiment analysis. Still, many of the aspects need attention.

Temporality is one of them. Time plays an inevitable role in all spheres of our

lives, still real time has long been a forgotten dimension in state of the art senti-

ment analysers that perform automatic analysis of the reviews.Generally, with time

the opinion of people is changed about any entity. Therefore, sentiment analysers

should capture the temporal factor in the analysis. Present day sentiment analysers

takes the time explicitly, i.e. date of post takes into consideration[76]. Temporality

in real time sentiment analysis is achieved by formulating rules based on metadata

as well as the linguistic context of words. Present sentiment analysers evaluate the

overall Sentiscore[91] of any entity irrespective to the document creation time or re-

view posted time. SentiStrength[79] uses a lexical approach that exploits a list of

sentiment-related terms and standard linguistic rules and methods to express senti-

ment. It generates Sentiscore by giving equal weightage to all the reviews without

considering the temporal aspect. Therefore, takes the outdated reviews equally impor-

tant as the present day reviews for the Sentiscore generation process. This somehow

degrades the reliability of the sentiment analysers because the importance of bygone
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reviews varies with time depending on the query.

For Example, Query 1: Is ford car a good car?

For above mentioned query, the reviews of present (2017/2018) should be given more

weightage. The reviews from the years other than 2017/2018 should be taken as by-

gone or outdated reviews. Hence, less importance should be given to these.

Query 2: Was ford car a good car in 2016?

In this, the reviews of present (2017/2018) should be considered unimportant. These

may be assigned zero weightage in the overall opinion generation. On the other hand,

the reviews of 2016 should be given high weightage. It was observed that there is

a need of analysers which can work with temporality in sentiment generation. In

this study, the proposed technique generates Sentiscore by focusing on temporality.

It uses a linguistic approach to exploit the temporal behaviour of words along with

metadata. This type of Sentiscore generated is termed as Tempo-Sentiscore.

5.2 Related Study

Many researchers worked in the area of sentiment analysis or opinion mining. Thelwall

et.al.[92] developed various algorithms for the identification of subjective or objective

nature of the textual data. These subjective clues are further classified as positive or

negative. They developed algorithm to detect sentiment score in addition to senti-

ment polarity from the structured sentences. Strapparava et.al. [89] worked for the

differentiation of emotions as mild or strong, this is same as deduced by humans.
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With the passage of time, researchers found much of the textual data is informal

and unstructured in nature. The need to tackle with this informal text for senti-

ment analysis was aroused. Thelwall et.al.[92] devised a technique for calculating

the actual sentiment score from unstructured and informal text, i.e. short sentences.

Most of the sentiment analysis work is based on WordNet[69] which is the electronic

dictionary used for various linguistic tasks and SentiWordNet[10] is another lexicon

which holds a numeric value given to various words contributing for calculating the

actual magnitude or strength of the opinion. Temporal properties in natural lan-

guage processing has not gotten the proper attention in sentiment analysis. Inclusion

of time in the field of sentiment analysis also made it more valuable in decision sup-

port systems. Temporal aspect in sentiment analysis based on metadata (explicit)

was considered by O’Connor[76]. They counted all instances of positive-sentiment

and negative-sentiment through topic keyword during the specific time as mentioned

explicitly in the query. Thelwall et.al.[90] in their work considered time associated

for the analysis of sentiments. They have found the popularity of any event by taking

time, event and its corresponding sentiment from the online reviews. Again in their

work, they used the metadata for each review i.e. date of post. Han et.al.[51] gave

a two-level constraint-based framework, one is for processing and second is based on

reasoning over temporal information in natural language. Chang et.al.[24] devised an

algorithm for temporal tagging, which not only recognise, but also normalize tempo-

ral expressions in English. Tempo-WordNet[39] has generated using various linguistic
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rules for the classification of sentences as temporal/Atemporal[39]. Sentiment analy-

sis based on the temporal nature of the document considering metadata along with

linguistic rules is yet not considered by the existing systems. Razavi et.al.[83] worked

for deducing the sentiment of the text containing the dreaming content. They used

short textual data for sentiment analysis of dreams. Fukuhara et.al.[47] proposed

a sentiment analyser for analyzing temporal trends of sentiments and topics from

texts with respect to time. They had shown the impact of sentiment corresponding

to a particular topic at a specific time. In their work, they had used various news

articles and data collected from weblogs. Other researchers[106] used images which

contained geographical information. They had used that information for embedding

temporality and for sentiment analysis, they used images. The effect of temporality

was analysed[106] by showing their effect over communities. Along with it, the effect

of preprocessing was also associated with sentiment analysis[50]. Results were found

better in case of SVM from the state of the art. To reduce high dimensionality in

processing through bag-of-words, a system was proposed[5], which minimizes the di-

mensionality by eliminating irrelevant features and noisy text. To broaden the work

in area of sentiment analysis, Arabic social media data[4] was considered. Again in

their research they had taken care of temporality of the reviews. Recently, temporal

characteristics[27] has used for sentiment analysis of travel blogs over time, i.e. explicit

temporality. Temporal sentiment analysis has used for person recommendation[49].

The brief description of sentiment analysis based on explicit and implicit temporal tag
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is given in table 5.1. It can be summarized from table 5.1 that temporal expressions

hidden in the linguistic context of words are not considered by sentiment analysers.

Although researchers consider explicit time in the form of metadata to deduce the

sentiments. We have proposed a system that generates the sentiment analysis of the

documents based on metadata as well as temporality of the word linguistically .The

architecture of the system is as shown in figure 5.1.

For Example:

The lens quality was good. Posted on: 26/06/2018 It contains two aspects:

• According to the metadata (date of post), the given review is in present.

• According to the linguistic rules (was,were, etc - past), here the presence of the

word was make the given review fall in past category.

Table 5.1: Summarization of Explicit and Implicit Temporality

Sr. No. Author Explicitly
mention
of topic
keyword

Implicitly
deduce
topic key-
word

Handling the
geographical
dispersion of
time

Fore-cast
analysis

Weightage
hinged to
reviews
w.r.t.
time

1 O’Connor et.al.
[76]

Yes No No Yes No

2 Thelwall et.al. [91] Yes No Yes No No
3 Razavi et.al. [83] Yes No No No No
4 Dias et.al. [39] Yes Yes No No No
5 Fukuhara et.al.

[47]
Yes No No No No

5.3 Proposed Definition of Temposentiscore

It is the measure of subjectivity and opinion from the textual data. It usually cap-

tures a modified potency of the Sentiscore. It is a triplet comprising, s is Sentiscore
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associated with each document, t is the temporal tag (present, past or future) based

on implicit and explicit tag assigned to each document, c is the weightage given to

each temporal tag, i.e. c ∈ c1,c2,c3 where c1 is weightage given to present, c2 is the

weightage given to past and c3 is weightage given to the future.

i.e. TS= s,t,c

The aggregated Tempo-Sentiscore of any entity is defined by the equation 5.3.1.

TS =

∑n
i=1 Sentiscore(TempTag)present ∗ c1

n
+

∑n
i=1 Sentiscore(TempTag)past ∗ c2

n

+

∑n
i=1 Sentiscore(TempTag)future ∗ c3

n
(5.3.1)

where,

’Sentiscore(Temptag)
′
present magnitude of the sentiment score by the base algorithm

for the document in present.

’Sentiscore(Temptag)
′
past magnitude of the sentiment score by the base algorithm for

the documents in past.

’Sentiscore(Temptag)
′
future magnitude of the sentiment score by the base algorithm

for the documents in future.

c1,c2 and c3 are the variables whose value depends on the temporal(present/past/future)

tag of the document. From equation 5.3.1, Tempo−Sentiscore(TS) is calculated

based on the formulated rules for the temporal tag mentioned in Table 5.2 . It in-

cludes Ttag and Dtag based on linguistic rules and metadata respectively.
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5.4 Proposed System Design

The methodology of the proposed system involves :

1. Tokenization

2. Tagging

3. SentiScore Generation

4. Tempo-SentiScore Generation

The detail description of each is as follows:

5.4.1 Tokenization

Pre-processing of the text includes tokenization. It is a process of dividing the whole

text into segments based on word boundaries or a delimiter depending on the language

used. It binds the characters into semantic units. The origin of this approach is from

Penn Treebank Project[69]

Test sentence:

He is very happy with the products of this company.

Tokens Generated:

He

is

very

happy
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Figure 5.1: Proposed System Design

with

the

products

of

this

company.
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5.4.2 Tagging

It comprises of 3 different phases,

• Implicit Tagging

• Explicit Tagging

• Generation of Temptag

Implicit Tagging Ttag: In this phase the temporal tag is assigned to documents based

on various linguistic rules. The linguistic rules targeting the most used general terms

of temporal expressions. TempoWordNet is used for having Temptag[11] i.e.

was/were/had/...etcpast

is/am/are/...etcpresent

will/shall/...etcfuture

For example:

Review 1 : The seats of this car was very comfortable. Posted on :02-05-2018

Ttag = past (implicit)

For above mentioned query, the review talks about the past opinion of the car. Al-

though it is posted in present.

Review 2 : The camera of this mobile is awesome. Posted on:08-06-2016

Ttag = present (implicit)

Linguistically the post is considered as present opinion. However, it is written in the

past year. Explicit Tagging Dtag: It is metadata based tagging phase. In this phase,
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the Dtag is assigned to each document. It is based on the document creation time or

date of post. If the number of days exceeds the given threshold value, then Dtag is

present and if it is below the threshold value then Dtag is past. The reviews from the

year 2017 and 2018 are taken as present before 2017 every review is counted in the

past.

For example:

The seats of this car is very comfortable. Posted on :02-05-2015

Dtag = past (explicit)

In the above example, this review is considered in past category.

The camera of this mobile is awesome. Posted on:08-06-2018

Dtag = present (explicit)

According to the date of post of the review, the given review is in present. Generation

of Temptag : Rules for the Temptag are formulated with the help of three linguistic

experts. They were instructed to read Dtag and Ttag to annonate Temp tag as present,

Past and Future. With the rules as defined in table 5.2 , Temporal tag is assigned to

each document. Rules for the assignment of temporal tag to each document Semantic

Structure of rules:

ruleType: ”tokens”,pattern: ( /Dtag?/,/Ttag?/ ,Temptag :? )

Where,

′?′ is replaced by present, past and future as by different temporal expressions.
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Algorithm 4 Tempo-Sentiscore
Input: DocumentD,whereD = d1, d2, d3, ....., dk

’n’ is the total no. of documents
’m’ is the total no. of words
’c1’ is a weightage given to document of Present category, i.e. Temptag= Present and 0<= c1 <= 1
’c2’ is a weightage given to document of Past category, i.e. Temptag = Past and 0<= c2 <= 1
’c3’ is a weightage given to document of Future category, i.e. Temptag = Future and 0<= c3 <= 1

Output: TempoSentiSroce (TS)
Begin
for i = 1 to n do

Tokenization
for k = 1 to m do

Apply the linguistic rules for temporal tagging using TempoWordNet
Calculate frequency count (Present, Past and Future)
Ttag= max(Present, Past and Future)
Dtag= Present or Past
if Ttag = NULL then

Temptag = Dtag

end if
Calculate the Sentiscore ’Wi’
if Ttag = Present then

if Dtag = Past then
Temptag = Past

else if Dtag = Present then
Temptag = Present

end if
end if
if Ttag = Past then

if Dtag = Past then
Temptag = Past

else if Dtag = Present then
Temptag = Past

end if
end if
if Ttag = Future then

if Dtag = Past then
Temptag = Past

else if Dtag = Present then
Temptag = Future

end if
end if
if Temptag = Present then

ti= c1*wi

else if Temptag = Past then
ti= c2*wi

else if Temptag = Future then
ti= c3*wi

i = i+1
end if
if i <= n then

goto step 1
end if

end for
end for

Tempo− Sentiscore(TS) =
n∑

i=1

ti

n
(5.4.2)
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Table 5.2: Rules for Temporal Tag

Rules Ttag Dtag Temptag
Rule 1 Present Past Past
Rule 2 Present Present Present
Rule 3 Past Past Past
Rule4 Past Present Past
Rule 5 Future Past Past
Rule 6 Future Present Future

5.4.3 Sentiscore Generation

SentiWordNet is the base for getting the actual magnitude of the sentiment for a

document. For our work, we have used SentiWordNet[10]. The Sentiscore(wi) is cal-

culated using the Senti-score algorithm [91], i.e. Algorithm 2(as discussed in chapter

3).

Test sentence: Her happiness is increased by having this cellphone.

Sentiscore(w) = 0.271, After the completion of all the three phases, we get the fol-

lowing:

1. Sentiscore.

2. Dtag (metadata based)

3. Ttag (linguistic rules)

4. Temptag
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5.4.4 Tempo-Sentiscore Generation

In this step, the Tempo−Sentiscore is to be calculated which captures the real essence

of the sentiment. The Tempo−Sentiscore is calculated from equation 5.4.3.

TSi = wi ∗ c (5.4.3)

where, TS i is the new magnitude of the opinion according to the temporal tag for

îth document.

w i holds the magnitude of Sentiscore by using SentiWordNet for ith document.

’c’ , value of c depends on the temporal tag, i.e. present/past/future

For Example:

If Temp tag p̄resent then c = c1

If Temp tag p̄ast, then c= c2

If Temp tag f̄uture, then c= c3

c1+c2+c3 = 1

Finally, Tempo-Sentiscore of any entity is calculated as an aggregation of Tempo-

Sentiscore associated with each document (i) using equation 5.4.4.

TS =

∑n
i=1 TSi

n
(5.4.4)

5.5 Proposed Algorithm

Based on the above discussion, an algorithm is devised as algorithm 4. The input is

a collection of documents and the output is a Tempo-Sentiscore (TS) for an entity.
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The algorithm is simplified for presentation clarity.

5.6 Experimental Setup

The experiment is held at document level. It contains the following components to

deploy the proposed algorithm.

5.6.1 Dataset

We have used the standard dataset[16] .The version of the dataset[48] consists 2745

reviews of Ford car collected during the year 2007, 2008 and 2009. These reviews are

collected from the social sites, i.e. Edmunds. In our proposed algorithm, we assumed

the reviews collected in 2009 as present for temporal tagging based on metadata. It

contains the review, date of post and entity about which the review is expressed.

As shown in table 5.3, column heading Dtag which is based on metadata or date of

post., Ttag values are based on linguistic context of words, temptag contains the total

number of review fall in each category (present/past/future).

Table 5.3: Total Number of Reviews in Each Category

Category Dtag Ttag Temptag
Past 1970 279 2074
Present 775 2459 669
Future 0 7 2
Total 2745 2745 2745

In column Dtag, we have found the 775 reviews of present and 1970 reviews of past

category. We found no review in future category. The second column (Ttag) gave the
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number of reviews categorized as in present, past and future based on the linguistic

context of the words using table 5.3. The number of reviews in present, past and

future are 2459, 279 and 7 respectively. It shows that most of the people prefer

writing the reviews in present. We figured out from table 5.3 that number of reviews

under column head (Temptag) changed in each category. It is observed that the

consideration of linguistic context of words along with the metadata decreased the

number of reviews in present, i.e. 669 and future reviews, i.e.2.

On the other hand, decreased the number of reviews fall in past category i.e. 2074.The

reason is that some of these reviews were written in 2007 or 2008 which makes them

to be considered in past. So, in the last column, we found the number of reviews in

present and future category is reduced.

Figure 5.2: Total Number of Reviews in Present,Past and Future

The reviews fall in the present category of metadata (D tag) are filtered by reducing
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those reviews which linguistically (Ttag) talked about the past status of ford car. The

number of reviews is reduced to 669. Therefore, 106 reviews actually talking about

the past status of the Ford car is shown in table 5.3. In figure 5.2, initially according

Table 5.4: Results Based on Temporal Sentiment Analysis

Category Recall Precision F-measure
Present 92.66 92.33 92.49
Past 97.58 97.58 97.58
Future 82.35 83.05 82.69
Overall 90.86 90.98 90.92

to the date of post, the reviews in the present category were 775. By analyzing these

reviews thoroughly based on the rules mentioned in table 5.2, we found that only

669 reviews are actually talked about the present scenario of the ford. For past the

total number of reviews posted before 2009 were 1970. The number of reviews in this

category was increased to 2074. We have found that 104 reviews which are posted in

2009 i.e. present actually described the past opinion towards the ford car. In future

category, 7 reviews were found under Ttag. Further, applying the rules mention in

table 5.2, only 2 reviews are actually considered as predictive opinion i.e. future. The

next phase after categorization of reviews, is to generate the Tempo-Sentiscore. From

table 5.3, it can be seen that the data in each category are different. To reduce the

biasing between each class, we manually designed the dataset consists of 300 reviews

in each category (present, past or future), i.e. 900 reviews. We took the help of3

linguistic experts to form the Gold standard.
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5.6.2 Performance Evaluation

We used precision and recall to measure the performance of our method.

Table 5.5: Temporal Sentiment Analysis for Ford Car

Category Recall Precision F-measure

Ford07 Past 0.57 0.19

Ford07 Present 0.2 0.11

Real Time
Sentiscore

Past + Present 0.37 0.08

The performance of the system for categorization of data in each class is based on

the overlapping of the results with the Gold standard. The results are shown in form

of Precision, Recall and F-measure in table 5.4 . Precision, recall and F- measure for

individual class is described in table 5.4 . The average Precision and Recall of the

proposed system over the given dataset is 90.98 and 90.86 respectively. The average

F-measure is also calculated as 90.92.

5.6.3 Effectiveness of TempoSentiscore

Tempo-Sentiscore is calculated using equation 5.3.1 . Sentiscore is calculated by the

sentiment classification through term scoring using SentiWordNet. The values of

c1,c2 and c3 are gathered by the survey of more than 300 responses. The average of

the weightage given by human annotators for c1,c2 and c3, i.e. present(c1), past(c2)

or future(c3) is taken. The value of c1, c2 and c3 are found as 0.75, 0.15 and 0.10

respectively as per the average of their respective values collected by the survey. The

values of c1, c2 and c3 are query based. For the query asking for the present status of
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the ford car, the weightage given to the present reviews is more than past or outdated

reviews.

Query 1: Are people happy with the ford car?

All the reviews are taken for the analysis. Equal weightage is given to all the reviews

irrespective of the temporal nature of the document.

Query 2: Were people happy with the ford car till 2007?

In this, the reviews till 2007 are gathered. The reviews of previous years (....., 2005, 2006)

are taken as past, 2007 reviews are taken as present, while the reviews of 2007 pointing

towards the future are taken as future.

5.6.4 Experimental Results

The experiment for the Tempo-Sentiscore task was carried out using the manual

annotation by different linguistic experts. As for the Tempo-Sentiscore, there was

not any kind of baseline for the comparison. This arises the difficulty in evaluating

the performance. To evaluate the effectiveness of the proposed system, we employed

Table 5.6: Assumption of Star Rating

Range of
Sentiscore/TempoSentiscore

Rating

0-0.2 *
0.3 - 0.4 **
0.5 - 0.6 ***
0.7 - 0.8 ****
0.9 - 1 *****

the experiments to overlap with the Gold standard. The variation in the Sentiscore
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i.e. Tempo-Sentiscore according to temporal tags is shown in table 5.5. For the star

rating of any entity, Sentiscore plays a vital role. From table 5.6 , it can be seen that

the star rating is affected by real time Sentiscore to a great extent. If the real time

Sentiscore is used without temporal tagging, then ford07 is rated as **. On the other

hand, with temporal tagging, it is rated as *.

Figure 5.3: Tempo-Sentiscore Vs State of the Art Sentiment Analyser

The trend followed by both the Sentiscore and Tempo-Sentiscore is almost the same.

The magnitude of the Tempo-Sentiscore is low as compared to the Sentiscore as

shown in figure 5.3 . Linguistic experts agreement helped in showing the Tempo-

Sentiscore represent the real scenario of the opinion about any entity. From figure

5.3, it is noticed that Tempo-Sentiscore is very near to the Human annotated results

as compared to Sentiscore. It shows the reliability of the proposed algorithm.

112 Ph.D Thesis by Sukhnandan Kaur



5.7. SUMMARY

5.7 Summary

In this chapter, we applied sentiment analysis methodologies to English. We have

developed an algorithm for the generation of TempoSentiscore for efficient analysis

of reviews to increase the reliability of the decision support system. Categorization

of reviews for temporal tagging based on metadata and linguistic context of words

in English language significantly outperformed. Our approach to evaluating Tempo-

Sentiscore achieved high performance levels. Suggesting that these Tempo-Sentiscore

methodology may be used in future by various sentiment analysers. The current

performance of the system is promising for effective analysis of the reviews. In a

nutshell, it is concluded that the Tempo-Sentiscore really affects the magnitude of

overall opinion.
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Chapter 6

Conclusions and Future Scope

The overall goal of our research work was to establish a pure connection between

different aspects of sentiment generation. As the social media has a vast source of

information, there should be a reliable senti-score generation methodology. The whole

research work that has been carried out throughout this thesis is recapitulated in this

chapter. This chapter firstly focuses on the summarise of the work. In later sections,

it briefing the learning outcomes of the whole study, which further can be associated

with state of the art research for the betterment of decision support system.

6.1 Thesis Summary

In chapter 1, the very nature of the sentiment analysis has discussed. The evolution

of the sentiment analysis in the field of natural language processing is also exposed.

The applications of this study are elaborated in this chapter. Chapter 2 presented the

noble contribution of researchers in sentiment analysis. Chapter 3 addressed the issue

of preprocessing for sentiment analysis of unstructured online reviews. It primarily

focused on handling emoticons as well as slangs. It has shown the effectiveness of pre-

processing in sentiment analysis. Chapter 4 unveiled the issue of processing macaronic

content found over the web by sentiment analysers. For this, Hinglish (combination of

115



CHAPTER 6. CONCLUSIONS AND FUTURE SCOPE

Hindi and English) is taken into account. Chapter 5 identified the need of capturing

temporality in sentiment analysis. The combination implicit and explicit temporality

gave rise to the formulation of new temporal tag. Based on this temporal tag, a new

term is coined called as Temposentiscore. It also focused on how hidden temporality

affects the star rating of a product.

6.2 Concluding Remarks

This chapter summarizes the resulting outcomes of the study presented in chapter

3, 4 and 5. The concluding remarks are fundamentally gained from three problems

handling unstructured data, deal with Macaronic content and taking Implicit tempo-

rality into consideration for sentiment analysis, which is the articulation of presenting

the study.

6.2.1 Pre-processing

People, these days have the flexibility to write and process different kinds of social

data. Various decision support systems become the regulatory bodies for automatic

processing of social data. This huge data consists unstructured content comprising

slangs, emoticons or misspelled data. Various natural language processing (NLP)

tasks are carried out to feed into computerized decision support systems. Among

these, sentiment analysis is gaining more attention. These systems aim to aid decision

making for customers, manufacturers, etc. by providing easily accessible information

when needed. To enhance the performance of decision support system, it is very
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much required to process data efficiently. The proposed approach for normalization

has shown better experimental results. Although, this approach could not meet the

Gold standard completely, it outperformed the existing techniques. Currently, it is

used for sentiment analysis to categorize the documents in positive or negative. Detail

is discussed in chapter 3.

6.2.2 Macaronic Content Sentiment Analyser

Language is the main element of communication. Nowadays, the language diversity is

very high over the internet. People use different languages for communication over the

internet. This type of multilingual communication affects a large-scale and smaller

businesses. So, to effectively process the web data for sentiment analysis, a need of

handling macaronic content aroused. In this study, we have proposed an effective

methodology to process the documents consists two languages. Hindi and English is

considered for the study. It shows better results for sentiment analysis presented in

chapter 4.

6.2.3 Temporal Sentiment Analysis

With such an amazing growth, today business more or less depends on social media

or web. Target audience is hanging around the social media. People remain busy

with social networks. Social media help people to sell or buy any product , use any

services , etc through the review analysis. During such an analysis, time plays an

inevitable role. If the analysis give an obsolete analysis. It hinders the performance
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of automatic decision support system. the analysis mainly focuses on the fact that

which reviews or content needs to be considered. Along with it, the importance of

present, past or future aspect of the content also needs to be considered. The affect

of temporality is considered in review analysis in this study as discussed in Chapter

5.

6.3 Contribution

1. Increase in Reliability : We have determined that the contribution of objec-

tives incense the reliability of the system to a great deal. It includes trimming

to unwanted data or obsolete data upto an appropriate level. In some cases,

less obsoletes data gets less importance as per the present data used for pro-

cessing. The aim of presented work is to generate a sentiment for automated

decision support system based on temporality. The reliability of the decision

support system is increased as compared to the state of the art. The proposed

temposentiscore is reliable.

2. Effective Preprocessing : Normalization has been used in data preprocessing be-

fore passing to sentiment analyser is also illustrated in this work. We have anal-

ysed how stop words filteration affect the results. Preprocessing also includes

to deal with unstructured data contains slangs, syntactically weak structure.

3. Domain Independence : The objectives associated with this work is domain
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independent. Algorithms are domain independent.Processing of macaronic con-

tent for sentiment generation is also taken into account. Classification of multi-

lingual reviews has been studied in this regard and found the results are better

in the proposed approach. Our methods are domain-independent and robust.

4. Tempo-Sentiscore : In this work, we have coined a term Tempo-sentiscore which

captures the temporality hinged with each review. This tempo-sentiscore is

better than sentiscore in terms of automated decision support systems.

6.4 Future Work

1. Extending Lexicons: The obvious way to improve a lexicon driven approach as

presented in chapter 3 is ofcourse to utilize more social data. So, the proposed

approach for normalization of noisy data, i.e. handling slangs, emoticons, etc

needs to have extended versions.

2. Increase the level of granularity of temporal aspect: Linguistic temporality can

be captured at higher levels of granularity. For the betterment of state of the

art sentiment analysers temporality much be captured at other levels also.

3. Association of more than two languages: In this study, we have been discussing

macaronic sentiment analysis by taking two languages into account. In futute,

for the intense analysis more than two languages need to be covered.
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4. Integration with other systems: We have applied normalization, macaronic con-

tent handling for sentiment analysis. In future, the proposed algorithms can be

applied to other domains also like named entity recognition, summarization,

etc.

5. Capturing the intensification: In literature, we have found researchers worked

on long tail words. These words sometimes capture a intensity of emotion. We

need to capture this intensity for sentiment analysis.

120 Ph.D Thesis by Sukhnandan Kaur



Bibliography

[1] http://www.internetlivestats.com/one-second/. Accessed July 4 , 2018.

[2] https://www.ibm.com/analytics/. Accessed June 17, 2018.

[3] https://risk.lexisnexis.com/our-technology/. Accessed April 22, 2018.

[4] Abdul-Mageed, M., Diab, M., and Kübler, S. Samar: Subjectivity and

sentiment analysis for arabic social media. Computer Speech & Language 28, 1

(2014), 20–37.

[5] Agarwal, B., and Mittal, N. Machine learning approach for sentiment

analysis. In Prominent feature extraction for sentiment analysis. Springer, 2016,

pp. 21–45.

[6] Agarwal, B., Mittal, N., Bansal, P., and Garg, S. Sentiment analysis

using common-sense and context information. Computational intelligence and

neuroscience 2015 (2015), 30.

[7] Agrawal, R., Srikant, R., et al. Fast algorithms for mining association

rules. In Proc. 20th int. conf. very large data bases, VLDB (1994), vol. 1215,

pp. 487–499.

[8] An, N. T. T., and Hagiwara, M. Adjective-based estimation of short

sentences impression. In KEER2014. Proceedings of the 5th Kanesi Engineering

121

http://www.internetlivestats.com/one-second/
https://www.ibm.com/analytics/
https://risk.lexisnexis.com/our-technology/


BIBLIOGRAPHY

and Emotion Research; International Conference; Linköping; Sweden; June 11-
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