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ABSTRACT 
 

In the current scenario, data analytics has emerged as an inevitable domain. Increasing 

magnitude of data not only in terms of volume but also variety and veracity has made the 

subsequent analysis and decision making a challenging task. Researches and practitioners have 

adopted variety of data analytics approaches and frameworks for retrieving useful information 

from data of such magnitude. Several data mining and information retrieval tools have been 

designed to address this huge data inflow and associated problems.  

 

The entire business intelligence can actually go futile if the available data is not in the correct 

format or comprises of aberrations/outliers. Data outliers are nothing but instances lying away 

from majority of available instances. Thus, these data points become of particular interest to 

researchers working in the field of data analytics. These data instances may occur due to errors 

made while acquiring the data, data variations or some deviations in the data itself that result 

into abnormalities. This makes outlier detection an inevitable step for efficient and effective 

information retrieval. 

 

Further, advances in the domain of information technology have increased exponentially with 

the rising growth in the use of the internet gradually generating innovation in diverse domains. 

This leads to the emergence of Web 3.0 with huge amount of data being generated from social 

media and other interactive web platforms. Thus, the contribution of this work is twofold, both 

methodological as well as application oriented focusing on the domain of Web 3.0. The work 

targets select studies in the Web 3.0 domain highlighting outliers of different types. 

Methodologically, the work proposes several hybrid bio inspired computing algorithms by 

integrating them with traditional k-Means and k-nearest neighbor algorithms.  

 

The bio-inspired computing algorithms are known to produce promising results when compared 

to traditional machine learning algorithms that are usually utilized for outlier detection. This 

work thus leverages the methodological advantage of these approaches and applies them to 

target a less frequent application of these algorithms. The select studies thus use the proposed 



vii 

 

hybrid bio inspired approaches for outlier detection in relevant studies of Web 3.0. The work is 

focused on three research problems in the Web 3.0 domain including search engine marketing, 

social media marketing and influencer marketing. The use of hybrid bio-inspired computing 

algorithms eliminates locally optimum solutions and catalyzes the convergence of the solution. 

The outlier definitions vary with the changing Web 3.0 problem under consideration. The 

findings of the work have policy implications in domains of e-commerce, social media and 

influencer marketing. 
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CHAPTER 1 

1. INTRODUCTION 
 

1.1  Problem Statement 

 

Advances in the domain of information technology, specifically with a focus on communication 

and multimedia, have increased exponentially with the rising growth in the use of the internet. 

These advances are gradually opening innovative avenues in diverse domains leading to the 

expansion of new business practices based on the knowledge and availability of information 

[1]. This is where the importance of networks and partnerships between organizations and their 

agents plays a crucial role. Advancement in Web 3.0 technologies has completely revamped 

organization structures and value networks with a possibility of decision-making processes. The 

efficient use of the interactive web is thus crucial in current environment in order to consolidate 

the advantages of these businesses practices [2]. 

 

Further, the Web 3.0 primarily comprises of popular applications including Facebook, 

MySpace, Twitter and YouTube. These platforms have found interesting mechanisms to 

disseminate content and deliver the functionality commonly referred to as the "read-write Web”. 

These platforms are also known to cater to masses having a greater overall impact. The domain 

of Web 3.0 has thus gained immense popularity with increased use of internet by individuals 

and organizations. The usage in the current scenario is not restricted to mere communication 

but targets various aspects of digital marketing. This engagement and interaction on platforms 

generates large amount of User Generated Content (both structured and unstructured). However, 

the explosion of data comes with problems of its own, and path breaking applications for this 

new generation of technology are yet to be developed and adopted by the users [3]. 

 

This work caters both to the domain and methodological contribution. On one hand we 

understand the problems faced in the Web 3.0 domain. Outlier detection on the other hand, is a 

widely explored area in various domains including wireless sensor networks [4], medical data 
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[5] and fraud detection [6] to name a few. Literature highlights various outlier detection 

techniques and extensive reviews on methodologies [7] [8]. These approaches are categorized 

into nearest neighbor, statistical, clustering and classification based to name a few [9]. K-Means 

and KNN are one of the most popular algorithms that can be used for clustering datasets that is 

often used for outlier detection [10] [11]. The only pitfall of this approach is that it often falls 

into local optima. Further, due to increased variety and volume of the data, it has become 

computationally complex to analyze it using simple machine learning approaches.  Thus, due 

to these issues in heuristic approaches, meta-heuristic approaches have become prominent over 

the decades [12] [13].  

1.2  Motivation and Contribution 
 

The traditional machine learning algorithms have been extensively used for outlier detection. 

However, these algorithms are often prone to fall in local optima. K-Means and k-nearest 

neighbors are often the most common choices when it comes to clustering and classification 

datasets that is often used for outlier. However, these traditional approaches are prone to fall in 

local optima. Further, due to increased variety and volume of the data, it has become 

computationally complex to analyze it using simple machine learning approaches. Therefore, 

keeping the said concerns surrounding heuristic approaches in mind, meta-heuristic approaches 

have become prominent over the decades.  

 

Bio-inspired computing algorithms are known overcome local optima and are popular for 

converging to a globally optimum solution. Existing studies in literature highlight that there are 

hardly any studies in outlier detection using bio inspired computing approaches. It has been 

noted that for the past many decades bio inspired computing and optimization techniques have 

been successful in solving these dynamic and highly complex problems. This has given rise to 

a variety of nature inspired techniques for computing as discussed by Kar [14] in an extensive 

review. The inflow of these techniques started way back in the 1970s but not all of these became 

prominent. The techniques comprised of neural networks [15], genetic algorithms [16], and 

leaping frog algorithm [17] [18]. Then the famous ant colony optimization [19] and particle 

swarm optimization [20] which put a full stop on the heuristic based approaches. Meta heuristics 
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became the new trend in bio inspired computing, within which algorithms like bacterial foraging 

optimization [21], Cuckoo Search [22], artificial bee colony [23], firefly algorithm [24], bat 

algorithm [25] and grey wolf optimization [26] became popular. In this work, we explore the 

application of these meta-heuristic approaches for detecting outliers. 

 

Further, with the era of digitization and the emergence of Web 3.0 there is increased use of 

social media and search engines. This results in the generation of large amount of data, both 

structured and non-structured including UGC. With this sudden explosion of data generation 

which has increased the probability of erroneous/anomalous data. This has generated a 

requirement of getting optimal solutions for data driven problems. It has become a great 

challenge to find a solution best suited for the given data driven issues.  The data contains critical 

information which can have implications in the domains of e-commerce, public policy, search 

engine marketing, and influencer marketing to name a few. This data if mined and analyzed 

properly can give useful insights to be used in the above mentioned domains.  

 

Thus, the contribution of this work is twofold, both methodological as well as application 

oriented focusing on the domain of Web 3.0. The work targets select studies in the Web 3.0 

domain highlighting outliers of different types. Methodologically, the work proposes several 

hybrid bio inspired computing algorithms by integrating them with traditional k-Means and k-

nearest neighbors algorithms.  The select studies thus use the proposed hybrid bio inspired 

approaches for outlier detection in relevant studies of Web 3.0. The work is focused on the three 

research problems in the Web 3.0 domain including search engine marketing, social media 

marketing and influencer marketing. The subsequent use of hybrid bio-inspired computing 

algorithms eliminates locally optimum solutions and catalyzes the convergence of the solution. 

The findings of the study have policy implications in domains of e-commerce, social media and 

influencer marketing. 
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1.3  Research Problems 
 

Bio-inspired computing algorithms are known for optimizing an objective function either for 

minimization or maximization. These meta-heuristic approaches when integrated with 

traditional machine learning algorithms help in avoiding locally optimal solutions expedite the 

convergence to the solution and enhance the accuracy of the obtained solution. In addition to 

the methodological contribution, the work addresses concerns in the domain of Web 3.0 

surrounding outliers. To address the concerns surrounding detection/identification of outliers in 

the Web 3.0 domain the study proposes three research objectives with sub-problems having 

practical implications in the industry.  

 

The research objectives attempt to address practical problems faced by organizations and 

individuals with the advent of Web 3.0 and increased use of internet in every facet of 

communication and engagement. The findings of this work have policy implications in domains 

of e-commerce, social media and influencer marketing. The objectives include outlier detection 

in supervised domain, unsupervised domain and integration chaos theory for outlier detection. 

A brief description of these is discussed subsequently. 

 

1.3.1 Outlier Detection in Supervised Scenario 

 

The first problem explores the use of hybrid bio-inspired computing algorithms for detecting 

outliers in the supervised scenario. The supervised scenario may comprise of classification or 

regression datasets wherein we have a continuous or nominal output label. The motivation 

behind these studies is to avoid locally optimum solutions and minimize convergence iterations 

which are significantly high when it comes to traditional machine learning approaches 

implemented for big datasets. The sections implements hybrid grey wolf optimizer, wolf search 

algorithm and bat algorithm. The latter have been explored for detecting outliers among 

influencer blogs. 
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1.3.2 Outlier Detection in Unsupervised Scenario 

 

This section of thesis is surrounding case scenarios surrounding outlier detection in an 

unsupervised scenario where the dataset does not have an output label for outliers. Clustering 

approaches are often common to deal to mine relevant information from such datasets. These 

approaches cluster similar data points together to reflecting appropriate patterns. The algorithms 

proposed for this chapter include hybrid artificial bee colony and grey wolf optimization along 

with k-nearest neighbors. The section considers social media datasets from Twitter for 

identifying outliers in the context of buzz and fake profiles.  

 

1.3.3 Integrating Chaos in Outlier Detection 

 

This sections attempts to improvise on the convergence speed to reach to the solution while 

detecting outliers by exploring a better search space while optimizing through the uses of chaos 

theory. Almost every meta-heuristic algorithm with stochastic components achieves 

randomness through probability distributions. The chaos theory uses variables in random-based 

optimization and is known to conduct the overall search at higher speeds, the main reason for 

the same is often non-repetition of chaos [27].  Due to these properties of chaos theory, 

algorithms can conduct iterative search at faster than standard search possessing standard 

distributions.  

 

1.4  Performance Metrics  
 

This section provides a brief description of the metrics that have been used to validate, compare 

and contrast the proposed approaches in the thesis.  

Accuracy: It is a measure of the closeness to the true value. Mathematically computed using 

true positive (tp), false positive (fp), true negative (tn) and false negative (fn). 
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Threshold: Threshold is a numeric value for every attribute, beyond which the data point is 

considered as an outlier. The value may vary with the dataset under consideration depending on 

the domain and data distribution. 

Classification error rate: In statistical classification, classification error rate of a random 

outcome and is analogous to the irreducible error.  

Precision: It is also referred to as a positive predictive value and is the ratio of positive values 

[true positive (tp)] to the total retrieved values [sum of true positive and false positive (fp)]. 

 

Recall: It is often referred to as sensitivity and is the ratio of the positive values [true positives 

(tp)] to the total number of relevant values retrieved [sum of true positive (tp) and false negative 

(fp)]  

  

Running Time: It is the time required for the algorithm to run and produce results. The current 

work represents the running time in seconds. 

P-value: It is the calculated probability of finding the observed results. In statistical analyses P-

values are often used as a test for significance. 

Significance Level: Usually, an alpha value of 0.05 is used as the cutoff for determining 

significance. If the p-value is less than 0.05, we can conclude that a significant difference exists. 

Spam Score: A measure to gauge whether an instance is a spam/outlier instance or not. 

Threshold of being classified as spam varies base d on the problem under consideration. 

Objective Function: Usually used in linear programming problem to decide the objective of 

the problem which can be either a minimization or maximization. The outlier detection problem 

is modeled as an objective function in this work. 

Cluster Centers: The central value of the attributes that are being modeled in the work into 

clusters of outlier and non-outlier instances depending on the problem domain. 

F-Measure: is a measure of a accuracy of a test and uses combination of precision and recall. 

It does not take into consideration the true negatives. 
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Iteration Scores: The scores for finalizing the attributes to be considered for final analysis 

using a Delphi approach which uses a voting mechanism to reach to a consensus. 

Convergence Iterations: This is a count of the number of iterations which the algorithm 

requires to reach to an optimal solution. Usually referred to as the iteration at which the value 

of objective function stabilizes. 

1.5  Thesis Outline 
 

The thesis is systematically organized into six chapters based on the research problems 

identified. Chapter 1 is an introduction to the work comprising of the problem statement, the 

motivation for conducting the research and the subsequent contribution. It further briefly defines 

the research problems and provides a brief description of the performance metrics used to 

validate and compare various proposed approaches. Chapter 2 is primarily focused on data 

description. This chapter briefly describes the metrics for each dataset that is modeled for 

identification of outliers in the form of influencer blogs, content buzz and fake profiles amongst 

others. The Chapter 3 of the thesis is a detailed literature review on the three primary domains 

on which the work is focused. The first being traditional outlier detection algorithms followed 

by a section on existing outlier detection approaches using meta-heuristic approaches 

specifically bio-inspired computing followed by an introduction into the emerging domain of 

Web 3.0 and existing studies surrounding the same. The subsequent three chapters are 

completely focused on the research problems as identified in the introduction. Chapter 4 

addresses outlier detection for supervised scenario comprising of two sub-problems. The first 

sub-section proposes a hybrid grey wolf optimization approach for mining outliers for 

regression and classification datasets. The second sub-problem focuses on the identification of 

influencer blogs as outliers using proposed wolf search algorithm and bat algorithm. Chapter 5 

attempts to focus on outlier detection in the unsupervised scenario where the datasets do not 

possess an output label. The sub-problems addressed in this chapter pertain specifically on 

Twitter. The outliers mined are in the form of content buzz and fake profiles on the popular 

micro-blogging platform. The approaches used comprise of integrated artificial bee colony and 
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grey wolf optimizer. The Chapter 6 provides interesting insights by integrated chaos theory with 

bio-inspired approaches. Chaotic variants of k-Means integrated cuckoo search and firefly 

algorithm are proposed. The sub-problems mine outliers in the form of popular online content 

and spam websites for search engine marketing. Lastly, Chapter 7 provides the concluding 

discussions and the future scope of the work done. 
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CHAPTER 2 

2. LITERATURE REVIEW 
 

This chapter highlights the literature surrounding the three key themes of the current work. 

Evidences from existing studies surrounding outlier detection, bio-inspired computing and Web 

3.0 are discussed. The section concludes with identification of research gap for the study. 

2.1  Outlier Detection 

 

Data science is an evolving field where data analytics is inevitable in the current scenario. With, 

increased inflow of data from various sources, decision making has become even more difficult 

[28]. Researches and practitioners have to now use data analytics for retrieving useful 

information from this data. The entire business analytics on the data can go in vain if this data 

is not analyzed correctly and at the correct time. Several data mining and content retrieval tools 

have come up for rescue to solve this huge data inflow and associated problems. Data outliers 

are data instances lying away from majority of the data points in that dataset. These points may 

occur because of several reasons including error while collecting the data, data variations or 

some deviations in the data itself that result into abnormalities. Figure 2.1 depicts a 

representation of outlier and normal data points. 

 

 

Figure 2.1: Diagrammatic Representation of Outliers 
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The approaches for outlier detection can be categorized into parametric and nonparametric 

methods, which refers to statistical and model-free respectively. The statistical approaches 

assume data distribution for the instances [29] [30] [31] or, are based on some sort of statistical 

estimate where the distribution for the data is not known [32]. Such approaches mark the data 

points that deviate significantly from the model as outliers. Such approaches come handy when 

working with high-dimensional data and wherever there is no advance information about the 

underlying statistical distribution of the dataset [33]. The category of non-parametric approach 

for detecting outliers is the one where the data-mining approach can be set apart. Such methods 

are also commonly known as distance-based approaches since they utilize the local distance 

measures and are often good for handling larger datasets. 

 

Further, clustering based approaches comprise of the major chunk of data mining methods for 

detecting outliers, the approach considers small sized clusters of small sizes, as clustered 

outliers. The most popular approaches under this category include partitioning around medoids 

(PAM) and for large datasets the clustering large applications approach (CLARA) [34]. The 

CLARA was further extended for spatial outliers commonly referred to as CLARANS [35] and 

fractal dimension based approach [36]. Considering the clustering nature of these approaches 

and outlier detection being the secondary objective these algorithms are not usually optimized 

for detection of outliers. The criteria considered for outlier detection is often defined implicitly 

and cannot directly be inferred from approach [33]. 

 

Further, coming to the application domain, outlier detection is a widely explored area in various 

domains including wireless sensor networks [4], spam detection in social media [37], medical 

data [5] and fraud detection [6] amongst others. Literature highlights various outlier detection 

techniques and extensive reviews on methodologies [7] [8] [38] [39]. These approaches are 

categorized into nearest neighbor, statistical, clustering and classification based [9]. 

Methodologically, outlier detection has been explored in variety of different application 

domains. Existing reviews surrounding outlier detection techniques are based on different 

underlying statistics [4] [8] [7] [9] [38] [39]. Existing techniques are usually grouped into 
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statistical and machine learning based approaches [40]. A more detailed categorization groups 

these into information theoretic, statistical, classification based, spectral, clustering based and 

nearest neighbor [9]. 

 

There is extensive work in the domain of outlier detection using traditional heuristic approaches. 

Further, K-Means and KNN are simple yet efficient and popular approaches that can be used 

for mining outliers in clustering and classification datasets. The only drawback of these 

approaches is that they get stuck into locally optimum solutions. Further, in the current scenario, 

the explosion of information on the web and the richness of the content [41] have further made 

this analysis computationally extensive. With big data concepts coming in, the 3Vs of data, 

volume, variety and veracity increase the computational attributes when traditional machine 

learning algorithms are adopted on these data sets.  

 

This has generated a need for using meta-heuristic approaches to expedite the analytics in such 

domains comprising of large amount of data [14]. However, most of the work is restricted to 

heuristic approaches however there are few recent evidences that have utilized meta-heuristic 

approaches by combining traditional machine learning models with existing optimization 

approaches. The existing literature discusses several meta-heuristic approaches specifically bio-

inspired algorithms that may be utilized for solving analytical problems where data has volume 

and variety [42] [43]. 

 

2.2  Bio-inspired Computing 
 

Bio-inspired optimization techniques have become a topic of great interest to researchers, since 

it has been noticed that nature has been evolving and there are certain species that have been in 

existence since centuries. It is amazing how these species have managed to survive for so long 

and results into applying their behavior and ways of living into computing. The most common 

meta heuristic approaches comprise of swarm intelligence algorithms that mimic the behavior 

of species in nature like bat [25], cuckoo [22] , firefly [24], wolf [26] and bees [23] to name a 

few. Meta heuristic approaches are being widely used in literature for various domains as 
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different as medical imaging [44] and cloud storage [45]. An extensive review on bio inspired 

algorithms and their applications highlight that these approaches have been successfully used 

in literature for similar analysis [14] [46] [47] [48]. Studies also highlight the use of optimization 

approaches specifically for cluster analysis [49] [50]. Figure 2.2 clearly depicts the evolution of 

heuristic, meta-heuristic and hyper-heuristic (combination of algorithms) algorithms. The most 

popular algorithms have been mentioned alongside the headings. 

 

 

Figure 2.2: Evolution of Meta-Heuristic Approaches  

(Adopted and recreated from Existing Literature [14]) 

 

Existing review studies in bio-inspired computing categorize the algorithms primarily into four 

set of quadrants that provides implications for researchers and practitioners. The quadrants 

divide the algorithms into theory development, applications, rediscovery and 
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commercialization. The first quadrant comprises of algorithms that showcase immense scope in 

terms of development of the algorithm. Literature still lacks evidences surrounding these 

algorithms and there is huge potential for improvement by introduction of improvements in 

terms of uncertainty, chaos and constraints. The latest algorithms in this quadrant comprise of 

wolf [51], grey wolf [26], lion [52] and amoeboid organism [53] amongst others that have been 

in literature for years.  

 

The second quadrant targets the application domain since these algorithms possess the 

theoretical maturity however they can be explored and extended for different applications in 

variety of domains. The growth in this quadrant will have implications in diverse domains 

including intelligent systems, financial management, information systems and engineering to 

name a few. This quadrant comprises of bacterial foraging [21], bat [25], bee colony [23], 

cuckoo search [22], firefly [24] and flower pollination algorithm [54]. This work will have the 

primary focus on this quadrant by introduction of outlier detection using proposed hybrid 

versions of the same [14]. 

 

Further, the third quadrant as highlighted in the literature focuses on the rediscovery zone with 

leaping frog [18], shark search algorithm [55] and optimization using wasp colonies [56] 

coming into picture. The focus of this quadrant is on the algorithms that have been into the 

ecosystem for long but have failed to interest the researchers. This quadrant can again be 

rediscovered by introduction of fuzzy theory, chaotic optimizations and rough sets to gain 

researcher traction.  

 

The last quadrant is the commercialization zone targeting algorithms that have been readily 

adopted by the research community. There has been plethora of studies surrounding these 

approaches focusing on different application domains. Due to ready adoption of these 

approaches even in industrial applications finding novelty surrounding the algorithms in this 

quadrant becomes an extremely challenging and constrained task. The quadrant comprises of 

genetic algorithm [16], neural networks [15], ant colony optimization [19] and particle swarm 

optimization [20]. It is now time to readily adopt the plethora variants available for these 
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approaches for commercialization. Figure 2.3 illustrates these quadrants for ready reference 

highlighting the main target algorithms for this approach [14]. 

 

 

Figure 2.3: Quadrant Zones for Bio-inspired Algorithms 

Recreated from review of bio-inspired algorithms [14] 

 

 

Keeping in mind these constraints surrounding heuristic approaches for detecting outliers, meta-

heuristics have gained immense popularity in this context. However, there are very few studies 

surrounding detection of outliers using meta-heuristics. Studies on this side primarily focus on 

detection of outliers using particle swarm optimization [57], firefly harmonic clustering [58], 

ant colony optimization [59], artificial neural networks [60], and genetic algorithms [61]. These 

studies discuss the growing application of meta-heuristics with a special focus on bio-inspired 

techniques for outlier detection in different domains of application. The bio-inspired search 
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space optimization methods avoid local optima while converging to the solution faster. Further, 

the application of such techniques in the trending domain of Web 3.0 is still missing. The 

subsequent-subsection highlights the importance of the domain. 

2.3  Web 3.0 Domain 
 

The increase in the use of internet has opened new avenues for several domains including e-

commerce, e-governance, mobile applications, digital marketing, health care and politics to 

name a few [62] [63]. The patterns of internet use vary with the changing population and 

produces social capital [64]. Studies in the existing literature have thus analyzed the predictors 

of the use of internet and its subsequent drivers [65]. This has opened new doors for the virtual 

business environment and has completely changed the way business is done [66] [67]. 

Organizations are now adopting big data mining techniques to deal with this large amount of 

data for mining useful information [43].  

 

Further, analytics surrounding the Web 3.0 domain including social media and websites has also 

taken leaps. It has been seen that over decades the use of information technology gives a 

competitive advantage to organizations. However, they need to be careful when utilizing this 

information for analytics as a lot of social media profiles under consideration may be potential 

spammers and may affect the sanctity of analysis. It further enables them to leverage the same 

for better consumer market understanding [68]. Studies also highlight that factors that affect the 

value creation in the e-business environments and have established frameworks for the same 

[69]. 

 

One of the most important part of Web 3.0 is social media. In recent times, organizations are 

also deploying resources to manage social media as it constitutes a substantial part for 

improving organic search results [70] [71]. This helps to direct potential customers to websites 

from search results and also from high integration with social media users [72]. There are 

frameworks defining functional building blocks namely identity, conversations, sharing, 

presence, relationships, reputation, and groups for expressing social media [73]. The world of 
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Web 3.0 and the huge influx of information make it infeasible to focus on all channels since 

business needs and channel receptivity depends on it.  

 

Social media includes variety of platforms from online forums to blogs to discussion boards and 

social networking websites. With wide use of internet by the masses, the 21st century is 

witnessing an explosion of user generated content on the web [74]. This user generated content 

available on the social media networking platforms can be used in different fields like 

marketing, e-commerce, finances and so on by gauging the user’s action and response to the 

events that occur. The information acceptability and content availability become major factors 

in influencing user behavior due to which social media has thus become a source of 

communication and engagement with stake-holders [75] [76] [77]. 

 

Further, there may be a difference of the perceived importance of channels of information and 

the subsequent trust on that information, based on the nature of information and who propagates 

it [78]. So organizations have started developing strategies for social media platforms such as 

YouTube, Facebook, and Twitter and devise mechanisms to leverage social media in reaching 

an important audience of users by modeling popularity [79] [80] . Literature also investigates 

social media’s emerging importance in the current market research as it enables sharing and 

discussing of information with others having similar interests related to politics [81], technology 

and business to name a few [82] [83] . Literature also talks about the business value of social 

media and provides an input to social media selection process [84]. 

 

Another important aspect of the interactive Web is the websites and influencer blogs available 

in the ecosystem. With the advent of Web 3.0 and increased use of the internet by people, the 

visibility of content on the web is of prime importance. Literature highlights the important 

factors for online marketing and their relevance in making the content popular among the users 

[85]. Now, a lot of traffic to these organization websites comes from organic search queries in 

search engines like Google [86], Bing and Yahoo to name a few.  
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Search engines prove to be a great tool in quest to locate online information by people. People 

may have varying browsing behaviors [87] [88]. About 92% of adults in the U.S. make use of 

search engines to garner online information that they require [89]. There are varying 

characteristics and changes in web searching for different search engines and case studies [88]. 

Organizations have thus started using search engine marketing (SEM) and adopting various 

strategies to promote their content on the web [90]. Literature highlights the use of SEM in 

various domains including tourism, e-commerce and marketing [91] [92] [93]. It is noticed that 

people generally tend to use the top results from their search query, making the rank of web 

pages of vital importance for the companies. 

 

As a result, organizations have started adopting strategies for brand positioning using SEM [94]. 

An important technique used by companies to improve the ranking of their pages is search 

engine optimization (SEO) a major tool in SEM that plays a critical role in increasing the web 

pages’ visitor count. This is usually done by ranking it higher on the search results often using 

keywords that describe the website’s content [95]. SEO techniques are thus critical in increasing 

the visibility of a website on the internet and attract greater organic search traffic [96]. SEO 

techniques may be categorized into two: White Hat and Black Hat SEO [97]; White Hat SEO 

techniques are within the SEO guidelines, deemed legal and ethical, usually comprises of using 

quality content, titles, meta data, keyword research, effective use of keywords and inbound 

links. On the contrary, black hat SEO techniques do not lie within the SEO guidelines and often 

result in poor ranking and blacklisting of the website from the search engine when detected. 

These techniques comprise of cloaking, use of doorway pages and invisible elements [98]. 

 

It is evident that individuals and organizations both are in a constant race for visibility on the 

web including search engines, blog and social media platforms. Both profit and non-profit firms 

nowadays are majorly interested in online marketing of their ideas, services, products and 

projects. These organizations have realized that the web plays an inevitable role and attracts 

significant marketing opportunities. Considering these evidences from the literature, it becomes 

critically important to identify aberrations in the Web 3.0 domain including social media and 
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search engines.  The current work thus attempts identify outliers (distinctly different data points) 

of various forms in the domain of Web 3.0 using bio inspired computing techniques.  

 

2.4  Conclusion 
 

Bio-inspired computing algorithms are known for optimizing an objective function either for 

minimization or maximization. These meta-heuristic approaches when integrated with 

traditional machine learning algorithms help in avoiding locally optimal solutions expedite the 

convergence to the solution and enhance the accuracy of the obtained solution. In addition to 

the methodological contribution, the work addresses concerns in the domain of Web 3.0 

surrounding outliers. The identified research gaps can thus be summarized as following: 

• Lack of studies surrounding the use of hybrid bio inspired computing techniques for 

outlier detection. 

• Limited evidence of application of outlier detection in the domain of Web 3.0. 

• Very few studies in the domain of Web 3.0 using bio inspired computing algorithms. 

 

To address the concerns surrounding detection/identification of outliers in the Web 3.0 domain 

the study proposes three research objectives with sub-problems having practical implications in 

the industry. The research objectives attempt to address practical problems faced by 

organizations and individuals with the advent of Web 3.0 and increased use of internet in every 

facet of communication and engagement. The findings of this work have policy implications in 

domains of e-commerce, social media and influencer marketing. The objectives include outlier 

detection in supervised domain, unsupervised domain and integration chaos theory for outlier 

detection. The proposed research methodology proposes hybrid bio-inspired computing 

algorithms to solve the identified concerns surrounding identification of outliers in the Web 3.0 

domain. 
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CHAPTER 3 

3. DATA DESCRIPTION 
 

This chapter focuses on the description of datasets used in the work. As highlighted in the 

research problems the work targets three research problems surrounding outlier detection in 

supervised scenario, unsupervised scenario and integration of chaos for outlier detection. Each 

research problem targets two sub-problems and the datasets used for the same are described in 

the current section. 

3.1  Publically Available Datasets 

The first problem surrounding outlier detection for supervised scenario utilizes two publically 

available datasets from UCI repository. The first dataset is classification dataset called Iris is 

often referred to as one of the best datasets available in the pattern recognition domain. The 

dataset comprises of 3 output classes, each having 50 instances. Each output class refers to a 

variety of plant. Statistically, one output class is linearly separable from the remaining two while 

the two are not from each other. The dataset comprises of 4 attributes namely sepal length, sepal 

width, petal length and petal width are measured in centimeters. These attributes are modeled 

together to predict the type of the plant which can be Iris Setosa, Iris Versicolour and Iris 

Virginica. The statistical estimates for the dataset are provided in Table 3.1. 

Table 3.1: Statistical Estimates for Iris Dataset 
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The second dataset considered for the work is the Abalone which is based on a biological species 

usually found in Tasmania. This regression dataset is used for predicting the abalone age using 

physical metrics. The process of finding out the age is by performing the cut in the shell through 

its cone, staining the shell and subsequently the number of rings seen are counted using a 

microscope. This process is often very taxing and challenging and thus there are several physical 

attributes that can be used to predict the age.  The dataset comprises of 4177 instances to predict 

the age. The attributes include the gender, the length, height, diameter, weight (Whole, Shucked, 

Viscera and Shell) and the number of rings, the same are described in Table 3.2 

Table 3.2: Description of Abalone Metrics 

 

 

The basic statistical estimates for the numeric data like maximum value, minimum value, mean, 

Standard Deviation (SD) and correlation for the dataset are depicted in Table 3.3. These datasets 

are used to validate the proposed approach for outlier detection. 
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Table 3.3: Statistical Estimates for Abalone Dataset 

 

3.2  Influencer Website Blogs 
 

The second problem surrounding supervised scenario adopts mixed research methodology 

where in the data collected surrounding the website KPIs for 2751 influencer blogs on unique 

domains. A statistical t-test is conducted on the normalized data for the two sets of influencer 

web domains, with low and high spam score.  

 

The data is extracted through an API from the SEO Rank website that provides a holistic list of 

selected metrics provided by various data providers like Majestic, Ahref, Moz, SemRush and 

Webmaster tools. These data providers have developed ranking mechanisms that are used 

worldwide for identifying the position of a page in organic search. Table 3.4 provides the 

holistic list of metrics extracted. 

 

Table 3.4: List of metrics used for identification of Influencer Blogs 

 
Data 

Provider 
Metric Description 

1. 

Moz 

Domain 

Authority 

Prediction of the ranking of domain on search engines. 

Depends on links, Moz Rank and other metrics. 

2. 
Page 

Authority 

Prediction of how a given URL may be ranked on 

search engines, associated with number of links, Moz 

Rank, and others. 

3. Moz Rank Link popularity score indicative of importance of the 
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page on the web. 

4. Moz Trust Link trust checks for links from trustworthy sources. 

5. Links In 
Links to the web page, includes equity, or non-equity 

both internal and external links. 

6. 
External  

Equity Links 
Number of external equity links to the URL 

7. Spam Score 
Based on number of sites penalized (de-listed) 

containing links to the web page. 

8. 

Alexa 

Alexa Rank Global Alexa rank of webpage 

9. 
Alexa Links 

number 
Number of links to the web page 

10. Country Rank Alexa Rank in the popular country. 

11. 

Majestic 

SEO 

Citation Flow 
Uses site link counts to the web page to see how 

influential the page is. 

12. Trust Flow 
Trustworthiness of the page based on link to 

trustworthy neighbors. 

13. 
External Back 

Links 
Total external back links to the web page 

14. 
Referred 

Domains 
Total unique domains having links to the website 

15. 

SemRush 

SemRush Rank Domain rank by SemRush 

16. URL Links Links to the mentioned web page 

17. Hostname Links Links to the domain 

18. 

Ahrefs 

URL Rating 
Strength of web pages’ back link profile and its 

chances of being ranked high in Google. 

19. 
Domain 

Rating 
Strength of website's domain back link profile. 

20. Ahrefs Rank Ranking based on size and quality back link profile 

21. Live & Fresh Index List of live and dead links for the website 
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3.3  Twitter Buzz Instances 
 

The data used for first sub-problem in unsupervised scenario is a Twitter data with metrics 

describing the discussions held on the platform. The data is publicly available on UCI repository 

for conducting supervised regression/classification analysis [144]. The current work uses the 

same for identifying outlier instances in the form of buzz. The dataset includes 11 attributes that 

are modeled to compute the mean count of active discussions which is indicative of the 

popularity of the topic instance. This attribute is further used to classify the instance into buzz 

and non-buzz based on the designated threshold component.  

 

The dataset is a projection of the value of the 11 attributes at 7 different time instances covering 

the observations for a specific topic over a week. This results in a total of 77 attributes for all 

the discussions that are available for prediction of the active discussions in the temporal space. 

Table 3.5 describes the various attributes. 
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Table 3.5: Attributes used for identifying Twitter Buzz 
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This work uses the average value for each attribute across the week's instances for the analysis. 

This results in the final dataset comprising of 583,249 instances which is modeled using 11 

independent attributes. The final output attribute is the number of active discussions depicting 

the popularity of the topic instance. 

 

3.4  Twitter Fake Profiles 
 

The second problem for the unsupervised scenario focuses on detection of fake profiles. Twitter 

data is collected using standard APIs and is usually unstructured in nature with a lot of 

emoticons and informal expression of text. The data collected is also more enriched in a way 

that it contains HTML links, hashtags and @mentions. Thus, the analysis of this data collected 

from social media sites becomes more challenging than the data available in standardized 

databases. The approach involves use diverse analytical methodologies and approaches for pre-

processing of data to achieve the metrics which may be finally needed for mining useful 

information.   

 

This study extracts the data using R’s ‘TwitteR’ API to fetch user profile and raw tweet data on 

periodic basis. The analysis was done using a total of 5,55,684 tweets. For understanding which 

metrics could be useful for explaining user centric behavior in Twitter, first through a review of 

literature on content virality and information diffusion [130] [137] [138], impact of social media 

[129] parameters were identified. Table 3.6 gives a list of the 27 parameters that were taken into 

consideration, these have been adopted from existing studies [129] and comprise of content 

including sentiment mining, descriptive and network analytics parameters. 
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Table 3.6: List of 27 metrics for Fake Profile Identification 

 

 
Table 3.7: Description of final set of metrics for Detection of Fake Profiles. 
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3.5  Mashable News Content 
 

The last research problem surrounding the integration of chaos for outlier detection includes a 

sub-problem for identification of popular content. The dataset used for the analysis comprises of 

39,797 articles from a popular content publishing website called Mashable. The data is publically 

available on UCI repository. Each article is expressed by a set of 58 predictive parameters that 

includes descriptive metrics pertaining to links, words, digital media (images and videos) and 

publishing time. It further comprises of metrics surrounding sentiment and polarity of keywords, 

topics and several metrics that are extracted using advanced text mining techniques. The articles 

focus on primarily six domains including “Tech”, “Entertainment”, “Social Media”, “Lifestyle”, 

“World” and “Business”.  

 

Since the values for the metrics belong to varied ranges, the data was normalized to 0-1 using a 

min max normalization approach. Further, based on the shares threshold the data is divided into 

popular and not popular and a statistical t-test is conducted to identify significant metrics. The 

Table 3.8 describes the significant metrics used for the purpose of analysis in the current study. 

It comprises of 19 independent metrics and one outcome metric which is used to predict content 

popularity. The study considers a 95% confidence interval and the metrics with a p-value less 

than 0.05 have been finally considered for analysis. 

 

Table 3.8: Description of Metrics for Online Content Popularity 

M. No. 
Description of metrics for online popularity 

Metric Description 

M1 Link count The count of links embedded in the content 

M2 Mashable link count The number of links referring to Mashable articles 

M3 Image count Count of embedded images 

M4 Video count Count of embedded videos 

M5 Keyword Count Keyword count in the article 

M6 Mashable article share Number of times the article is shared in Mashable 
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M. No. 
Description of metrics for online popularity 

Metric Description 

M7 Closeness to topic 1 
Closeness of article to “Tech” as obtained using 

topic modeling 

M8 Closeness to topic 2 
Closeness of article to “Entertainment” as 

obtained using topic modeling 

M9 Closeness to topic 3 
Closeness of article to “Social Media” as obtained 

using topic modeling 

M10 Closeness to topic 4 
Closeness of article to “Lifestyle” as obtained 

using topic modeling 

M11 Closeness to topic 5 
Closeness of article to “Business” as obtained 

using topic modeling 

M12 Content subjectivity Subjectivity of the article text 

M13 Content sentiment Sentiment of the article text 

M14 Avg. positive polarity Average positive polarity of the article 

M15 Avg. negative polarity Average negative polarity of the article 

M16 Title subjectivity Subjectivity of the article title 

M17 Title polarity Polarity of the article title 

M18 Absolute subjectivity Level of absolute subjectivity 

M19 Absolute polarity Level of absolute polarity 

M20 Total shares Target output variable for total number of shares 

 

 

3.6  Search Engine Marketing Websites 

 
The second sub-problem is surrounding mining outlier websites on search engines is of prime 

importance to have a comparative analysis of the same. As discussed there are several metrics 

for computing a website’s rank. These metrics have been given by different companies and 

comprise of over lapping criteria that suit their individual needs. For the purpose of this study 

we are considering two separate cases for different organizations. The dataset used for the 
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analysis of this study thus comprised of two different cases: Case 1 and Case 2 with 1070 data 

points and 1682 data points respectively with each data point belonged to a separate website. 

Since the number of metrics is large and computationally complex, a mix research methodology 

is this adopted that includes a Delphi Study for finalization of metrics followed by bio inspired 

algorithms to mine outliers. Also Delphi is needed since organizations choose the different sets 

of metrics for selecting suitable websites for partnering in digital marketing campaigns as 

objectives of campaigns differ.  

 

For the identification of relevant parameters for our study, a Delphi study was conducted. Delphi 

is a quantitative technique and one of the alternatives to achieve consensus for a problem. It 

seeks opinions from the group of experts in an iterative manner with rounds of questions 

answered. A summary of responses is generated and redistributed among the panelists for 

discussions in the subsequent rounds. For the purpose of this study, Delphi is used to check the 

applicability of the list of 16 metrics for the identification of final metrics to be considered for 

analyzing outlier websites. A list of metrics that are frequently used by different providers for 

analyzing the rank of web pages is described in Table 3.9. 

 

Table 3.9: Description of Metrics for Web Page Ranking 

S. 

No. 
Metric Description 

1. Page Rank 
Metric used by Google Search to rank websites in their search 

engine results. 

2. Page Authority 

Moz Page Authority represents the authority of a specific 

individual pages or URLs on a 1 to 100 scale. Page Authority is a 

compilation of several Moz metrics. 

3. 
Domain 

Authority 

Moz Domain Authority It represents the authority of the domain 

on a 1 to 100 scale. It is a measure of the predictive ranking 

strength for the domain including the sub-domains. 

4. MozRank MozRank represents the global link popularity on a 1 to 10 scale. 
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5. MozTrust 

Represents Moz's global link trust score. It measures link trust, it 

checks for trustworthy sources (e.g. Government, university 

websites) for receiving links. 

6. Citation Flow 

A metric given by Majestic SEO that uses the count of sites linked 

to it to predict how influential a web page is. The more links the 

site has, the higher the CF will be. 

7. Trust Flow 

Another metric by Majestic SEO to predict trustworthiness of a 

web page. Back link’s nearness to the trusted and aged domains is 

used to compute the trust flow. 

8. Alexa Rank 
Alexa Rank refers to the calculation of Alexa traffic ranking using 

user reach and page views. 

9. URL Rating 

It is a metric given by Ahref that measures the strength of back 

link profile or a target web page, Often measured on a logarithmic 

scale from 1 to 100. 

10. Domain Rating 
A metric by Ahref to compute overall back link profile of a 

given webpage on a logarithmic scale from 1 to 100. 

11. Ahref Rank 
Ahref’s Rank compares the back link of the website. It uses the 

size and domain rating for computation. 

12. Back Links 

Back links to a webpage are its incoming links when it links to 

another web page. These have been used as a metric to rank pages 

in the past. 

13. Total Links 
Represents the total number of links to a web page. It also 

includes, External/Internal Links and Do-follow/no-follow links. 

14. Google Index 
The count of specific web pages that Google is able to crawl or 

index on a website. 

15. Social shares 
The shares for the web page on social media platforms like 

Facebook, Twitter, Google Plus and others. 

16. Domain Age 
It is metric that gives the approximate age of a website and is often 

a criterion for ranking web pages on search engines. 
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CHAPTER 4 

4. OUTLIER DETECTION IN SUPERVISED SCENARIO 
 

This chapter explores the use of hybrid bio-inspired computing algorithms for detecting outliers 

in the supervised scenario. The supervised scenario may comprise of classification or regression 

datasets wherein we have a continuous or nominal output label. The motivation behind these 

studies is to avoid locally optimum solutions and minimize convergence iterations which are 

significantly high when it comes to traditional machine learning approaches implemented for 

big datasets. The sections implements hybrid grey wolf optimizer, wolf search algorithm and 

bat algorithm. The latter have been explored for detecting outliers among influencer blogs. 

 

4.1   Proposing Hybrid Algorithm for Outlier Detection 

4.1.1 Introduction 

Traditional machine learning algorithms specifically k-nearest neighbors have been a popular 

choice when it comes to outlier detection. It is a simple yet effective approach to adopt. The 

only fallback is that such approaches tend to get stuck local optima and often take a lot of time 

to converge for large datasets. With the exponential increase in the amount data being generated 

from different sources there has been a critically essential need to mine important and useful 

information from it. Data mining is becoming an integral part of any business. However, with 

the amount of data under consideration such approaches are becoming challenging when used 

in the real life scenarios with different data distributions and quantity of data being dealt with. 

 

Meta-heuristics on the other hand specifically bio-inspired algorithms are known for optimizing 

an objective function and converging to a globally optimum solution with faster convergence. 

Outlier detection approaches have been popular but have rarely been explored through this lens 

of bio-inspired computing. The proposed approach uses a combination of a popular bio-inspired 

optimization based on the hunting behavior of wolves [10] and nearest neighbor approach. 
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When considering optimization algorithm integration, it becomes essential to identify an 

objective function along with the motive of using it. The problem can either be a minimization 

or a maximization problem.  

4.1.2 Background 

Outlier detection is a widely explored area in various domains including wireless sensor 

networks [4], spam detection in social media [11], medical data [5] and fraud detection [6] 

amongst others. Literature has several existing reviews on outlier detection techniques in 

various domains [7] [8] [12] [13].  KNN is one of the first choices for detecting of outliers. 

However, being a heuristic approach it often falls into local optima. In the domain of analytics, 

the best solution for an objective function in a minimization or maximum solution can get stuck 

into local optima. The Figure 4.1 diagrammatically explains the local and globally optimum 

solutions for the objective function f(x). 

 

 

Figure 4.1: Illustration of Local Optima and Global Optima 
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Further, due to increased variety and volume of the data, it has become computationally 

complex to analyze data using simple machine learning approaches.  Thus, with these existing 

issues in heuristic approaches, meta-heuristic approaches have become prominent over the 

decades [16] [17]. The most common meta-heuristic approaches comprise of swarm intelligence 

algorithms that mimic the behavior of species in nature. Literature provides extensive reviews 

for bio-inspired algorithms and their applications in various domains [24] [25] [26] [27]. 

 

However, literature showcases limited evidences of usage of these meta-heuristic approaches in 

the domain of outlier detection. There are very few studies that have proposed an outlier 

detection approach using meta-heuristics [30] [31]. Further, these studies do not clearly cover 

the aspect of convergence while reaching to the final solution and have limited scope for small 

datasets. 

 

4.1.3 Methodology 

This work utilizes the Grey Wolf Optimizer (GWO) which works surrounding the hunting 

behavior of grey wolves [26]. In the current problem discussion for outlier detection using the 

integrated meta-heuristic approach, the accuracy of KNN becomes the objective function. The 

work uses a modified GWO with the position of the top three search agents (Xα, Xβ, and Xδ) 

not being updated with each iteration. The α being the best position for the wolves is obtained 

as the output of KNN, β, δ and ω the next three positions respectively. Figure 4.2 depicts the 

pseudo-code for the proposed approach. 
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Figure 4.2: Pseudo-code for modified GWO using KNN algorithm 

 

The fitness of Xα (best search agent) is computed over iterations through the above mentioned 

approach. The best score and best positions for best ‘n’ independent variables are computed 

with ‘n’ being the number of attributes under consideration in our dataset. The primary reason 

for doing so is the α position which is being pre-calculated using the KNN by optimizing the 

accuracy making the β, δ and ω solutions insignificant in the current context.  

 

Further, since KNN is used to compute the best set of wolf positions for detecting outliers. A 

data point having 'n' dimensions, basically each row comprising of ‘n’ columns, as the (Target- 

Output) comprising of the minimum value being obtained. This makes it a minimization 

problem where the objective function works towards minimizing the value of (Target- 

Output)/KNN accuracy. The best values obtained as output from the KNN act as  the best (α) 
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positions for the GWO part of the approach where the wolves hunt the prey or  in other words 

where KNN achieves the best accuracy. The details of the GWO-KNN approach in the form of 

a flowchart are described in Figure 4.3. 

 

 

Figure 4.3: Flowchart for Proposed GWO-KNN Algorithm 

 

4.1.4 Analysis and Findings 

 

The proposed approach is tested by on publically available classification dataset Iris. The dataset 

is available on the UCI Repository for machine learning experiments. The details of the same 

are expressed in Section 3.1. For the purpose of this algorithm we consider the instances of the 

minority class as anomalies. This was just for the purpose of validating the results since for 

classification of one class the other two classes seemed to be significantly different. The 

proposed approach produced correct output for this dataset and can prove to be beneficial for 

other supervised datasets by tuning the value of 'k' for the underlying KNN algorithm to which 
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the grey wolf is integrated. The Iris datasets comprises of 4 attributes that help in identifying 

the class of the plant which could be Iris Setosa, Versicolour or Virginica.  

 

For the purpose of experimentation, 50 instances from the class Iris Setosa along with 30 from 

the Iris Versicolour are obtained making the Veriscolour class as the minority with respect to 

Setosa instances. As described in the proposed approach, the minority class instances should 

appear anomalous when compared to the one in majority and should lie farther way forming a 

different cluster. The analysis proved as per assumption and the individual plots for the 4 Iris 

dataset attributes including sepal length and width, petal length and width are illustrated 

individually in the Figure 4.4, Figure 4.5, Figure 4.6 and Figure 4.7. The instances marked in 

red are the outlier instances while the ones in blue are the non-outlier instances. 

 

 

 

Figure 4.4: Outlier Plots for Iris (Sepal Length) 

 

Instances 

V
al

u
e 

o
f 

In
st

a
n
ce

 



37 

 

 

Figure 4.5: Outlier Plots for Iris (Sepal Width) 

 

 

Figure 4.6: Outlier Plots for Iris (Petal Length) 
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Figure 4.7: Outlier Plots for Iris (Petal Width) 

 

Similarly, for the regression dataset Abalone which is again a supervised regression dataset 

available on the UCI repository, comprising of more than 4000 instances with 8 attributes being 

modeled to predict the final outcome, the algorithm produce 8 separate outlier plots for each of 

the attribute. Figure 4.8, Figure 4.9, Figure 4.10, Figure 4.11, Figure 4.12, Figure 4.13, Figure 

4.14 and Figure 4.15 depicts the results for the same. Each plot illustrates the outliers for that 

attribute in red and the non-outlier data points in blue. 
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Figure 4.8: Outlier Plots for Abalone (Gender) 

 

 

Figure 4.9: Outlier Plots for Abalone (Length) 
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Figure 4.10: Outlier Plots for Abalone (Diameter) 

 

 

Figure 4.11: Outlier Plots for Abalone (Height) 
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Figure 4.12: Outlier Plots for Abalone (Whole Weight) 

 

 

Figure 4.13: Outlier Plots for Abalone (Shucked Weight) 
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Figure 4.14: Outlier Plots for Abalone (Viscera Weight) 

 

 

Figure 4.15: Outlier Plots for Abalone (Rings) 
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Based on the individual outliers for each of the separate attribute in both the datasets under 

consideration, a combined outlier count with varying threshold and accuracy is computed for 

comparison of results. The Table 4.1 presents the same. 

 

Table 4.1: Accuracy for GWO-KNN for Iris and Abalone 

Dataset *Threshold GWO-KNN  Accuracy 

Iris 

0.65 96.67 

0.75 80.00 

0.85 56.67 

Abalone 

0.5 90.0 

0.65 53.33 

0.75 26.67 

 

*Threshold is a numeric value for every attribute, beyond which the data point is considered as an outlier 

 

Further, the comparison with existing approaches surrounding the Iris dataset is illustrated in 

Table 4.2. This table compares the results for the approaches used for outlier detection and 

classification. The two sets of values are representative of the error rate for the original sample 

without removing outliers and for the sample where the outliers have been excluded while 

classification. The GWO-KNN variants outperform the existing LDA, KNN and Rpart 

approaches as discussed in existing literature [99]. Further, amongst the GWO-KNN variants, 

the variant which considers 10 nearest neighbors for classification and outlier detection 

outperforms the others with the least error rate.  

 

Table 4.2: Comparison of Classification Error Rate for GWO-KNN 

Approach Algorithm 
Original 

Sample (%) 

Original Sample 

without outliers (%) 

Existing Approaches [99] 
LDA 31.82 26.23 

KNN (k=7) 31.55 27.65 
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Rpart 31.86 33.24 

Proposed Approach 

GWO-KNN (k=1) 31.01 25.48 

GWO-KNN (k=5) 30.56 28.79 

GWO-KNN (k=10) 30.48 24.67 

 

When compared with other existing approaches for outliers in a single class for Iris (Iris 

Virginica), it is seen that GWO-KNN over powers the rest in terms in running time. While the 

precision and recall is same for flock based algorithm and GWO-KNN. Table 4.3 illustrates the 

results for the class Iris Virginica. Among the existing approaches including PAM, CLARA, 

CLARAN, Flock based and HPSO Clustering, the flock based algorithm [101] outperforms the 

remaining in terms of number of outliers detected which is 10. Further the precision and recall 

is also notable being 100% and 80% respectively. The proposed approach in this work, hybrid 

GWO-KNN is comparable to the best approach and takes only about 5.45 seconds to perform 

the outlier detection. 

 

Table 4.3: Comparative analysis of results for class Iris Virginica 

Approach Algorithm 
Outliers 

Detected 

Time 

(seconds) 
Precision Recall 

Existing 

 

PAM [100] 7 8.56 N/A N/A 

CLARA [100] 7 8.55 N/A N/A 

CLARAN [100] 9 5.91 N/A N/A 

Flock Based Algorithm [101]  10 N/A 1.00 0.80 

HPSO-Clustering [33] N/A 6.00 1.00 0.25 

Proposed GWO-KNN 10 5.45 1.00 0.80 

 

A deeper exploration justifies the reason behind the reduced time and the increased for the 

algorithm. The approach uses bio-inspired GWO which enables speedy convergence and 

avoidance of local optima thus enhancing accuracy. Further, the initial centers are obtained from 

the KNN approach which also directs the output to a more accurate solution. 
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4.1.5 Conclusion and Future Scope 

The proposed hybrid GWO-KNN approach has been tested in the supervised scenario in this 

section of work. The datasets comprised of both regression and classification with varied number 

of instances and attributes. The approach seems to work well by identifying outliers with a good 

rate of accuracy. The threshold and the number of neighbors to consider for the underlying KNN 

can be varied depending on the datasets under consideration. The results have been compared 

for different test scenarios for various performance metrics including, accuracy, precision, recall 

and the number of outliers identified. The results are compared with existing heuristic and meta-

heuristic variants available in the literature. Further, another test for classification after removal 

of the identified outliers also reveals that subsequent data mining after removing the identified 

outliers also improves. 

 

In the future, the proposed approach can be further extended for application in the unsupervised 

domain by introducing K-Means clustering. The proposed approach can also be scaled for large 

datasets and different domains where there are still few evidence surrounding the application of 

bio-inspired algorithms. Big data frameworks including Map Reduce can be integrated with the 

approach for better accuracy and convergence speeds for large datasets. Domain knowledge 

availability and data distribution statistics can further help in improvisation of the accuracy of 

the proposed hybrid algorithm. Lastly, automatic identification of optimal value for 'k' and 

threshold can also greatly affect the final outcome. 
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4.2   Outlier Detection among Influencer Blogs 

4.2.1 Introduction 

 

The exponential increase in the use of internet in this era of digitization across the world has 

become an important source of competitive edge for the marketing of products and services 

[103].  This explosion of digital marketing has completely revamped the way business is done 

and the brand positioning strategy of the organizations [104]. Organizations have realized the 

importance of web visibility for better customer engagement [105]. These organizations have 

thus started adopting ways to artificially boost their presence on the web using digital marketing 

specifically opening new avenues for influencer marketing. Influencer marketing is an approach 

to marketing that focuses on individuals that advise the decision-making consumers. Such 

people are referred to as influencers and often play a critical role in the customer engagement 

process [106]. These influencers often need to build large amount of content in order to 

maximize web visibility. 

 

The use of web analytics for enhancing digital marketing has been in practice for the last few 

decades. However, organizations are still not able to fully utilize the core potential of these 

techniques for improvising their web visibility. Studies highlight opportunities and practices in 

web analytics that organizations may adopt for better online marketing [107]. The optimization 

comprises of two primary categories of on-site (a measure of actual visitors on the website) and 

off-site web analytics (comprising of tools measuring website audience) [99].  

 

One primary reason for failing to achieve the desired promotion from web analytics in online 

marketing is inexperienced and un-skilled influencers. These influencers in order to expedite 

the process use unethical practices like artificially generating keywords and links to build low 

quality content. This not only results in ineffective off-site analytics but also proves detrimental 

if detected by search engines [99] [108]. After the Google’s Panda and subsequent updates, such 

malpractices for artificially boosting the website rank on search engines have resulted in 

penalization and website delisting from search engines [109]. This work thus primarily focuses 

on identifying outlier influencer websites for the purpose of effective off-site web analytics. 
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4.2.2 Background 

 

There are several freelancing platforms including Blogmint, Influencer, Upwork and Craiglist 

that offer freelancers to build content on topics that may be utilized for generating back links 

and keywords for the customer website [110] [111]. These techniques attract traffic to the 

customer website and artificially boost the website rank. However, the influencers in the process 

to expedite the process generate low quality content that is often not original and use techniques 

like article spinning, keyword stuffing, link building and link farming [99] making the website 

quality a key driver for successful e-business [112]. The customer is often not aware of the 

adverse effects of such techniques and thus in the long run these may even lead to penalization 

by search engines.  

 

Literature highlights several metrics that can be used to gauge the visibility of a website on 

search engines. Search engines use different ranking algorithms and approaches for ranking web 

pages in search results. The search engine data can be useful for analyzing the rank of websites 

[113]. Kleinberg [114] developed a link analysis algorithm for hubs and authorizes referred to 

as Hyperlink-Induced Topic Search (HITS) that rates web pages. Further, Page Rank was also 

developed, it was used by Google Search to rank websites in their search engine results [115] 

and Yahoo uses the Trust Flow for its link analysis to semi automate the segregation of useful 

and spam web pages [116]. There are no significant discussions surrounding these metrics in 

academic literature and majorly various link data providers like Moz, Majestic, Ahref and 

Webmaster tools have developed ranking mechanisms that are used worldwide for analyzing 

the position of a page in SERP. 

 

Studies in literature also discuss about website selection for advertising campaigns [117]. To 

avoid such spam within the website, our study proposes an outlier detection approach that uses 

website KPIs to identify spam influencer websites that indulge in low quality content building. 

Metrics like page rank, page authority, domain authority, Alexa rank, Google index, social 

shares, trust flow, citation flow, links, external equity link; external back links, referred domains 

and domain age are used as indicators for identifying spam influencer websites. A spam score 
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is further associated with each of the 2751 websites considered for the analysis. A bio inspired 

wolf search and bat algorithm integrated with K-Means is used for subsequently segregating the 

outlier websites. 

4.2.3 Methodology 

 

This section of the work proposes a hybrid algorithm for detecting outliers in influencer blogs 

for the purpose of digital marketing. After the required data collection as described in Section 

3.2, a statistical t-test is performed to finalize the metrics. The dataset is divided into two equal 

sets and 500 influencer websites each having a spam score less than 5 and greater than 5 are 

taken as sample for conducting a statistical t-test to identify metrics that are significantly 

different in the two sets. Since, the range of values of each of the metrics is considerably varied; 

min-max normalization is used to standardize the data to a 0-1 range. Subsequently t-test is 

conducted and the metrics having a p-value less than 0.05 are considered insignificant for further 

analysis. The final dataset for analysis thus comprises of the 12 significant attributes namely 

Domain Authority (DA), Page Authority (PA), Moz Rank (MR), LinksIn (LI), External Equity 

Links (ELL), Alexa Rank (AR), Citation Flow (CF), Trust Flow (TF), External Back Links 

(EBL), Referred Domains (RD), SemRush URL Links (UL) and SemRush Hostname Links 

(HL) for 2751 influencer websites. The p-values are illustrated in Table 4.4. 
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Table 4.4: Statistically significant Influencer metrics with p-value 

Metric P-value Metric P-value 

Domain Authority 0.038 Citation Flow 7.23E-28 

Page Authority 0.030 Trust Flow 0.0003 

Moz Rank 1.03E-15 External Back Links 0.002 

Links In 0.048 Referred Domains 3.94E-32 

External Equity 

Links 
1.25E-05 SemRush URL Links 7.12E-28 

Alexa Rank 9.23E-15 
SemRush Hostname 

Links 
0.045 

 

After the finalization of metrics as defined above outliers are detected using the proposed 

approach. Bio-inspired algorithms have been one of the most popular optimization techniques 

and mimic swarm behavior for optimization problems [14] [118]. Tang et al. [119] thus integrate 

a few popular bio inspired algorithms with K-means to avoid the local convergence. This study 

thus utilizes the integrated bio inspired wolf search algorithm for outlier detection. 

 

The wolf search algorithm (WSA) is one such optimization approach that is said to overcome 

local optima by imitating the wolf preying behavior [51] [119]. In the current work, the number 

of clusters is identified as 2 for normal and outlier data points. The wolf population is initialized 

with visual distance and escape probability. The initial centroids are assigned for the two 

clusters. The fitness for the centroid in each wolf is calculated and the best solution is identified. 

The random preying behavior of the wolf is done by selecting a companion having the best 

solution within the visual distance. If the fitness of the companion is better than the self-fitness 

of the wolf the companion is selected and is thus approached. After the prey is hunted the wolf 

randomly selects a position beyond the visual range and the process is repeated from the new 

location. The centroids with the best fitness are considered as the final solution.  

 

Further, the results are compared with the integrated bat algorithm (BA) which uses the 

echolocation behavior of bats to find the prey and differentiate between different insects even 
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in the dark [25]. The bat algorithm is one of the most popular algorithms used for several 

engineering, multi-objective and constrained optimization problems. For the integrated bat 

approach along with the two clusters, the bat population, frequency factor and loudness are 

initialized. The initial clusters are randomly assigned or the bat population.  

 

For each bat, the initial centroids are similarly identified. The fitness of the centroids is 

computed and the best solutions are identified. Further, the new solution is generated by 

adjusting the frequency and velocity. If the randomly generated solution is greater than the 

defined pulse rate, a new best solution is selected from the best solutions from each of the bats. 

The new solutions are accepted by adjusting pulse rate and loudness for subsequent iterations. 

The pulse rate is increased and the loudness is decreased for the next iteration.  

 

Thus the bio-inspired algorithms help in identifying the best cluster centroids over iterations. 

The formulation of centroids is mainly iteratively guided by the search agents in the mentioned 

approaches. Since the dataset considered for this study requires only two clusters and has a total 

of 13 attributes for which the centroid values need to be computed. The 𝐶𝑒𝑛𝑡𝑟𝑜𝑖𝑑𝑖𝑗 is value of 

the centroid for 𝑖𝑡ℎ cluster and  𝑗𝑡ℎ attribute and is expressed using Equation  

𝐶𝑒𝑛𝑡𝑟𝑜𝑖𝑑𝑖𝑗 = ∑ 𝑤𝑒𝑖𝑔ℎ𝑡𝑘𝑖𝑑𝑎𝑡𝑎𝑝𝑜𝑖𝑛𝑡𝑘𝑗

𝑆𝑜𝑙𝑆𝑝𝑎𝑐𝑒

𝑘=1
∑ 𝑤𝑒𝑖𝑔ℎ𝑡𝑘𝑖

𝑆𝑜𝑙𝑆𝑝𝑎𝑐𝑒

𝑘=1
⁄   

            (4.1) 

 

The centroids largely depend on the weight that tells whether the data point belongs to the 

cluster or not.  𝑤𝑒𝑖𝑔ℎ𝑡𝑘𝑖 =  1, 𝑖𝑓 𝑑𝑎𝑡𝑎𝑝𝑜𝑖𝑛𝑡𝑘 ∈ 𝑐𝑙𝑢𝑠𝑡𝑒𝑟𝑖; 𝑒𝑙𝑠𝑒 𝑤𝑒𝑖𝑔ℎ𝑡𝑘𝑖 =  0.  

 

Once the best cluster centroids are identified for the two clusters of outliers and normal data 

points, a distance measure is subsequently used segregate the outliers.  

 

4.2.4 Results and Analysis 

 

The K-means integrating WSA and BA algorithms have been used in this study for detecting 
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outliers. The use of bio-inspired algorithms avoids locally optimum solutions. The study 

demonstrates the segregation of outlier influencer websites based on certain KPIs that have been 

extracted for a set of 2751 influencer websites using APIs. A total of 13 attributes are considered 

for detecting the outlier influencers for off-site web analytics. The spam score is excluded for 

the classification and is used for the validation.  

 

Table 4.5 highlights the cluster centers for the remaining 12 metrics. The table lists the cluster 

centroids for the authentic blogs (A) and outlier blogs (O) for both WSA and BA. 

 

Table 4.5: Cluster Centers obtained using WSA and BA 

  DA PA MR LI ELL AR CF TF EBL RD UL HL 

WSA 

A 0.12 0.19 0.18 0.69 0.32 0.74 0.55 0.76 0.84 0.58 0.46 0.75 

O 0.08 0.11 0.09 0.45 0.17 0.31 0.48 0.36 0.61 0.24 0.13 0.31 

BA 

A 0.20 0.27 0.24 0.81 0.39 0.96 0.59 0.97 0.98 0.40 0.31 0.50 

O 0.11 0.12 0.09 0.33 0.17 0.01 0.51 0.06 0.49 0.35 0.21 0.44 

 

The results for the two approaches used for the purpose show that the bat algorithm shows 

higher accuracy. Out of 2751 influencer websites, 1254 websites were identified as outliers 

based on their spam score and manual examination. The bat algorithm correctly identified 1218 

giving an accuracy of 97.12% while the wolf search algorithm correctly identified 1203 with an 

accuracy of 95.93%. However, time taken to converge to the optimum solution is 22.61 seconds 

for BA while it is just 16.18 seconds for WSA. The Figure 4.16 demonstrates the outlier plots 

for WSA and BA. 
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Figure 4.16: Outlier Plots for WSA and BA 

 

Thus, the findings indicate that a large number (45.58%) of influencer websites are actually 

outliers. The reason behind this is that majority of influencer websites being categorized as 

outliers is because these blogs are heavily dependent on techniques like article spinning, link 

farming and keyword stuffing for content building and subsequent promotion. They often pick 

up original content and spin/manipulate the content by paraphrasing and including keywords 

related to the consumer domain to gain traction. These practices are often deemed unfit when it 

comes to digital marketing. However, the customers adopting these services are often not aware 

of such malpractices adopted by the websites. This has adverse effects on the consumer website 

in the long run and may even result in penalization. The use of KPIs in identifying such outlier 

influencers thus segregates these websites on the basis of publically available metrics from 

several service providers.  

 

The results for the two approaches used for the purpose show that the bat algorithm shows 
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higher accuracy. Out of 2751 influencer websites, 1254 websites were identified as outliers 

based on their spam score. The BA correctly identified 1218 giving an accuracy of 97.12% 

while the WSA correctly identified 1203 with an accuracy of 95.93%. However, time taken to 

converge to the optimum solution is 22.61 seconds for BA while it is just 16.18 seconds for 

WSA.  

4.2.5 Conclusions and Future Scope 

With the increased internet use and online marketing opportunities, organizations have realized 

the importance of web visibility and have started leveraging the power of internet to reach a 

larger audience for their products and services. This has opened new avenues for digital 

marketing especially influencer marketing where on several portals have emerged to encourage 

these influencers to build content for customer businesses. However, this process of content 

building generates a lot of spam content within these websites when done in bulk for a large 

consumer base and often involves techniques like article spinning and keyword stuffing for user 

traction. Such practices are not considered ethical as per the search engine guidelines and affect 

the consumers adversely.  

 

This study thus attempts to use publically available influencer website KPIs, a total of 13 

attributes including Domain Authority, Page Authority, Moz Rank, Links In, External Equity 

Links, Spam Score, Alexa Rank, Citation Flow, Trust Flow, External Back Links, Referred 

Domains, SemRush URL Links and SemRush Hostname Links for 2751 influencer websites. 

Further, K-means integrated bio-inspired computing techniques are used for detecting and 

segregating outliers from the extracted data. Findings indicate that such approaches overcome 

local optima problems and give globally optimum solutions for such NP hard and 

computationally extensive data. Further, it is seen that the integrated bat algorithm gives better 

accuracy than wolf search algorithm as demonstrated in existing literature when the approach 

is used for clustering [119]. Our study re-establishes the same for the web analytics data set 

under consideration for outlier detection by extending the proposed approach. 
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This work uses KPIs and segregates outlier influencer websites that is beneficial for off-site 

web analytics. This may be useful for preventing consumer investments to such spam 

influencers that may adversely affect the websites position on search engines in the long run. 

Apart from the KPIs, content based analytics including keyword density, lexical diversity, meta-

information and topic modeling may also be incorporated in the analysis.  

 

Future studies can be extended to using social media analytics for further validation of the 

results since social media platforms are utilized by consumers for raising concerns regarding 

the services used by them. These platforms specially, Twitter and Facebook profiles of such 

influencer websites provide a lot of information in the form of user generated content that may 

be integrated with the existing metrics to reinforce the findings. An empirical validation of the 

results can also be done using a structured questionnaire for the consumers opting for such 

influencer marketing services and the short term and long term impact of the same on their 

visitors and web visibility. Existing work surrounding an analysis of results suggested by search 

engines for market share establishment can also be extended for influencer marketing [120]. 
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CHAPTER 5 

5. OUTLIER DETECTION IN UNSUPERVISED SCENARIO 

 

This section of thesis is surrounding case scenarios surrounding outlier detection in an 

unsupervised scenario where the dataset does not have an output label for outliers. The 

algorithms proposed for this chapter include hybrid artificial bee colony and grey wolf 

optimization along with k-nearest neighbors. The section considers social media datasets from 

Twitter for identifying outliers in the context of buzz and fake profiles.  

 

5.1  Identifying Buzz in Social Media 

5.1.1 Introduction 

 

Social media specifically Twitter and Facebook have become a major platform for millions of 

users to communicate and engage with each other. The exponential growth in the number of 

internet users over the last decade has greatly impacted the way marketing is done.  Digital 

marketing has thus become a popular choice for practioners’ as it not only enables instant reach 

and feedback but also proves to be an inexpensive way to target millions of people. These people 

are the primarily the ones considering the web as their primary source and means of 

communication and gaining knowledge [121].  

 

Studies in existing literature thus explore the importance of these social media platforms in 

disseminating information [122] and further discuss the impact this information on the society 

as a whole [123]. As a result of the popularity and use of these social media platforms in our 

lives and its influence on the way business is done, existing literature explores frameworks  

surrounding social media marketing that catalyze the measurement and increase in return on 

investments for organizations using them [124] [125] [126]. This positive impact of social 

media has completely revolutionized business practices [127]. 
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Further, apart from revamping business practices, these platforms when used for 

communication and engagement among individuals and enterprises generate large amount of 

user generated content usually referred to as UGC [128] which can be very well utilized for 

extracting gainful insights [129]. Within these gamut of conversations on the platforms and the 

subsequent generation of UGC there exist events that stand out in terms of the popularity that 

they gain among the users [130] [131]. Such discussions/events that gain higher traction than 

usual are often considered as “buzz”. The "buzz" discussions can be another means to explore 

and glean insights about these unusual events and thus enterprises have started adopting 

techniques that help them monitor buzz.  

 

These techniques often enable them to attract higher number of users by fully leveraging the 

power and ability of social media [79] [132]. In addition to this, organizations have also become 

conscious of that fact that content and its popularity among the users is a key driver while 

gauging the business value in the social media marketing [133]. This makes the concept of viral 

marketing even more concrete, an electronic word of mouth (e-WOM) that grows exponentially 

on social media and gains huge traction [128].  

 

Considering the trends in marketing through social media platforms the content buzz is a hype. 

This section of the thesis thus uses 11 metrics that comprise of created discussions, increase in 

authors, attention level, contribution sparseness, author interaction, author count and average 

length of discussions are used to model the buzz. A total 583,249 instances acquired from 

Twitter discussions have been used for the work. Considering the large amount of data used, 

future extension can be done with the use of including UGC. This calls for a need of including 

an approach that can handle large amounts of data, a bio-inspired algorithm is adopted to model 

the data attributes [14] [48]. An artificial bee colony algorithm combined with k-nearest 

neighbors (ABC-KNN) is thus proposed. 
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5.1.2  Background 

 

Social media marketing focuses primarily on popularity of the content on the platforms and is 

usually referred to as content buzz. The emergence of Web 3.0 and the interactive web has 

enabled practitioners and marketers to communicate and engage with a larger customer base in 

a creative manner by adopting various strategies for internet marketing [134]. Further, these 

interactive social media platforms have greatly enhanced e-WOM following greater information 

diffusion and viral marketing [135]. Literature also investigates frameworks that have been 

adopted for marketing content on the web through social media [136]. The concept of content 

virality emerges from information diffusion which is simply an extension when the content 

propagates to a larger set of people at a pace faster than usual. This is then commonly referred 

to as "buzz" on the interactive web. Literature investigates a large number of metrics that may 

affect the virality of content on these platforms. This usually includes the topic being discussed, 

the reaction of users on it and how the network dynamics changes [137] [138]. 

 

Twitter being one of the most popular social media platforms attracts variety of users including 

celebrities, political figures and enterprise organizations as a platform to raise their opinion 

about the happenings around them [139]. Thus, content buzz on platforms like these spreads 

like a ripple. This buzz may be anything with higher than usual user attention including popular 

events and people's opinion about the same [140] [141]. Studies also investigate the drivers that 

may be contributing to this social media content buzz and the asset value that comes with it 

[142] [143].  

 

Further, coming to the domain contribution of the work, it is evident that outlier detection 

approaches have been popular in domains of cyber security with applications surrounding 

intrusion detection, fraud detection and wireless sensor networks [4]. However, the literature 

lacks evidences of adopting outlier detection approaches in the domain of information 

propagation and diffusion and how they may be clearly defined. With the growing trend about 

content popularity and buzz, this work is an attempt to explore content buzz by using eleven 

attributes collected for over 5 million discussion instances on Twitter. The methodology 
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comprises of adoption of bio-inspired computing where in the behavior of biological species is 

used for arriving to workable solutions in complex multi-dimensional problems. 

 

5.1.3 Methodology 

 

The work adopts a mixed methodology with a combination of social media analytics and bio 

inspired algorithms as it seemed challenging to address the objective otherwise. The work 

primarily focuses to identify content buzz in Twitter discussions using a hybrid bio-inspired 

computing approach proposed for detecting outliers. The “buzz” discussions in this context are 

considered as potential outliers throughout the analysis. Section 3.3 provides insights about the 

nature of data under consideration.  

 

The distribution of data for the dataset is illustrated in Figure 5.1 with discussions identified as 

buzz highlighted in red. The break point evidently differentiates the buzz and non-buzz 

discussions with content buzz being captured with values greater than 𝜇 + 2𝜎. The discussions 

are plotted by arranging the buzz in increasing order and are representative of the content buzz 

beyond the desired threshold. Therefore, any Twitter instance with number of active discussions 

beyond 𝜇 + 2𝜎 is demarcated as “buzz” in the current work. The remaining instances are the 

“non-buzz” instances when seen through the lens of activity and visibility using the identified 

model. 

 



59 

 

 

Figure 5.1: Graphical distribution of buzz 

(Based on activity incited by individual tweets) 

 

This section of the thesis models the final dataset with 11 attributes for mining outliers in the 

form of buzz discussions. These are subsequently validated using the output variable for 

computed the accuracy of the proposed hybrid bio-inspired approach. A min-max normalization 

is further employed before the outlier detection since the values for each of the 11 attributes lie 

in varied ranges. The normalized data lies in the range of 0 and 1 for every attribute being 

modeled. Post the normalization of the data, it is randomly sampled for training and testing and 

then modeled using the proposed hybrid algorithm for identifying buzz discussions. The 

following sub-section illustrates the proposed bio-inspired approach used for mining outliers. 

Hybrid Artificial Bee Colony (ABC) Approach  

 

The current work combines artificial bee colony optimization (ABC) with k-nearest neighbors 

to identify outliers in the form of buzz. The ABC optimization uses a population based search 

mechanism where artificial bees look for food sources [23]. The ABC algorithm has been 

modified over the years to be used for different application domains [145]. The algorithm is 

known to produce promising results while optimizing an objective function [146]. The 

algorithm is inspired from the intelligent behavior of honey bees. The bee colony comprises 

primarily of three different categories of bees depending on how they search for food sources, 

these include the onlookers, scouts and lastly the employed bees.  
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Further, ABC is popular yet simple optimization algorithm that results in a globally optimum 

solution to the problem under consideration by varying colony size, the number of food sources, 

and the foraging cycles. These acts as control variables and help in reaching to the optimal 

solution by varying values based on the objective function. The ultimate goal of the honey bees 

is to search for food sources having the highest amount of nectar. Equation 4.1 represents the 

candidate solution (𝐶𝐹𝑝𝑖𝑗) and is used for the movement of bees in the direction of the food 

source. The updated position in the multi-dimensional search space is represented as: 

 

𝐶𝐹𝑝𝑖𝑗 = 𝑝𝑜𝑠𝑖𝑗 +  𝜏𝑖𝑗(𝑝𝑜𝑠𝑖𝑗 − 𝑝𝑜𝑠𝑘𝑗)        (5.1) 

 

where 𝑘 ∈ [1,2 … . ∈ 𝑛]  ,n = employed bees, 𝑗 ∈ [1,2 … . 𝑃], P is the optimization parameters, 

reflecting the dimension of the solution and 𝜏𝑖𝑗 is a number randomly generated between [-1,1], 

controlling the neighborhood of 𝑝𝑜𝑠𝑖𝑗. The difference (𝑝𝑜𝑠𝑖𝑗 − 𝑝𝑜𝑠𝑘𝑗) decreases every 

subsequent iteration towards the optimum solution. 

 

The way the food source is identified is dependent on the type of bee that is in search of it. The 

employed bees use their own experience for locating the food sources, while the onlookers use 

the experience of employed bees who dance to reflect the position of the food source to the 

onlookers. The scouts however do not use any kind of experience for selection of food sources 

and locate the same. Once the new food source position is identified, it is memorized only in 

the scenario when the amount of nectar at the position is higher than the previous best position 

(having the highest amount of nectar).  

 

The solution quality often indicative of the fitness of the solution refers to the nectar amount 

(𝑁𝑒𝑐𝐴𝑚𝑡) present at the food source. The ecosystem consists of one employed bee for every 

food source present in the bee hive. The employed bees modify the current position in the 

memory based on the locally available visual information about the nectar amount. The same is 

done by testing the amount that reflects the fitness of the food source being considered. The 
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position is updated if the nectar amount is greater than that at the previous position. The food 

source selected by the onlooker bee depends on the probability that corresponds to the food 

source 𝐹𝑝𝑖 , computed using: 

 

𝐹𝑝𝑖 =
𝑁𝑒𝑐𝐴𝑚𝑡𝑖

∑ 𝑁𝑒𝑐𝐴𝑚𝑡𝑖
𝐹𝑑𝑆𝑟𝑐
𝑛=1

         (5.2) 

 

𝑁𝑒𝑐𝐴𝑚𝑡𝑖 represents the solution's fitness which is indicates the amount of the nectar available 

at the  position i. The 𝐹𝑑𝑆𝑟𝑐 is representative of the onlookers available. Further, the fitness 

varies with the problem in consideration and refers to the error emerging from the data points 

clustered together (being a minimization problem in this case). Figure 5.2 illustrates the hybrid 

approach proposed in this work, KNN integrated artificial bee colony approach (ABC-KNN). 
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Figure 5.2: Pseudo-code of the proposed ABC-KNN approach 

 

The proposed model is compared GWO-KNN which is based on the hunting behavior of wolves 

[26]. In addition to this, the results are also compared with a traditional machine learning 

approach used on the same dataset. The study uses a Regression Random Forests to identify 

buzz. 
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5.1.4 Results and Findings 

 

The proposed integrated ABC-KNN as illustrated is used to segregate the outliers using 

mentioned set of attributes. The result validation is done through the output variable which is 

indicative of buzz, the mean number of active discussions. This variable is predicted using the 

11 attributes when modeled together through the hybrid approach. The Twitter instances with 

value of output variable greater than the defined threshold of μ + 2σ, i.e. the ones lying beyond 

the significant 95% of the dataset are considered as outliers. The proposed hybrid ABC-KNN 

approach results into an accuracy of 98.37%. The plots for outlier buzz instances are illustrated 

in Figure 5.3. The data points marked in red are indicative of the “buzz” discussions while the 

ones highlighted in blue represent the non-buzz discussions that did not gain higher than usual 

user attention through the UGC. 

 

 

Figure 5.3: Content Buzz Identification using ABC-KNN 

 

Further, the results are also validated using a cross validation mechanism with a five-fold 

validation giving an overall accuracy of 97.87%. A 60:40 ratio is taken for training and testing 

A1 

A2 

A3 
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respectively. The random sample is for training is testing is taken five times for the cross-

validation process to ensure the sanctity of results. Table 5.1 is representative of the outlier 

thresholds for the entire attribute over the five validation steps that have been computed through 

the proposed approach for outlier detection. The obtained vectors are utilized to segregate 

outliers. The validation is also done by comparing the buzz discussions achieved as output by 

modeling the 11 attributes and the points beyond the threshold for the output variable 

representing mean number of active discussions. 

 

Table 5.1: Outlier Threshold for Buzz using 5-fold Cross Validation 

 

 

When compared to the similar grey wolf optimizer variant, the proposed approach outperforms 

the same in terms of accuracy (98.37%) which is 97.12% for GWO-KNN. Further, on 

comparing the convergence speeds of the two approaches, it is noted that the proposed ABC-

KNN converges to an optimum faster as depicted in Figure 5.4.  
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Figure 5.4: Convergence plots of the hybrid ABC-KNN and GWO-KNN 

 

The proposed ABC-KNN approach for outlier detection thus outperforms the GWO variant in 

terms of both the accuracy with which the outliers are identified and the convergence speed for 

reaching to a global optima. A very famous optimization theorem, the No Free Lunch (NFL) 

theorem provides us with an interesting finding which states that there can be no optimization 

algorithm that can be considered best [147]. An algorithm may perform exceptionally one type 

of dataset and on the other hand, may fail miserably for the other. The main reason for this is 

considered to be the data distribution and the type of data being handled.  

 

In the current scenario, the proposed approach is however successfully able to identify buzz 

discussions and attaining a globally optimum solution. With the huge amount of data pouring 

in the form of UGC and other sources, such optimization techniques shall be useful in reaching 

to solution faster. This overcomes the drawback of the traditional machine learning approaches 

that tend to lack accuracy and speed in such scenarios because of the large amount of data and 

computational complexity required to analyze the same. The comparative results with existing 

traditional regression random forests approach is depicted in Table 5.2. 
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Table 5.2: Comparison of ABC-KNN and Regression Random Forests for Twitter Buzz 

Approach Algorithm Accuracy 

Proposed ABC-KNN 97.8% 

Existing [144] Regression Random Forests 94.2% 

 

5.1.5 Conclusion 

 

The advent of Web 3.0 has led to an increased usage of social media platforms and interactive 

media. The utilization is not only restricted to communication and interaction among 

individuals. These platforms are also being used for purpose of digital marketing and consumer 

engagement. The underlying concept of content buzz has thus been trending and any piece of 

content gaining popularity higher than the usual is of particular interest. Existing studies in 

literature have captured various attributes surrounding content popularity and virality.   

 

This work on the hand attempted to identify buzz in social media specifically Twitter using a 

set of 11 attributes comprising of increase in authors, attention level, created discussions, 

burstiness level, author interaction, author count, contribution sparseness and average length of 

discussions are modeled to identify buzz discussions and segregating them from the remaining 

discussions that have not gained higher user attention. A total of 583,249 Twitter discussion 

instances have been utilized for the analysis. 

 

Talking about the methodological contribution of the work we propose a hybrid ABC-kNN 

approach for identification of outliers as buzz discussions. The approach integrates the 

traditional KNN with ABC. The performance of the same is better than traditional heuristic 

approaches as it converges to a globally optimum solution avoiding the chances of getting stuck 

into a locally optimum solution that the traditional approaches are often prone to. The model 

considers buzz discussions as outliers deviating from the normal and detects them successfully 

resulting in an accuracy of 98.37%.  The approach has been compared with similar hybrid 

GWO-KNN for detecting outliers and outperforms the same in terms of accurate identification 
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of outliers and convergence speed. The proposed hybrid approach can also be adopted for 

similar domain specific applications including email and social media spam identification, 

anomalies in purchase behavior, websites and similar domains that demand workable solutions 

with a constraint on time and complexity. 

 

Findings of the work may have practical implications in various domains including e-

commerce, digital marketing and e-governance to model which metrics may be responsible for 

creating buzz and their subsequent impact. Future scope of the work can extend the set of 

metrics including content, descriptive and network analytics attributes to model popularity over 

platforms. This can include analyzing UGC for sentiment and network parameters. The 

approach can also be scaled for datasets having big data properties (greater volume, variety and 

veracity) through frameworks for parallel programming.  
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5.2   Detecting Fake Profiles on Social Media 
 

5.2.1 Introduction 

 

Over the past decade social media has gained immense popularity with Facebook, Twitter, 

LinkedIn and Instagram being the most widely used platforms [64].  With the information 

availability on these social platforms, users are compelled to seek and strive for traction by 

depending on other users in the network to propagate their content [92].  Both individual users 

and enterprises are thus trying their best to take advantage of these interactive platforms for 

expansion of their content scope. This is usually done by trying to propagate the content 

resulting into virality over the social network. Therefore, many organizations are adopting 

various digital marketing strategies where they aim on increasing set of users that will catalyze 

their content propagativity. 

This results in adoption of unethical approaches, which results in creation of plethora of fake 

user profiles that are solely created for the purpose of artificially boosting the follower count on 

these social networks. This in turn largely affects the favorable social votes, likes and shares for 

the individual or the organization in quest of the same. Studies report a large percentage of 

Facebook (44%) and Twitter (33%) followers to be fake.  In fact, New York Times reports 

evidences of fake followers becoming business on Twitter worth millions of dollars. Twitter 

users both individuals seeking attention or organizations aiming for greater outreach are paying 

hefty amounts for large follower lists. Literature showcases evidences of studies that take into 

consideration followers for analysis of data which makes it important to segregate fake artificial 

followers from the authentic ones.   

 

There are existing studies that have attempted to identify fake Twitter profiles emphasizing the 

fact that opinions shared by these fake followers can be unreliable and misleading for the 

community [149] [150].   These studies use a limited set of metrics and show no correlation 

with the personality dimensions of the users considered. Such an interdisciplinary approach for 

detecting fake Twitter profiles is still unexplored. Further, the use of bio-inspired algorithms 
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enhancing the accuracy and convergence speeds for reaching to a solution are an added 

methodological advancement along with the domain improvisation. 

 

5.2.2 Background 

 

With wide use of internet by the masses, the 21st century is witnessing an explosion of user 

generated content on the web [74]. This user generated content available on the social media 

networking platforms can be used in different fields like marketing, e-commerce, finances and 

so on by gauging the user’s action and response to the events that occur. The information 

acceptability and content availability become major factors in influencing user behavior due to 

which social media has thus become a source of communication and engagement with stake-

holders [75] [76] [77]. 

 

In recent times, organizations are also deploying resources to manage social media as it 

constitutes a substantial part for improving organic search results [70] [71]. This helps to direct 

potential customers to websites from search results and also from high integration with social 

media users [72]. The world of Web 3.0 and the huge influx of information make it infeasible 

to focus on all channels since business needs and channel receptivity depends on it. Considering 

this large impact and utilization of social media in varied domains it becomes critical to validate 

the authenticity of this shared content. Thus identifying outliers in the domain becomes 

essential.  

 

Existing studies discuss applications surrounding community detection in this domain and 

outliers could be mined [37]. These outlier profiles are often used by marketers to boost and 

promote content on social media. Organizations are paying hefty amounts to marketing agencies 

fake followers, artificially paid likes, comments and shares to gain user traction. It therefore 

becomes important to identify such fake profiles as there is a high probability that the 

information shared and propagated by these may be misleading or unauthentic. There are 

extensive studies that identify fake profiles in these social networks, specifically focus on 

detection of spam specifically on Twitter [148] [149] [150]. However, none of the existing 
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studies focus metrics extracted from UGC and do not take personality into consideration. This 

section of the thesis thus attempts to identify fake Twitter followers based on certain descriptive 

metrics mapped to their personality dimensions. 

 

5.2.3 Methodology 
 

A mixed research methodology had to be followed in this study essentially because a single 

interdisciplinary approach appeared difficult to address the research objectives. Several 

methods were adopted from domains as diverse as social science, social media analytics and 

bio-inspired computing [14]. The analysis was heavily dependent on using tweets for the 

analysis. The details of the data collected are expressed in Section 3.4. 

 

After conducting the Delphi study the final metrics relevant for the analysis are identified. The 

approach is one of the popular alternatives to for achieving consensus to a problem [151]. The 

approach uses a voting mechanism within selected experts in the desired domain. The 

applicability of final set of parameters that may be used for the identification of nature of 

profiles is done by adopting this approach in the current scenario. The consensus was obtained 

in a total of 2 iterations with 5 experts participating in the study. The experts had diverse 

backgrounds including computer science, social statistics and psychology and have years of 

working experience in behavior analysis in social media. The Delphi consensus resulted in the 

finalization of 12 relevant parameters categorized into five personality dimension as depicted 

in Figure 5.5. 
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Figure 5.5:  Twitter Metrics and Personality Dimension Categorization 

 

The final set of metrics comprised of hashtag frequency, HTML link count, unique words, 

follower count, statuses count, @ mentions, friends count, favorites count, polarity stability, 

unique hashtags, emotion stability and lexical diversity. These metrics have also been grouped 

into personality dimensions as illustrated above. A detailed description of each of these metrics 

is shown in Table 5.3. 
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Table 5.3: Description of the Twitter Metrics for Fake Profile Identification 

 

 

The Twitter data collected for the purpose of this work is highly enriched and contained, tweets, 

user information, html links, followers, status count, demographic location, @mentions and 

hash tags. The 10,000 users for which the data was collected had an average of 21,895 tweets 
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in their life time (a part of which was analyzed), an approximate 3285 followers per user and 

followed around 904 users. Some were old Twitter users, tweeting since 2007, while some were 

recent users that created their account in June 2016 when the data for this study was collected. 

The users belonged to diverse demographic locations. This section focuses on these descriptive 

statistics as they are widely used for analyzing the personality traits of the users. The tweet 

metrics like word, follower, following and status count that are finally used for the purpose of 

extracting intelligence give us a holistic yet simple picture of the data.  

 

These statistics provide an insight surrounding the personality of the users and are extensively 

used in literature for extracting user information [153]. The tweets analyzed for this work are 

enriched with a number of smiley, URLs, images, mentions to other and diverse list of hashtags. 

The final dataset is expressed by a total of 12 attributes obtained from the Twitter profiles of 

the users under consideration. These computed metrics are further grouped into personality 

dimensions adopted from the big five framework using 555,684 tweets [152].  

 

Methodologically, this work uses integrated approaches for detecting the outliers. This work 

uses grey wolf optimization [26] and artificial bee colony [23] [140] approaches integrated with 

KNN. The ABC produces promising results for solving single objective numerical problems. 

The algorithm works well for both minimization and maximization problems [47]. The GWO 

on the other hand, is popular for its high exploration and exploitation function that assists it in 

outperforming other trainers for classification scenarios [26]. Both these approaches have been 

effective in numeric optimization problems.  

Grey Wolf Optimization 

 

The GWO is inspired from the hunting of wolves, it identifies the most optimal solution (α), 

second best (β) and third best solution (δ) based on the wolves [26]. The remaining solutions, 

omega (ω) reflect the remaining wolves in the pack. The way wolves hunt the prey (or the 

optimization reaches a workable solution) is often governed by the leader, the α wolves and the 

remaining pack of wolves follow the leader. The optimization approach uses the encircling of 
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prey and subsequently hunts it for reaching to a global optima over iterative steps. The same 

can be mathematically modeled as: 

 

𝑋⃗ =  |𝑉 .⃗⃗ ⃗⃗⃗  𝑃⃗⃗𝑝𝑟𝑒𝑦(𝑡) − 𝑃 ⃗⃗⃗⃗ (𝑡)|        (5.3) 

𝑃⃗⃗ (𝑡 + 1) =  𝑃⃗⃗𝑝𝑟𝑒𝑦(𝑡) −  𝑈⃗⃗⃗ . 𝑋⃗       (5.4) 

 

The 𝑋⃗ is used for computation of the distance between the prey location 𝑃⃗⃗𝑝𝑟𝑒𝑦(𝑡) in that iteration 

(𝑡) and the wolf location (𝑃 ⃗⃗⃗⃗ (𝑡)). The wolf position/location is updated iteratively based on the 

vector 𝑋⃗ (calculated using Equation 5.3) in the next iteration(𝑡 + 1). 𝑈⃗⃗⃗ and 𝑉 ⃗⃗⃗⃗  are coefficients 

and are calculated using Equation 5.5 and 5.6. 

 

𝑈⃗⃗⃗ = 2 𝑢 ⃗⃗⃗⃗  . 𝑑1 − 𝑢⃗⃗          (5.5) 

𝑉⃗⃗ = 2. 𝑑2          (5.6) 

 

The coefficient vectors are computed using vector 𝑢⃗⃗ which decreases from 2 to 0 in a linear 

fashion and the two random vectors 𝑑1 and  𝑑2 which vary in the range [0, 1]. 

 

On encircling the prey, the distance vector is calculated for each of the wolf using α, β and δ 

wolves as the location of the prey. The equations (5.7), (5.8) and (5.9) are descriptive of the step 

size while the equations (5.10), (5.11) and (5.12) are used for computing the final positions of 

the remaining wolves. 

 

𝑋⃗𝛼 =  |𝑈⃗⃗⃗1.  𝑃⃗⃗𝛼 −  𝑃⃗⃗|         (5.7) 

𝑋⃗𝛽 =  |𝑈⃗⃗⃗2.  𝑃⃗⃗𝛽 −  𝑃⃗⃗|         (5.8) 

𝑋⃗𝛿 =  |𝑈⃗⃗⃗3.  𝑃⃗⃗𝛿 −  𝑃⃗⃗|         (5.9) 

𝑃⃗⃗1 =  𝑃⃗⃗𝛼 − 𝑉⃗⃗1.  (𝑋⃗𝛼)         (5.10) 

𝑃⃗⃗2 =  𝑃⃗⃗𝛽 −  𝑉⃗⃗2.  (𝑋⃗𝛽)         (5.11) 

𝑃⃗⃗3 =  𝑃⃗⃗𝛿 −  𝑉⃗⃗3.  (𝑋⃗𝛿)         (5.12) 
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where, every dot product   

          

    𝐴. 𝐵⃗⃗ = 𝑎1𝑏1 +  𝑎2𝑏2 … … + 𝑎𝑛𝑏𝑛       (5.13) 

 

It is assumed that the best, second best and third best wolves have knowledge about the position 

of the prey. Therefore, these groups of wolves help the remaining ω wolves for updating the 

positions based on the best search wolves in the subsequent iteration(𝑡 + 1). 

 

𝑃⃗⃗ (𝑡 + 1) =  
𝑃⃗⃗1+ 𝑃⃗⃗2+ 𝑃⃗⃗3

3
         (5.14) 

 

The work uses GWO-KNN to segregate fake Twitter profiles. The proposed approach for outlier 

detection in the form of fake profiles is utilized in the work. The results are compared with 

ABC-KNN.  Figure 5.6 illustrates the pseudo-code for the proposed approaches. 
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Figure 5.6: Pseudo-code for Fake Profile Identification using GWO-KNN and ABC-KNN 

 

 

 



77 

 

 

5.2.4 Analysis and Findings 

 

This work address the problem of fake profiles that are increasing exponentially on social media 

platforms specifically Twitter. The proposed approach along with identification of these outlier 

profiles also maps them to logical categorization of personality dimensions. This final dataset 

comprises of 10,000 profiles modeled using 12 metrics using a total 555,684 tweets that are 

used for computation of these metrics. For the purpose of standardization and avoiding metric 

bias, a min-max normalization approach is used to normalize the varying values into comparable 

range [0, 1], for all the metrics. 

 

Further, this normalized dataset is subsequently used to detect fake Twitter profiles by using the 

proposed outlier detection techniques. For the purpose of validation of the model and the applied 

algorithm, the dataset is initially divided into training and testing. The training data is labeled 

into “fake” and “authentic” profiles based on the sources of tweets liked, re-tweeted and 

embedded links. With a deeper look into the “fake” profiles, it was evident that these profiles 

repetitively promoted content from similar sources. On the other hand, the “authentic” ones 

showcased variety in the content re-tweeted and posted.  

 

On examining these outlier profiles identified as "fake" using the approach, it was observed that 

most of these users did not have a profile picture (58%); some had celebrity pictures as their 

profile pictures (24%) and these celebrities already possessed verified accounts. These users 

also had a disproportionate follower to following ratio and did not reveal any relevant 

information about the user. In addition to this, these profiles barely had any original tweets and 

sustained from retweets to similar profiles sharing the same content repeatedly. The profiles 

also shared plethora of marketing web links from similar websites (79%).  

 

The outlier plots obtained for the two approaches used for identification of such profiles have 

been illustrated in Figure 5.7. Findings indicate that GWO-KNN results in 1311 outlier profiles 

while ABC-KNN identifies 1368 profiles as outliers. On manually checking each profile, a total 

of 1409 profiles appeared to be “fake”.  
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Figure 5.7: Outlier Fake Profile Plots using ABC-KNN and GWO-KNN 

 

The results of ABC-KNN depicted higher accuracy (87.09%) when compared to GWO-KNN 

having 83.04%. The ABC-KNN outperforms the GWO-KNN approach for the given dataset 

extracted from Twitter. The GWO-KNN however reaches an optimal solution faster than the 

hybrid ABC approach. The same has also been identified in literature as a major pitfall of the 

GWO with the positions of search agents depending on α, β and δ. These computed three search 

agents are prone to increase the pressure of convergence to a globally optimum solution. This 

forces the algorithm to converge prematurely which loses the diversity of the algorithm with a 

compromise on the accuracy [154].  

 

The work addresses the identification of metrics that influence in detection of fake profiles. The 

12 factors that came out to be relevant in identifying the fake profiles are status count, unique 

words, html link count, favorites count, @ mentions, friends count, hashtag frequency, follower 

count, emotion stability, polarity stability, unique hashtags and lexical diversity. These are 

further divided into five personality dimensions to which they contribute. 

 

M1 
M2 

M3 

M1 M2 

M3 
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Table 5.4 highlights the results for the two approaches GWO-KNN and ABC-KNN for cross 

validation an average (Avg.) over 10 iterations taking a set of 5000 different users in each one. 

The table also depicts the cluster centers using the entire set of 10,000 users (10k). For both the 

set of values, the cluster centers for both the groups Authentic Twitter Users (A) and Fake 

Twitter Users (F) have been highlighted.  

 

Table 5.4: Cluster Centers for Authentic and Fake Profiles 

 

 

For the purpose of validation of the proposed methodological model for identifying fake 

profiles, an independent samples test is conducted. This test is used for the significance of the 

12 metrics over 10 cross validation iterations for the two proposed approaches. The two 

population groups of Twitter profiles comprising of 20 cluster centroids in each, with a total of 

40 cluster centroids combined are used for the test. The work also uses two statistical tests, one 

for the equality of means and the other one for the equality of variances for validation of results. 

 

The two-tailed t-test for equal means, tests the null hypothesis such that the means of two 

populations are equal [155]. Such tests are usually referred to as Student's t-tests. For, the 

Levene’s test the null hypothesis is that the population groups have equal variances [156].  The 

significance level for both the tests is taken to be 0.05 and the metrics that are greater than the 

significance level are considered to be not significant. The  

Table 5.5 highlights the results of both the independent sample tests.  

https://en.wikipedia.org/wiki/Expected_value
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Table 5.5: Independent Samples Test Analysis Results 
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The Levene’s test that is beneficial to test the equality of variances is conducted for the dataset 

under consideration. The test is conducted for 20 cluster centers in the two categories of fake 

(F) and authentic profiles (A). The test clearly illustrates that some of the metrics are 

insignificant in computing the overall outcome. The resulting p-value for these insignificant 

metrics is greater than 0.05 which is usually taken as the cutoff for significance. The metrics 

Status Count (M9), Emotion Stability (M1), @ Mentions (M7), Friends Count (M11), Unique 

Words (M6) and Followers Count (M12) depict insignificance.  

 

However, the two-tailed t-test for equal means reflects significance of all the given metrics 

which indicates that these metrics are significantly different for the two groups. This is 

indicative of that fact that even though the dispersion of cluster centers across the two groups 

of profiles is similar, the cluster centers are actually different data points. This can be firmly 

asserted since the means of the centroids show significant difference across the entire set of 

metrics. The cluster centers for the entire set of instances is subsequently modeled to find the 

respective contribution to the five personality dimensions adopted from the big five framework. 

The overall centroids thus obtained from the analysis can be used by any supervised or 

unsupervised model for predictive analysis. Table 5.6 illustrates the overall cluster centroids for 

the two categories of Twitter users. 
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Table 5.6: Overall Cluster Center Identification using GWO-KNN and ABC-KNN 

 

 

Further, the findings can be validated by comparison with the existing fake profile detection 

approaches and the parent approaches. Table 5.7 depicts the results with GWO-KNN 

outperforming ABC-KNN in terms of convergence which proved to be a disadvantage as it 

leads to premature convergence as discussed in literature and reduces the accuracy in return. 
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Table 5.7: Comparative Analysis of Results for Fake Profile Detection 

Approach Algorithm 
Avg. Time 

(seconds) 

Convergence 

Iterations 
Accuracy % 

Existing  

[157] 

SMO-Poly Kernel N/A N/A 68.47 

J48 N/A N/A 65.81 

SMO-Normalized 

Poly Kernal 
N/A N/A 65.29 

Random Forest N/A N/A 59.79 

kNN k=10 N/A N/A 59.7 

kNN k=3 N/A N/A 59.39 

kNN k=5 N/A N/A 33.91 

Naive Bayes N/A N/A 61.06 

Parent 

GWO [26] 87.56 2 80.17 

ABC [23] 96.78 4 83.28 

kNN [158]  120.23 4 80.23 

Proposed 
ABC-kNN 98.83 4 87.09 

GWO-kNN 89.65 2 83.04 

 

It is evident from the comparison that ABC-KNN outperforms GWO-KNN and the remaining 

heuristic approaches in terms of accuracy. This is both due to the relevant metrics take for 

modeling the outliers and the hybrid approach that avoids local optimum while converging to 

the outliers. The GWO-KNN on the other hand converges in the least number of iterations. 

  

 

 

 



84 

 

5.2.5 Conclusion and Future Scope 

 

In the current scenario, various social media platforms are being used in diverse ways for the 

promotion of online content targeting a large group of people. This creates a race for traction 

and often results in the generation of fake profiles that help in artificial propagation of content 

over the web. Studies in existing literature focus on detecting spam and identification of these 

fake profiles specifically on platforms like Twitter where opinions change views of the masses. 

This work uses a set of attributes to predict whether a profile is "fake" or not. The metrics used 

are diverse in nature and try to capture different aspects of a user's personality using a 

personality framework. There has been no evidence in literature surrounding the use of these 

descriptive and content metrics mined from Twitter and mapped to personality dimensions.  

 

This work focuses on proposing a set of metrics for detection of fake Twitter profiles. The 

metrics have been logically grouped into five personality traits and thus it is the first attempt for 

identification and analysis of outliers in this trending domain using personality dimensions. The 

work uses a comprehensive set of 10,000 and 555,684 tweets for over 12 finalized metrics. Two 

hybrid bio-inspired approaches GWO-KNN and ABC-KNN have been used for the purpose of 

mining outliers. Methodologically, this work tries to overcome the limitation of locally optimum 

solutions that often occurs in traditional approaches with the use of bio-inspired computing 

algorithms which act as black boxes for the analysis making the approach simple and flexible 

to apply on any dataset.  

 

The detection of fake Twitter profiles can be useful in multiple domains including marketing 

[159], governance [160], spam detection and control [161]. Marketers can use these findings 

for the identification of potential influencers that can be targeted for gaining higher traction on 

their post. The findings can provide gainful insights for viral marketing where the content 

propagates through word of mouth largely depending the user engagement on social media. The 

current work can be further extended to include network dynamics including centrality analysis 

(degree and betweenness centrality) to gauge the effect of network ties in identification of these 

profiles.  



85 

 

CHAPTER 6 

6. INTEGRATING CHAOS FOR OUTLIER DETECTION 

 
This sections attempts to improvise on the convergence speed by exploring a better search space 

while optimizing through the uses of chaos theory. In almost all meta-heuristic algorithms with 

stochastic components, random behavior is obtained by using various probability distributions 

usually Gaussian.  It can be advantageous to replace such random components with chaotic 

maps since they possess similar properties of randomness with better statistical and dynamical 

properties. The chapter introduces chaotic firefly and cuckoo search approaches for segregating 

popular online content and identifying spam in search engines. 

 

6.1  Segregating popular online content 

6.1.1 Introduction 

 

The increased internet use has a great impact on the way business is done specifically when it 

comes to marketing in the B2B domain. The adoption of e-business further affects the final 

outcome of businesses in terms of their performance [66]. The prominent information and 

communication technology with the advancements in the internet have led to the emergence of 

Web 3.0 [3]. The growing importance of Web 3.0 including social media and online content 

promotion web portals has greatly impacted the way organizations manage market their 

products and services [2]. The content that is propagated and shared at a faster pace reaching a 

larger audience is often considered to be viral. Organizations are thus leveraging the power of 

social transmission and virality of their online content to promote goods and services [130].  

Further, existing studies investigate the factors that might affect the virality of online content. 

The studies also discuss about how virality may be explored in Web 3.0 domains including 

social media and micro-blogging websites. These content publishing websites and social media 

platforms apart from catalyzing information propagation also generate large amount of user 
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generated content (UGC) [10]. The discussions and the UGC on the web is further indicative of 

how consumers perceive and opine. This consumer perception and belief has impacted 

businesses to a great extent. The UGC may also affect the popularity of content on the web 

amongst other factors and thus becomes an interesting area to explore.  This study thus uses 

several metrics including the analysis of UGC for sentiment, content and descriptive analytics 

[129] for predicting what content might become popular.  

 

The current study hence proposes a chaotic cuckoo search algorithm [162] that is used for 

predicting the popularity of online content. The algorithm is further integrated with k-means to 

optimally cluster the content into popular and not so popular categories based on the identified 

metrics [119]. The proposed approach can be scaled for large amount of textual content from 

any domain. Findings may be useful in domains of digital marketing, e-commerce, social media 

marketing and e-governance amongst others to predict potential content that has chances of 

becoming popular and subsequently viral. This may be useful for the promotion of new launches 

in the service and retail industry [163]. The subsequent sections discuss the review of existing 

literature, the research methodology which includes the data description highlighting the metrics 

considered for analysis followed by the proposed approach. Finally, the results and analysis 

section compares the proposed approach for twelve chaotic maps. 

6.1.2 Background 

 

Organizations now are eyeing for user attention, and the visibility of these firms on the web has 

associated business value that may affect the firm’s growth. Studies in existing literature have 

shifted their focus towards e-businesses, developing theoretical foundations for value creation 

[69]. The adoption of the e-business strategies in the current scenario further impacts the business 

performance of firms [66] specifically when it comes to adoption of digital marketing services 

in Web 3.0 domain [134]. Content popularity in the form of effective word of mouth thus 

becomes the major driver to marketing in the digital era.  
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It therefore becomes critically essential for organizations to know what factors drive content 

popularity. The existing literature does not have a lot of studies that discuss the factors affecting 

the popularity of content. Szabo and Huberman [164] predict the long term popularity of content 

on Digg, Youtube and Vimeo with user’s access metrics.  Further, the popularity of published 

articles on web portals and video popularity has been examined by using UGC [165] [166]. The 

popularity of articles on Wikipedia has also been investigated by considering metrics like traffic 

on the article, number of clicks to the article by users and the hyperlinks pointing to the same 

[167]. 

 

The advent of Web 3.0 has further changed the scenario with social media platforms like Twitter 

and Facebook coming into the picture. The focus is primarily on how popularity of social media 

posts affects the social media marketing strategy of firms. Existing studies use machine learning 

approaches for modeling the same [168]. But there are no studies that utilize meta-heuristics to 

optimize the location of potential solutions. This study however, uses some metrics from social 

media in terms of social shares along with other metrics from the content to cluster and predict 

the popularity. The subsequent sub section focuses on the existing literature of bio inspired 

computing algorithms that are used for the prediction. 

 

This study uses one of the most popular bio inspired approach which mimics the behavior of 

cuckoo birds [22]. The algorithm is known to produce promising results for optimizing 

engineering and structural problems [169] [171]. The recently proposed variant chaotic cuckoo 

search (CCS) variant is known to converge to a globally optimal solution faster. It further 

demonstrates better accuracy when evaluated on benchmarked objective functions when 

compared to existing approaches [163]. The work proposes a hybrid chaotic cuckoo search 

integrated with k-means [119] for identifying popular and not so popular online content.  
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6.1.3 Methodology 

 

This section focuses on the methodology adopted for identification of popular online content. 

The details of the metrics used for the analysis are described in Section 3.5. The metrics are used 

to model and cluster the articles into popular vs. not popular. Further, the total shares metric is 

used for the purpose of validation of the proposed approach. The subsequent section 

demonstrates the k-means integrated chaotic cuckoo search approach.   

 

Hybrid Chaotic Cuckoo Search Algorithm  

 

The cuckoo search (CS) algorithm mimics the brooding behavior of cuckoos. The movement of 

cuckoos towards nests is done via Levy flights. The CS algorithm is primarily a population based 

search algorithm for finding a globally optimal solution. The cuckoos lay their eggs in the nest 

of the other birds referred to as host birds. Further, cuckoos also imitate the patterns of host birds 

to avoid abandoning their eggs by them. The cuckoo eggs in the nests are representative of a 

potential solution [22]. A new solution is obtained by means of Levy Flights. The new solution 

(𝑝𝑜𝑠𝑖
𝑡+1) is obtained using the previous candidate solution (𝑝𝑜𝑠𝑖

𝑡) in combination with Levy 

(𝐿𝑒𝑣𝑦(𝛿)). 

 

𝑝𝑜𝑠𝑖
𝑡+1 =  𝑝𝑜𝑠𝑖

𝑡 +  𝑆𝑡𝑒𝑝 𝑆𝑖𝑧𝑒 ⨁ 𝐿𝑒𝑣𝑦(𝛿)         (6.1) 

where, s > 0  

and 𝐿𝑒𝑣𝑦 ~𝑢 = 𝑣−𝛿          (6.2) 

 

The step size in this case is updated using the chaotic maps. The current study considers a set of 

twelve chaotic maps for the analysis [169] including circle, intermittency, Gaussian, tent, 

sinusoidal, chebyshev, piecewise, logistic, sine, liebovitch, singer and iterative map. The initial 

step size is computed using the Mantegna’s algorithm for a stable Levy flight [170] 

𝑆𝑡𝑒𝑝 𝑆𝑖𝑧𝑒 =
𝑢

|𝑣|
1

𝛿⁄
          (6.3)  
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The values 𝑢~ 𝑁𝑜𝑟𝑚𝐷𝑖𝑠𝑡(0, 𝜎𝑢
2) and 𝑣~ 𝑁𝑜𝑟𝑚𝐷𝑖𝑠𝑡(0, 𝜎𝑣

2), where 𝜎𝑢 =

[
𝐺𝑎𝑚𝑚𝑎(1+𝛿) sin(

𝜋𝛿

2
)

𝐺𝑎𝑚𝑚𝑎[
(1+𝛿)

2
]𝛿2

𝛿−1
2

]

1

𝛿

               (6.4) 

and 𝜎𝑣 = 1 , 𝛿 = 3/2 describe the Levy flight. 

 

The chaotic cuckoo search approach is integrated with k-means for clustering [119]. The 

pseudo-code for the proposed approach is depicted in Figure 6.1. 

 

 

Figure 6.1: Pseudo-code of k-Means integrated Chaotic Cuckoo Search (CCS) 
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The study uses the twelve chaotic maps for k-means integrated chaotic cuckoo search. The results 

are further compared with k-means integrated with original cuckoo search approach. The 

subsequent section discusses the results for the proposed approach. 

6.1.4 Analysis and Findings 
 

The current study proposes the CCS approach integrated with k-means for identifying the cluster 

of popular and not popular online content based on a set of significant metrics obtained after a 

statistical analysis. The use of chaotic maps improvises the search for a globally optimum 

solution in the search space. The description of all chaotic maps used in the work is illustrated in 

Figure 6.2. Along with the quality of the solution, the convergence to the solution is also faster.  

 

The 19 metrics obtained after the statistical t-test are used to model and cluster the news articles 

into popular and non-popular using the proposed approach. For the purpose of validation of the 

results, the dependent variable in terms of Total shares is considered. The dataset uses a threshold 

of 1400 for segregating the popular and not popular Mashable news articles. The same has been 

used for validation of the obtained results after normalizing the output variable using a similar 

min-max normalization method as used for the independent defining metrics 

 

The proposed approach with Singer chaotic map (as described in (6.5)) gives the highest accuracy 

as compared to the remaining variants. 

 

𝑥𝑖+1 =  𝜐(7.86𝑥𝑖 − 23.3𝑥𝑖
2 + 28.7𝑥𝑖

3 − 13.3 𝑥𝑖
4)              (6.5) 

where 𝜐𝜖 [0.9,1.08]. 
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Figure 6.2: Description of Chaotic Maps  

(Adopted from [163]) 

 

Figure 6.3 demonstrates the clustering plots obtained from the CCS with Singer Map for the 

same with popular news content in green and non-popular news content highlighted in red. The 

clusters have overlap and are not crisp because the problem definition is subjective in terms of 

how popularity can be gauged collectively using the selected metric.  Figure 6.4 presents the 

convergence plot for the same and it is evident that it converges to a solution in the last iteration. 
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Figure 6.3: Identification of Popular Content using CCS (Singer Map) 

 

Figure 6.4: Convergence Plot for Singer Map 

M1 

M2 

M3 
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On comparing the convergence speed, Figure 6.6 illustrates the convergence plots for the twelve 

chaotic map variants for CCS along with the original CS approach without chaos theory to 

update the step size. 

The Sine map as depicted in (6.6) produces the best results in terms of convergence and reaches 

to a globally optimal solution over minimum iterations.  

𝑥𝑖+1 =
𝛼

4
sin (𝜋𝑥𝑖)         (6.6) 

where 1 ≦ 𝛼 ≦ 4, for the purpose of this study the value of 𝛼 is taken as 4. 

 

The convergence plot for the Sine Map variant is depicted in Figure 6.5 and is known to 

converge to an optimal solution in the second iteration itself. 

 

Figure 6.5: Convergence Plot for Sine Map 
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Figure 6.6: Comparative Convergence Curves for CCS with Chaotic Maps 

 

The convergence of the Sine map CCS variant and the CS without chaos is same while on 

comparing the accuracy, the CCS Sine and Singer map both outperform CS without chaos with 

respective accuracies of 94.23% (CCS Sine Map), 96.78% (Singer Map) and 93.78% (CS 

without chaos).  Further, the running time for each of the 12 variants of k-means integrated CCS 

and CS (without chaos) are illustrated in Table 6.1. This is the average running time computed 

over 10 pseudo steps. The sinusoidal map takes the least time (217.2 seconds) for computing the 

clusters. However, it does not converge to an optimal solution in that time. The Gaussian map 

on the other hand takes the longest time (403.9 seconds).  

 

Table 6.1: Running Time of Proposed CCS Variants 

S. No. 
Running Time for Chaotic Cuckoo Search variants 

Variant Time elapsed (seconds) 

1. Circle Map 282.6 

2. Intermittency Map 276.9 
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S. No. 
Running Time for Chaotic Cuckoo Search variants 

Variant Time elapsed (seconds) 

3. Gaussian Map 403.9 

4. Tent Map 242.3 

5. Sinusoidal Map 217.2 

6. Chebyshev Map 280.7 

7. Piecewise Map 285.9 

8. Logistic Map 258.8 

9. Liebovitch Map 245.1 

10. Singer Map 274.1 

11. Iterative Map 320.7 

12. Sine Map 254.9 

13. CS without Chaos 239.1 

 

The cluster centers are computed for the best CCS variants including Sine and Singer map 

along with CS without chaos theory, the same are depicted in Table 6.2. 

For each of the chaotic map integrated with k-Means CCS, the cluster center for popular (P) 

and not so popular (N) content is demonstrated. These cluster centers can be used for testing new 

news articles with the same metrics to categorize them into the two sets. As seen in the cluster 

plot, the cluster centroids further highlight the not so crisp distinction between the centroids for 

the two clusters. This opens new avenues of exploring the fuzzy overlap in the two identified 

categories in the future studies. 
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Table 6.2: Cluster Centers Computed using K-Means Integrated CCS 
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Further, the proposed hybrid bio-inspired approaches are compared with existing traditional 

machine learning approaches in literature in terms of accuracy, precision, recall and the F-

measure. The chaotic variants outperform the same along with the non-chaotic cuckoo search 

approach. The results for the same are highlighted in Table 6.3. 

 

Table 6.3: Comparative Analysis of Results for Content Popularity 

Approach Model Accuracy Precision Recall F-Measure 

Existing 

[168] 

Random Forest (RF) 0.67 0.67 0.71 0.69 

Adaptive Boosting 

(AdaBoost) 
0.66 0.68 0.67 0.67 

Support Vector Machine 

(SVM) 
0.66 0.67 0.68 0.68 

K-Nearest Neighbors 

(KNN) 
0.62 0.66 0.55 0.60 

Naïve Bayes (NB) 0.62 0.68 0.49 0.57 

Proposed 

[169] 

 

Cuckoo Search (w/o 

Chaos) 
0.93 0.93 0.87 0.89 

Cuckoo Search  

(Singer Map) 
0.96 0.94 0.89 0.91 

Cuckoo Search  

(Sine Map) 
0.94 0.93 0.92 0.92 

 

 

6.1.5  Conclusion and Future Research Directions 
 

The work attempts to identify popular content in online news. A set of 39,797 news articles 

modeled using 19 statistically significant metrics. The contribution is both in the domain of 

content popularity and in terms of methodology. The metrics include link count, Mashable link 

count, image, video and keyword count, Mashable article share, content/title subjectivity and 
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sentiment, avg. positive and negative polarity amongst others. The study proposes a k-means 

integrated chaotic cuckoo search approach for clustering and identifying popular news content.  

Findings indicate that the Singer map variant of the approach outperforms the remaining in terms 

of accuracy (96.78%) while the Sine map expedites the search for a potential globally optimal 

solution faster achieving the convergence fastest. The remaining ten chaotic maps however 

outperform the original cuckoo search approach when integrated with k-means in terms of 

accuracy but converge to a solution slower. Future studies may focus on exploring the overlap 

using fuzzy clustering approaches for content that has equal probability of getting popular based 

on the selected metrics. Findings of the study have applicability in domains of e-commerce, e-

governance, social media and influencer marketing to predict what content may become popular 

and subsequently viral. 
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6.2   Identifying Spam websites in Search Engines 
 

6.2.1 Introduction 

 

With the advent of interactive web and increased use of the internet by people, the visibility of 

content on the web is of prime importance. Both profit and non-profit firms nowadays are 

majorly interested in online marketing of their ideas, services, products and projects. These 

organizations have realized that the web plays an inevitable role and attracts significant 

marketing opportunities. Literature highlights the important factors for online marketing and 

their relevance in making the content popular among the users [85]. Now, a lot of traffic to these 

organization websites comes from organic search queries in search engines like Google [86], 

Bing and Yahoo to name a few. Literature highlights the use of SEM in various domains 

including tourism, e-commerce and marketing [91] [92] [93]. It is noticed that people generally 

tend to use the top results from their search query, making the rank of web pages of vital 

importance for the companies. As a result, organizations have started adopting strategies for 

brand positioning using SEM [94].  

 

An important technique used by companies to improve the ranking of their pages is search 

engine optimization (SEO) a major tool in SEM that plays a critical role in increasing the web 

pages’ visitor count. This is usually done by ranking it higher on the search results often using 

keywords that describe the website’s content [95]. SEO techniques are thus critical in increasing 

the visibility of a website on the internet and attract greater organic search traffic [96]. SEO 

techniques used in business are often black hat in nature and do not lie within the SEO guidelines 

and often result in poor ranking and blacklisting of the website from the search engine when 

detected. These techniques comprise of cloaking, use of doorway pages and invisible elements 

[97]. 

 

Further, SEO can be categorized into off-page and on-page optimization; Off-page optimization 

focuses on link purchases and link building, while on-page optimization focuses on high quality 

content and its presentation including website structure, multimedia, keyword management, 
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accessibility and portability. The focus of this study would be on the former majorly link 

building, search engines often prioritize pages based on the number of back links to it [110]. 

The process of link building is known to improve the SERP/page rank of the page on the search 

engine. This has resulted in paid link building services that are not deemed favorable by search 

engines. However, these paid listings are acceptable in website listing hubs like Moz. 

 

The websites that are used for link building may not always be authentic and thus include a lot 

of spam, not trustworthy web pages. These websites therefore try to increase the content to build 

more and more links surrounding keywords. The content is often not original and manipulated. 

Techniques like article spinning, link farming and keyword stuffing are popular for recreating, 

manipulating and building content for link building. These are often not beneficial for business 

and Google has introduced several changes and algorithms to weed out such spam websites in 

the past.  

 

6.2.2  Background 

 

There are very few discussions in academic literature surrounding the detection of these black 

hat SEO link building approaches [111] [172] [173]. The purpose of this study is to thus focus 

on mining outlier websites that use these black hat SEO practices including link building, article 

spinning, link farming and keyword stuffing to generate content. Relevant metrics have been 

identified for two different cases for analysis and detection of such spam profiles. Further, bio 

inspired algorithms have been used to classify the websites as trustworthy or spam based on the 

identified metrics. Metric analysis for selection of websites using cuckoo search is also available 

in literature [174]. 

 

The focus of this work is primarily on identifying websites for link purchases, however while 

selecting such websites it is often seen that majority of them resort to Black Hat SEO including 

article spinning, link building and keyword stuffing. Back links purchased from such websites 

would have an adverse effect on the client opting for SEO for an enhanced SERP.  This section 

of work thus attempts to develop a mechanism for detecting such spam untrustworthy websites 
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that shall be avoided while investing in link purchases. For the purpose of detecting such outlier 

websites a mix of publically available metrics derived by off-site analytics has been modeled 

by using bio inspired computing algorithms. This would create a mechanism for website 

assessment so that potentially harmful websites may be filtered out while selecting web pages 

for SEO. This would help avoiding selection and investment on non-trustworthy websites for 

subsequent search engine marketing and penalization from search engines. 

 

There are no significant discussions surrounding these metrics in academic literature and 

majorly various link data providers like Moz , Majestic, Ahref and Webmaster tools have 

developed ranking mechanisms that are used worldwide for analyzing the position of a page in 

SERP. Since the rank of a web page is an important indicator of its visibility to users. 

Organizations resort to techniques that allow them greater visibility on the web when the search 

queries are made on various search engines. Search engine optimization (SEO) thus comes into 

picture and plays a vital role in improvising the rank of web pages in SERP.  

 

6.2.3  Methodology 

 

The ranking of websites on search engines is of prime importance to have a comparative analysis 

of the same. As discussed there are several metrics for computing a website’s rank. These 

metrics have been given by different companies and comprise of over lapping criteria that suit 

their individual needs. For the purpose of this study we are considering two separate cases for 

different organizations. The dataset used for the analysis of this study thus comprised of two 

different cases: Case 1 and Case 2 with 1070 data points and 1682 data points respectively with 

each data point belonged to a separate website. The details of which are mentioned in the Section 

3.6. The two cases had web pages belonging to separate domain areas and categories, thus 

Delphi was separately employed for the two studies. Case 1 is for a knowledge portal initiated 

in 2009 called Business Fundas (http://business-fundas.com) comprising of articles related to 

managerial subjects like supply chain, strategy, marketing, finance and e-commerce to name a 

few. Case 2 is for Tech Talk (https://tech-talk.org), a knowledge portal initiated in 2012 focusing 
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on articles related to domains of information technology like big data analytics, e-commerce, 

business analytics, social media and related domains. 

 

For Case 1, a total of eight practitioners were a part of the Delphi process, the consensus was 

reached in three iterations. The experts comprised of Business Funda’s CTO, CEO, business 

development head, marketing heads and employees working in the organization since inception. 

The experts have an experience of 8 to 12 years in the domain with an average experience of 

9.4 years. All eight experts recorded a score between 3 to 4 having a median of above 3.25, 

making it sufficient to reach the consensus. The consensus was achieved in three iterations based 

on the requirements. On the contrary, the Case 2 required two iterations to reach the consensus 

with the panel comprising of six experts with Tech Talk’s CTO, CEO, business developments 

and marketing heads having an average experience of 6.1 years. The practitioners’ recorded a 

median lying between 3.5 and 4.0. As per Green [177] if 80% of the panelists, allot a score 

between 3 and 4 with a median of 3.25 and above, the consensus is said to be achieved. Table 

6.4 shows the iteration scores for the two cases with mean (𝐱̅) and median (𝐱̃) values for every 

metric. 

 

Table 6.4: Iteration Scores for Metric Identification using Delphi 

Initial Metrics 

Case 1-Business-Fundas.com Case 2 – Tech-Talk.org 

Iteration Scores Iteration Scores 

I II III I II 

 𝐱̅ 𝐱̃ 𝐱̅ 𝐱̃ 𝐱̅ 𝐱̃ 𝐱̅ 𝐱̃ 𝐱̅ 𝐱̃ 

Page Rank 3.25 3.00 3.38 3.50 3.50 3.50* 3.25 3.00 3.50 3.50* 

Page Authority 2.63 2.50 2.75 3.00 2.63 3.00 3.00 3.00 3.38 3.50* 

Domain Authority 3.38 3.00 3.50 3.50 3.50 3.50* 3.38 3.00 3.50 3.50* 

MozRank 1.63 1.50 1.38 1.00 1.38 1.00 1.50 1.50 1.50 1.50 

MozTrust 1.63 1.50 1.50 1.50 1.50 1.50 1.50 1.50 1.50 1.50 

Citation Flow 2.38 2.50 2.50 2.50 2.50 2.50 2.38 2.50 2.00 2.00 

Trust Flow 2.50 2.50 2.63 2.50 2.63 2.50 2.50 2.50 2.25 2.00 
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Alexa Rank 2.88 3.00 3.13 3.00 3.25 3.50* 3.25 3.50 3.63 4.00* 

URL Rating 1.50 1.50 1.50 1.50 1.50 1.50 1.50 1.50 1.50 1.50 

Domain Rating 1.63 1.50 1.50 1.50 1.50 1.50 1.63 2.00 1.50 1.50 

Ahref Rank 1.50 1.50 1.38 1.00 1.38 1.00 1.63 1.50 1.38 1.00 

Back Links 1.75 2.00 2.00 2.00 1.88 2.00 2.25 2.50 1.88 2.00 

Total Links 2.00 2.00 2.25 2.00 2.00 2.00 2.13 2.00 1.63 1.50 

Google Index 2.50 2.50 2.50 2.50 2.38 2.50 2.75 3.00 3.50 3.50* 

Social shares 3.38 3.50 3.50 3.50 3.50 3.50* 3.50 3.50 3.38 3.50* 

Domain Age 3.50 3.50 3.50 3.50 3.63 4.00* 3.50 3.50 3.63 4.00* 

 

*The highlighted entries are for the finalized metrics after Delphi consensus for the two case studies 

The final metrics achieved after the Delphi Technique for Case 1 (Business Fundas) comprises 

of Page Rank (M1), Domain Authority (M2), Alexa Rank (M3), Social shares (M4) and Domain 

Age (M5). The metrics for Case 2 (Tech Talk) includes Page Rank (M1), Page Authority (M2), 

Domain Authority (M3), Alexa Rank (M4), Google Index (M5), Social shares (M6) and Domain 

Age (M7). Thus, the final datasets after the Delphi study comprised of 5 metrics associated with 

for 1070 websites for Case 1 and 7 metrics for 1682 websites of Case 2. Since, these metrics 

had varied range min-max normalization was used to scale the parameters on a 0-1 scale before 

outlier detection could be used to mine spam websites. 

 

The purpose of the study is to identify relevant metrics for website assessment and subsequent 

outlier detection to segregate spam websites. The K- Means approach for clustering works well 

in the sense that it has an ability to find good cluster centroids at the start but the only pitfall is, 

it may result into a local optima. The K-means approach may be divided into four phases 

namely: Initialization, Cluster assignment, Centroid Updation and finally the Evaluation or 

Exploration phase. Bio inspired optimization approaches are considered to solve the above 

mentioned drawbacks over iterations to produce a globally optimum solution. Tang et al. [119] 

have modified the K-Means approach by including an optimization phase which optimizes the 
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solution with subsequent iterations and replaces the current best solution with the new solution. 

The process of optimization is repeated until the stopping criterion is met.  

 

This work focuses on modifying the K- Means firefly algorithm (FA) and compares it with the 

integrated bat and cuckoo search approaches. There are several variants of FA in the existing 

literature [179], specifically with chaos [174] and Levy. The FA is also known to produce 

promising results when used for clustering applications [180]. This study proposes a chaotic 

firefly algorithm integrated with K-Means for tuning two of the existing firefly coefficients to 

speed up the search in unknown environments. The hybrid chaotic optimization approaches are 

known to produce more efficient results and are often governed by statistical properties of the 

chaos sequences and the location of global optima [27].  

 

Further, the exponential growth in the amount of structured and unstructured information 

generates a need of faster computation abilities and the chaos theory may help in achieving the 

optimization results faster. The study further does a comparative analysis of the proposed 

chaotic firefly approach with bat algorithm (BA) and cuckoo search algorithm (CS). Firefly 

algorithm mimics the patterns, characteristics and behaviors of fireflies; the light intensity of 

fireflies governs the best solution [24]. Bat algorithm works on echolocation behavior of bats, 

the loudness value is a criterion for identifying the best solution over iterations [25]. Lastly, the 

cuckoo search algorithm is based on the egg hatching patterns of cuckoo birds where the eggs 

represent potential solution [169] [171]. 

 

The methodology comprises of several steps including the initial cluster initialization, followed 

by optimization of initial cluster centers using the bio inspired approaches and subsequent 

clustering of the training data (60%) for the two cases into two clusters of outlier and authentic 

websites for SEM. Subsequently he remaining 40% of the data is classified using k-nearest 

neighbor approach after manual validation of the two clusters. The sub sections highlight the 

cluster initialization, bio inspired clustering and post data classification.  
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The K-Means clustering approach computes the initial cluster centers for the two clusters in this 

study by considering the significance in terms of belongingness to the cluster along with each 

website data point (webdp) and is given by: 

𝑠𝑖𝑔𝑛𝑖𝑓𝑖𝑐𝑎𝑛𝑐𝑒𝑖,𝐾 = {
1, 𝑤𝑒𝑏𝑑𝑝𝑖 ∈  𝑐𝑙𝑢𝑠𝑡𝑒𝑟𝑗

0, 𝑤𝑒𝑏𝑑𝑝𝑖 ∉  𝑐𝑙𝑢𝑠𝑡𝑒𝑟𝑗
}      (6.7) 

𝐶𝑙𝑢𝑠𝑡𝑒𝑟𝐶𝑒𝑛𝑡𝑒𝑟𝐾,𝑀 =
∑ 𝑠𝑖𝑔𝑛𝑖𝑓𝑖𝑐𝑎𝑛𝑐𝑒𝑖,𝐾 𝑤𝑒𝑏𝑑𝑝𝑖,𝑀

𝑆𝑜𝑙𝑆𝑝𝑎𝑐𝑒
𝑖=1

∑ 𝑠𝑖𝑔𝑛𝑖𝑓𝑖𝑐𝑎𝑛𝑐𝑒𝑖,𝐾
𝑆𝑜𝑙𝑆𝑝𝑎𝑐𝑒
𝑖=1

,    (6.8) 

 

where K=1…k, k being the number of clusters, SolSpace refers to the solution space and 

M=1…k*m, m is the number of metrics under consideration. 

 

The m value will be different for the two case studies under consideration, For Case-1 (Business 

Fundas), m=5 whereas for Case-2 (Tech Talk), m=7. However, k remains the same as 2 for the 

two clusters of authentic and outlier websites. The subsequent distance between the cluster 

centers is given by: 

 

𝐹(𝐶𝑙𝑢𝑠𝑡𝑒𝑟𝐶𝑒𝑛𝑡𝑒𝑟) = ∑ ∑ 𝑠𝑖𝑔𝑛𝑖𝑓𝑖𝑐𝑎𝑛𝑐𝑒𝑖,𝐾 ∑ (𝑤𝑒𝑏𝑑𝑝𝑖,𝑀 − 𝐶𝑙𝑢𝑠𝑡𝑒𝑟𝐶𝑒𝑛𝑡𝑒𝑟𝐾,𝑀)
2

𝑘∗𝑚

𝑀=1

𝑆𝑜𝑙𝑆𝑝𝑎𝑐𝑒

𝑖=1

𝑘

𝐾=1

 

            (6.9) 

 

The initial cluster centroids are then updated over iterations by means of proposed chaotic firefly 

algorithm and with a minimization objective function depicted by: 

 

𝐹 = ∑ ∑ |
𝑃𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛

𝑖=1

𝑘

𝐾=1
|𝑤𝑒𝑏𝑑𝑝𝑖,𝐾 − 𝐶𝑙𝑢𝑠𝑡𝑒𝑟𝐶𝑒𝑛𝑡𝑒𝑟𝐾||2 

                    (6.10) 
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The cluster initialization and subsequent clustering using the integrated approach is done for 

60% data for the two cases, 1009 website data points for Case-1 and 642 data points for Case-

2. 

Chaotic Firefly Algorithm (FA) 

The cluster centers achieved in the initialization phase are then updated iteratively to produce a 

globally optimum solution by means of bio-inspired computing approach. The firefly algorithm 

(FA) mimics the behavior of fireflies that move towards each other based on their brightness. 

The brightness of each firefly is given by: 

 

ρ = ρ0 e
−μdist                    (6.11) 

         

ρ0 is the original intensity emitted by the firefly and μ is the absorption coefficient of the 

medium. Thus, related attractiveness (A) is defined as: 

 

A = A0 e
−μdist2

                    (6.12)

          

A0  being the attractiveness at distance (dist)= 0. The distij is the distance between the two 

fireflies i and j at positions posi and posj respectively: 

 

distij = ||posi − posj|| = √∑(posi,k − posj,k)2

n

k=1

 

                   (6.13) 

where posi,k depicts the kth component of posi for ith firefly. The firefly with lower brightness 

and subsequent attractiveness moves towards the brighter, more attractive firefly having a 

greater attractiveness coefficient (A). The updated position posi  is obtained by: 

 

posi = posi + A0e−μdistij
2

(posj − posi) + ωβi,  A0 = 1, ω ∈ [0, 1], and μ = 1        (6.14) 
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The updated position depends on the attractiveness coefficient (A) along with a randomization 

coefficient ω with a random variable vector βi using a Gaussian distribution.  

 

We further use chaotic maps to speed up the search for best solution in the environment. The 

chaos theory can be used in two ways in the firefly algorithm [175] which can be used to tune 

the absorption coefficient μ and the attractiveness coefficient A. It is observed that Sinusoidal 

and Gauss map are known to give best results for the two mentioned scenarios respectively. 

The sinusoidal map for tuning absorption coefficient  μ can be represented as: 

xi+1 = τxi
2sin (πxi), τ = 2.3, xo = 0.7 and 𝑖 represents the 𝑖𝑡ℎ chaotic map.         (6.15) 

 

While, the Gauss map for tuning the attractiveness coefficient A is: 

 

xi+1 = {
0 xi = 0

1
imod(1)⁄ xi ≠ 0}, where 1 ximod(1)⁄ = 1

xi
⁄ − [1

xi
⁄ ] 

                (6.16) 

Once the best solutions are identified using the bio inspired approaches, it is considered as the 

cluster centroids for the K-Means integration. Further, k-nearest neighbors approach is used to 

mine the outlier. Euclidean distance is used as the measure to compute the distance between 

each websites corresponding attributes and the best solution. The proposed chaotic firefly 

approach is compared with bat algorithm which is known to converge to an optimum solution 

the fastest when integrated with K-Means for identifying cluster centers and cuckoo search 

algorithm that is known to give the best results as per existing literature [119].  

Further, there are existing studies surrounding cuckoo search algorithm for website selection 

[174] which has been used for benchmarking in this study. A comparative analysis of the three 

approaches thus used for detecting website outliers along with the parameter values taken are 

illustrated in Table 6.5. 
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Table 6.5: Pseudo-code for Chaotic FA, BA and CSA Algorithms 

Chaotic Firefly Algorithm 

(FA) 
Bat Algorithm (BA) 

Cuckoo Search (CS) 

Algorithm 

Begin 

Generate initial population 

for fireflies, 𝑁𝑖, 𝑖 = 1 … . 𝑛 

Light intensity ρi  for each 𝑁𝑖  

determined by f(N) 

Initialize light absorption 

coefficient 𝜇 

For all fireflies in the 

population, If (𝜌𝑖 < 𝜌𝑗 ) 

Move i firefly towards j; 

𝑑𝑖𝑠𝑡𝑖𝑗 = ||𝑝𝑜𝑠𝑖 − 𝑝𝑜𝑠𝑗|| is 

the Euclidean distance 

between the two fireflies at 

positions 𝑝𝑜𝑠𝑖 and 𝑝𝑜𝑠𝑗 

The new position of the 

firefly, 

𝑝𝑜𝑠𝑖+= 𝐴 (𝑝𝑜𝑠𝑗 − 𝑝𝑜𝑠𝑖) +

𝜔𝛽𝑖,   

that depends on βi random 

variable vector and 𝜔 is the 

randomization coefficient. 

Attractiveness (A) can be 

varied 

𝐴 = 𝐴0 𝑒
−𝜇𝑑𝑖𝑠𝑡2

   

Begin 

Generate initial population 

𝑁𝑖 and velocity, 𝜔𝑖. 

Pulse frequency 𝑃𝑓𝑖 at 𝑁𝑖 is 

𝑃𝑓𝑖  ∈ [0, 𝑃𝑓𝑚𝑎𝑥],   

Define Pulse Rate (P)  

Loudness (L) 

F: Random flight with 

velocity 𝜔𝑖  at position 𝑝𝑜𝑠𝑖 at 

time interval t  

𝜔𝑖
𝑡 =  𝜔𝑖

𝑡−1 + (𝑝𝑜𝑠𝑖
𝑡−1 −

𝑝𝑜𝑠𝑏𝑒𝑠𝑡) ∗  𝑓𝑖  

and 𝑝𝑜𝑠𝑖
𝑡 = 𝑝𝑜𝑠𝑖

𝑡−1 + 𝜔𝑖
𝑡  

If (F > P) 

Select a solution among 

current best solutions 

(𝑝𝑜𝑠𝑏𝑒𝑠𝑡) 

If the (F < L) 

Accept new solution, reduce 

loudness  

𝐿𝑖
𝑡 = 𝜏𝐿𝑖

𝑡−1,     𝜏 ∈  (0,1) 

and increase pulse rate 

𝑃𝑖
𝑡 = 𝑃𝑖

𝑡=0[1 − 𝑒−𝜙𝑡], 

𝜙 𝑖𝑠 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡 > 0. 

Keep the best solutions 

Begin 

Generate initial population of 

‘n’ host nests,  𝑁𝑖 , 𝑖 = 1 … . 𝑛 

Get a cuckoo i randomly by 

Levy Flights L 

Select a nest j among nests n 

Fitness of cuckoo i: Fi  

If (Fi > Fi) 

Replace j by new solution 

Abandon fraction of nests 

𝐷𝑟𝑎𝑡𝑒(worst nests) and build 

more solution 𝑝𝑜𝑠𝑖 at time t is 

the new solution by Levy L. 

𝑝𝑜𝑠𝑖
𝑡+1 =  𝑝𝑜𝑠𝑖

𝑡 +

 𝑠𝑡𝑒𝑝 ⨁ 𝐿(𝛿) , step > 0, 

𝐿 ~𝑥 = 𝑦−𝛿 and  

𝑠𝑡𝑒𝑝 =
𝑥

|𝑦|
1

𝛿⁄
  

𝑥~ 𝑁𝑜𝑟𝑚𝐷𝑖𝑠𝑡(0, 𝜎𝑥
2) and 

𝑦~ 𝑁𝑜𝑟𝑚𝐷𝑖𝑠𝑡(0, 𝜎𝑦
2) where 

𝜎𝑥 = [
𝐺𝑎𝑚𝑚𝑎(1+𝜇) sin(

𝜋𝜇

2
)

𝐺𝑎𝑚𝑚𝑎[
(1+𝜇)

2
]𝜇2

𝜇−1
2

]

1

𝜇

 

and 𝜎𝑦 = 1, where 𝜇 = 3/2 

(Mantegna, 1994) 

Keep the best solutions 
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which depends on brightness 

ρ:  𝜌 = 𝜌0 𝑒
−𝜇𝑑𝑖𝑠𝑡  

Keep the best solutions 

Rank fireflies and find 

current best solution. 

Rank bats and find current 

best solution. 

Rank the nests and find the 

current best solution. 

Parameter Values: 

ω (Randomness) :0.2 

μ (Absorption 

Coefficient):1.0 

Population: 400 

Parameter Values: 

L (Loudness): 0.5 

P (Pulse Rate): 0.5 

Population: 400 

Parameter Values: 

𝐷𝑟𝑎𝑡𝑒 (Discovery Rate):0.25 

Tol (Tolerance): 1.0e-5 

Population: 400 

 

After the optimum cluster centers are obtained the K-Means clustering is done to achieve the 

two cluster sets for authentic and outlier websites. Manual evaluation is used for validating these 

outlier websites. Subsequently the remaining 40% website data points are used for 

classification. 

Outlier Website Classification 

The previous sub sections discuss the initialization of initial cluster centroids for authentic and 

outlier websites and subsequent updation over iterations used the proposed chaotic firefly 

algorithm. This has been done along with a comparison with other popular bio inspired 

computing approaches integrated with K-Means that have been used in existing literature for 

the clustering and have shown promising results either in terms of accuracy or convergence 

speeds. The motive behind using the same was to achieve a globally optimum solution since K-

Means being a simple and one of the most popular clustering approach often falls into a local 

optima. Further, chaotic maps are introduced in the proposed approach keeping in mind 

exponential growth in data both in structured and unstructured form making the approach 

computationally extensive. The chaos theory thus enables a faster convergence. 
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This sub section uses the k-nearest neighbor for the classifying the remaining 40% test data into 

the obtained clusters. A total of 673 data points are considered for Case-1 and 428 for Case-2. 

A 1-nearest neighbor is used to classify the websites to the nearest cluster using the Euclidean 

distance measure (distij) given by distij = ||webdpi − ClusterCenterj||, where i represents the 

website data point and j=1..k for the two cluster centers. The outlier websites are thus classified 

into the cluster with the minimum distance. 

After the optimum cluster centers are obtained the K-Means clustering is done to achieve the 

two cluster sets for authentic and outlier websites. Manual evaluation is used for validating these 

outlier websites. Subsequently the remaining 40% website data points are used for 

classification. 

 

6.2.4 Analysis and Findings  

 

This study focuses on detecting website outliers for the purpose of search engine marketing for 

the two cases: Business Fundas (Case 1) and Tech Talk (Case 2). The dataset considered for 

analysis comprised of 1070 data points (web pages) with 5 metrics namely Page Rank (M1), 

Domain Authority (M2), Alexa Rank (M3), Social shares (M4) and Domain Age (M5) for Case 

1 and 1682 websites with a total of seven metrics including Page Rank (M1), Page Authority 

(M2), Domain Authority (M3), Alexa Rank (M4), Google Index (M5), Social shares (M6) and 

Domain Age (M7) for Case 2. The accuracy is in terms of both clustering using bio inspired 

approaches and validation of k-nearest neighbor classification results. 

The results for Case 1 identified 276, 321, 324, 302 and 265 outlier domains using FA, Chaotic 

FA (Tuning μ), Chaotic FA (Tuning A),  BA and CS respectively. After manually examining 

the web pages a total of 302 web pages were actually found to be spam web pages from the 

training 1009 web pages. Spam websites had factors like high level of spun content, abnormal 

link structures in the pages, and high number of articles with plagiarized content on the home 

page which does not adhere to webmaster’s generally accepted quality guidelines, as elaborated 

earlier.  



111 

 

The findings were resulting in an accuracy of 96.24%, 98.48%, 97.87%, 98.53% and 97.67% 

respectively for the approaches algorithms. The accuracy is highest for BA followed by Chaotic 

FA for tuning absorption coefficient (μ). However, when the convergence speeds of the 

approaches were analyzed, it was seen that the chaotic variants of FA converge fastest while the 

CS with levy flights takes the maximum number of iterations to converge. This re-asserts our 

underlying reason for considering chaotic maps in the proposed approach. The outlier plots 

along with convergence functions for Case-1 (Business Fundas) are illustrated in Figure 6.7 and 

Figure 6.8 respectively.  

 

For the revalidation of the findings for Case 1, another round of assessment was conducted with 

Case 2. The chaotic firefly variants are known to converge faster than the original firefly 

variants when used to mine outliers for the Case-2 for Tech Talk as well. The convergence plots 

for the same are shown in Figure 6.9. It is seen that the chaotic versions of FA converge faster 

than the original firefly and show promising results in terms of accurately identifying the 

outliers. 
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Figure 6.7: Outlier Plots for Case-I for Website Spam 
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Figure 6.8: Comparative Convergence Plots for Case-1 

 

 

Figure 6.9: Convergence Plots for FA and Chaotic FA (Case-2) 
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For Case 2, the outlier profiles detected by FA, BA and CS were 147, 133 and 180 respectively. 

The actual spam profiles were 158 out of 642 training websites. This resulted into an accuracy 

of 97.61%, 96.39% and 95.71% for bat, firefly and cuckoo search algorithms respectively. The 

chaotic variants of firefly algorithm for tuning absorption and attractiveness coefficient give an 

accuracy of 98.23% and 97.34% respectively. The results for chaotic firefly algorithm for tuning 

the absorption coefficient for Case 2 along with convergence function are illustrated in Figure 

6.10. 

 

 

Figure 6.10: Outlier plots for Chaotic FA by Tuning Absorption Coefficient (Case-2) 

 

Thus, it is evident that Firefly Algorithm (FA) gives a higher accuracy for both Case 1 of 

Business Fundas and Case 2 of Tech Talk. The dataset domain and data distribution play an 

important role in the performance on an approach. Here, since the datasets belong to similar 

domains and selection criteria, we have bat algorithm performing better than the rest of the two. 

Usually, when it comes to optimization algorithms, we cannot generalize on which approach is 

better. The No Free Lunch (NFL) theorem clearly states that an algorithm can perform 

M1 

M2 

M3 
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extremely well on a dataset and the same algorithm may give abysmal results on the other one 

[147]. This is because of varying data distributions and domains. Further, the k-nearest neighbor 

approach gave an accuracy of 96.59% for Case-1 and 97.47% for Case-2 using a manual 

evaluation of the websites for spam. The comparative results for Case I are illustrated in Table 

6.6 with a comparison in terms of accuracy measures and convergence iterations. 

 

Table 6.6: Comparative Results for Website Spam Identification 

Approach Algorithm Accuracy Precision Recall F-measure 
Convergence 

Iterations 

Proposed 

Chaotic FA 

(Tuning 

Absorption) 

0.98 0.94 0.99 0.96 3 

Chaotic FA 

(Tuning 

Attractiveness) 

0.97 0.94 0.95 0.94 3 

Existing 

Firefly 

Algorithm (FA)  
0.96 0.93 0.94 0.93 7 

Cuckoo Search 

(CS)  
0.97 0.95 0.96 0.95 8 

Bat Algorithm 

(BA)  
0.98 0.95 0.97 0.95 4 

 

6.2.5  Conclusion and Future Research Scope 

 

In the current scenario where there is plethora of information available on the web and people 

are in a constant quest to know more, the information visibility becomes of critical importance. 

Search engines are the greatest source for organic search. Websites are in a constant race to be 

on the top of search engine results. This makes assessment of websites for SEO critical since 

black hat SEO techniques including content spinning and link purchases are adopted by many 
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websites. This study attempts to identify spam websites that are used for link building in popular 

databases. The study uses two case studies and metrics for the same are identified. Case 1 for 

Business Fundas comprises of Page Rank (M1), Domain Authority (M2), Alexa Rank (M3), 

Social shares (M4) and Domain Age (M5) while Case 2 for Tech Talk includes Page Rank (M1), 

Page Authority (M2), Domain Authority (M3), Alexa Rank (M4), Google Index (M5), Social 

shares (M6) and Domain Age (M7). Further, methodologically, K-Means integrated chaotic 

firefly algorithm has been proposed to further detect website outliers. The proposed hybrid 

meta-heuristic approach is compared with K-Means integrated bat algorithm and cuckoo search 

algorithm for accuracy and computation speed. The K-means integrated bio inspired computing 

approaches used for mining outliers also are known to avoid locally optimum solutions that are 

common with traditional approaches discussed in literature [9] [38].  

 

In addition to the methodological contribution, the study also collates several metrics based on 

off-site analytics for website evaluation in terms of factors like Page Rank, Page Authority, 

Domain Authority, MozRank, MozTrust, Citation Flow, Trust Flow, Alexa Rank, URL Rating, 

Domain Rating, Ahref Rank, Back Links, Total Links, Google Index, Social shares and Domain 

Age from various SEO companies like MajesticSEO, Moz, Ahref and webmaster tools. Metrics 

may be selected depending on the application and the knowledge portal under consideration for 

evaluating websites for any selection/rejection criteria. Thus, this study would be beneficial in 

the domain of vendor selection for SEO services to avoid investment on untrustworthy web 

sources for search engine marketing.  
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CHAPTER 7 

7. CONCLUSION & FUTURE RESEARCH DIRECTIONS 

 

In the current scenario where there is plethora of information available on the web and people 

are in a constant quest to know more, the information visibility becomes of critical importance. 

The Web 3.0 thus plays a key role in providing the content on the go. The work primarily targets 

social media and web analytics data to mine outliers. With the huge data influx, there are studies 

for outlier detection in high dimensional data. However, these approaches are computationally 

intensive often NP hard and also lead to a locally optimum solution. Since the data under 

consideration is huge and may also be unstructured textual data. This is creates need of 

integrating approaches that do not converge to a local optima. The meta-heuristic approaches 

are known to help in reaching to a globally optimum system.  

 

The use of meta-heuristics specifically bio inspired computing techniques is also a novel 

contribution of this work. Further, bio inspired algorithms have been one of the most popular 

optimization techniques and mimic swarm behavior for optimization. Methodologically, the 

work integrates traditional k-Means and k-nearest neighbors approaches with bio inspired  

algorithms including firefly, cuckoo search, bat, grey wolf optimizer, artificial bee colony and 

wolf search algorithms for detecting outliers. The hybrid approaches are known to avoid local 

optimum. The work also uses chaos theory and Levy flight for better search space and faster 

results.  

 

The work introduces chaos theory and integrates the same for detection of outliers. The chaotic 

algorithms use chaotic variables for random-based optimizations and are known to perform the 

overall search for an optimal solution at greater speeds. The primary reason for the faster speed 

is the non-repetition of chaos which avoida getting stuck into a single solution for a long time 

[27]. Also every meta-heuristic approach having stochastic components attempts to achieve by 

introducing some or the other probability distribution, common choices include uniform or 
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Gaussian distributions. However, instead of using these distributions it can be by principle 

advantageous to replace the same with chaotic maps. This is often a good choice since chaos 

possesses similar properties of randomness along with better statistical and dynamical 

properties. Such mixing properties ensure that the solutions generated by the algorithms are 

diverse enough to potentially reach every corner/mode in a multimodal landscape. Due to these 

dynamical properties of chaos, algorithms are potentially able to perform iterative search steps 

at higher speeds when compared to standard stochastic search methods having standard 

probability distributions.  

 

Further, Levy Flights are also used in the work to enhance the accuracy of identification of 

outliers. Levy Flights have shown evidences of maximization of resource searches in uncertain 

environments. They are known to have infinite mean and variance and thus utilization of the 

same in meta-heuristic approaches greatly affects the accuracy of results. Meta-heuristic 

algorithms that integrate Levy Flight for reaching to the next potential solution can explore the 

search space more efficiently than algorithms that use standard Gaussian process. This 

advantage, combined search capabilities guarantees a global convergence with increased 

accuracy. 

 

The work proposes several hybrid bio-inspired algorithms for detection of outliers. Although, 

the algorithms target selective datasets from the Web 3.0 domain, these can also be used in other 

domains with prior training of instances. However, when it comes to identifying the best 

optimization algorithm, it is not possible to generalize on which approach is better. The No Free 

Lunch (NFL) theorem for optimization techniques clearly states that an algorithm can perform 

extremely well on a dataset and the same algorithm may give abysmal results on the other one. 

The dataset domain and data distribution play an important role in the performance on an 

approach. The data set used for this analysis is large, but structured, and thus complexity driver 

is mostly in terms of time and number of iterations.  

 

Future studies may integrate big data platforms to further reduce time complexity as well as 

handle unstructured data [176].  Other bio-inspired algorithms like monkey, lion, frog and wolf 
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may be integrated with traditional machine learning approaches to explore better results for 

different data distributions. In addition to that, since the results show significant overlap 

between the two clusters of spam and authentic marketing websites, a fuzzy based model may 

be used [178]. This would be beneficial in giving insights about the websites that have equal 

probability of being in the two clusters leading to a better classification accuracy than crisp 

clusters produced using the proposed approach. Future work is planned to use fuzzy clustering 

approaches along with the proposed approaches to highlight the overlapping clusters. The future 

work may also consider integrating the proposed approaches with big data platforms by using 

the Map Reduce Framework to further reduce the time required for executing the approaches. 
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RESPONSE TO REVIEWERS 
 

Comments from Reviewer-1: 

 

Following are some suggestions to improve the quality of PhD Thesis: 

  

1. In Chapter 2 conclusion may be included that summarizes major research 

limitations of the existing approaches and that forms basis for the proposed 

research. 

Response: I thank the reviewer for pointing out such a critical part that was missing. 

A section on Conclusion has been added at the end of Chapter 2, in the form of Section 

2.4. The section summarizes the critical research gaps that are addressed in the 

subsequent methodology chapter using different case scenarios. 

2. In Section 4.1.4, it has been shown that the proposed approach behaves better 

than other existing approaches; however, detailed justification for better results 

is missing. So, justification be given, wherever required.  

Response: I appreciate the reviewers comment for adding a detailed justification for 

the better performance of the proposed approach. The same has been added in a 

paragraph. This justification definitely enhances the readability and provides 

theoretical foundations as to why the approach has been used and is performing better. 

3. In Chapter 4, axis titles/labels in various graphs are missing.  

Response: The titles/labels have been added for all the graphs. 

4. Tables are divided across the pages. Preferably, a table must fit within a page.  

Response: The tables have been restricted to a single place wherever it was possible. 

However, some tables are exceeding the page by a lot of lines and thus cannot be fit 

within a page. For these tables it has been ensured that the rows do not split in different 

pages. 

5. References must follow standard IEEE format.  
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Response: The references have been formatted in the desired IEEE format. 

6. There are many typographic errors that need to be corrected. There is 

requirement of substantial improvement in the Grammar.  

Response: I have tried my best to rectify the typographic and grammatical errors by 

doing a thorough proof read of the thesis.  

 

Comments from Reviewer-2: 

 

The thesis presents a novel methodology for outlier detection, which is a hybrid of bio 

inspired computing algorithms with traditional machine learning algorithms namely, 

KNN and K-Means. The motivation for this research is to avoid locally optimum solutions 

and minimize the convergence time, both of which are major limitations of traditional 

machine learning algorithms, when used on large datasets. The thesis is divided 

appropriately into providing improvements in solving various related problems and sub-

problems. 

 

Positives: 

• The proposed methodology for each task and the results obtained have a direct 

application in a range of industries which can bring a significant improvement in their 

existing systems. 

• A detailed explanation is given for all the algorithms used. The findings of an approach 

each task are clearly mentioned & an appropriate analysis is provided for the same. 

• The attributes and metrics for a dataset on each task is chosen after an in-depth study 

and a careful analysis of every aspect concerned. 

• All the results are adequately represented in a tabular form wherever required, along 

with a comparative study of the proposed approach with the existing methods. 

• Colorful graphs and diagrams enhance the interpretability of the results. 
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I thank the reviewer for highlighting the positives. This has truly motivated me to enhance my 

work further. I also thank the reviewer the constructive criticism expressed in the form of the 

points below. I have tried my best to address the concerns raised. 

 

Possible Improvements: 

1. The scope of study can be expanded to include other machine learning algorithms 

like neural-networks which are a current trend in a hybrid with bio inspired 

algorithms. Or an explanation for not including them can be helpful. 

Response: I understand the reviewers concern since neural networks are widely used in 

the literature for solving various problems. Neural networks do upgrade the potential 

solution iteratively using a feedback mechanism but they do not eliminate local optima 

since these are also traditional algorithms and can get stuck in the local solution. Further, 

to avoid this, some optimization approach will have to be integrated with them which 

will solve this problem. Tis however will increase the complexity of the solution by 

multifold. And it will take hours for the model to converge. 

 

2. For Outlier Detection in a Supervised Scenario, as the study is being carried with 

a focus on industries revolving around Web 3.0, a related dataset can be a better 

choice compared to the current biology based Iris and Abalone datasets. 

Response: The Iris and Abalone datasets are standard datasets and have been used so 

that results could be validated. Further, this was done during the early phases of the work 

when I did not know the importance of self-collected data and the implications that I 

could provide in the domain as well. The proposed approach for the section has thus 

been slightly modified to be used in another case scenario surrounding fake profile 

identification which is more relevant for the domain at hand. I felt it would not be 

justified to remove this work from the thesis since it was already published and cited 

multiple times. 

 

3. The pseudo-codes can be less verbose and more symbolic. An alternative option 

can be to represent them as algorithms and not as pseudo-codes. 
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Response: I understand the concerns of the reviewer in this aspect. However, since the 

approaches are derived from bio-inspired algorithms the pseudo-code cannot eliminate 

the terminology surrounding them. Even the original algorithms are slightly verbose for 

better understanding of the algorithm keeping in mind the biological relevance and 

analogy. 

 

4. There are few grammatical mistakes which can be avoided. 

Response: I have tried my best to rectify the typographic and grammatical errors by 

doing a thorough proof read of the thesis. 

 

5. Throughout the thesis, certain information is repeated over and over again. 

Involved sentences can be rephrased or deleted. 

Response: I have tried my best to ensure that no information is repeated. Some sentences 

have been deleted and others have been paraphrased wherever repetition was found. 

 

 

 


