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ABSTRACT 
 

Parallel processing systems are the most powerful tools to real time applications that requires large 

processing of data. In recent years of advancement within the technology, a remarkable transition 

has been observed. Important components of these systems include; processing elements, memory 

modules and interconnection networks. The main purpose of interconnection network is to build 

up connection between these components, as it corresponds to the performance of parallel 

computing system. Three attributes characterize an interconnection network namely: topology, 

routing algorithm and flow control. On the other hand, a topology is differentiated by its topological 

properties such as degree, diameter, average distance, bisection width, scalability and fault 

tolerance. In terms of exchanging data among the components of parallel processing system, 

several mechanistic approaches are used. Although it is simple to use and implement, the main 

issue is its fault tolerance. Pertaining to the various problems and research gaps such as 

communication system, scalability, efficiency etc. within the interconnection network, topologies, 

and related factors have been discussed. Briefly, the objectives of the present thesis were to design 

efficient topologies with improved properties. We have proposed four topologies such as modified 

X-Torus, Center concentrated X-Torus, Hexagonal X-Torus and Modified Diagonal Torus in this 

thesis. All these topologies were tested using OMNeT++ simulator under various traffic patterns 

such as uniform, bit complement, neighbor, tornado and hotspot. First three topologies are 

compared with Mesh, Torus, and X-Torus and lastly with Mesh, Torus, D-Mesh and D-Torus. The 

quality of services which were obtained from simulation process were Average Throughput, 

Average End to End Delay and Average Hop Count. 
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CHAPTER 1 

INTRODUCTION 
 

1.1 Interconnection Networks 
 

Multiprocessor system is comprised of several processing elements, numerous I/O modules and 

memory modules. Every processor can communicate with any of the I/O modules and memory 

modules and are connected by interconnection networks. Especially, an interconnection network 

plays a decisive role in exchange of the information among numerous processors in the networks. 

However, at present there is an immense computational task going on in various areas likely; virtual 

reality, scientific calculation, weather forecasting and numerical modelling that could not be 

effortlessly resolved in appropriate time duration with currently available computer systems. 

Globally, with the immense growth of the technology, the computer system has become speedy 

and complicated. In addition, new elements got added to the system, known as Intellectual 

Properties (IP) [1–3]. These are convenient functional blocks which are used in big hardware 

design such as processors, memory modules, Universal Serial Bus (USB) cores, Digital Signal 

Processing (DSP) cores, and digital processing units. Earlier systems faced memory blockage 

problem which was one of the main reasons of communication delay among processors. Therefore, 

interconnection network is one of the best possible approach to improve the overall performance 

of the network by increasing the computation speed via various processors working at the same 

time [4, 5]. It is placed between various components in the digital systems. Initially, 

interconnections networks were developed for multiprocessor systems. The main advantage of 

interconnection networks is that it focuses on shared router node rather than creating dedicated 

links between each terminal node. Additionally, it is also beneficial to get high fault tolerance, 

more scalability, and high throughput. Throughout the years, consistent efforts have been made by 

analysts and researchers to achieve optimal performance of the system [6–8]. Any interconnection 

networks depend on following key aspects [1]. 
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 Topology 

 Routing Algorithm 

 Flow Control mechanism 

 

1.1.1 Topology 

 

Topology is one of the main aspect of interconnection networks that describes the arrangements of 

nodes and links in the network. Mathematically, it is represented by a graph G (V, E) where V is 

the collection of all vertices and E contains all edges. Particularly, there are two types of network 

topologies. First one is static and other one is dynamic. In static network, there is a fixed link among 

nodes where nodes can be memory modules, processing modules, any I/O modules, or combination 

of these modules. With a static network, communication links among nodes are fixed and 

permanent, for example, bus, ring, mesh, and torus, etc. Dynamic networks support reconfigurable 

links among nodes and this feature is achieved by using switch boxes in the network. The direct 

and indirect topology are the two main classifications of the topologies that are utilized in 

interconnection networks. Benes network is one of the example of dynamic network. 

Interconnection networks are also classified as direct topology and indirect topology. In direct 

topology, each node is directly connected to the adjacent nodes however, in indirect topology, 

nodes relate to the help of switches such as torus (direct topology) and crossbar (indirect topology). 

In this present study, torus and its variants belonging to direct topology have been studied and 

discussed. 

 

1.1.2 Routing Algorithm 

 

This is known that there may be single or various routes between source node and destination node 

in the topology. The routing algorithm decides the shortest route to send data packets from source 

node to destination node. Here, routes are defined as the series of communication links, through 

which data packet follows during traversal. It has an impact over various features of 

interconnection networks such as adaptivity, fault tolerance, livelock, deadlock, and connectivity. 
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1.1.2.1 Classification of Routing Algorithm based on the route 

 

It is mainly classified into three groups which are as follows: 

 

1.1.2.1.1 Deterministic Routing Algorithm 

 

Routing algorithm selects single fixed route between every source destination nodes irrespective 

of the condition of the network whether it is loaded or not. It is very simple to design deterministic 

routing algorithm and quite easy to implement. The major advantage of deterministic routing 

algorithms is that it is deadlock free, although it creates load imbalance that affects the overall 

performance of the system. 

 

1.1.2.1.2 Oblivious Routing Algorithm 

 

In oblivious routing algorithm, selection of path is decided by the addresses of source node and 

destination node. Concurrently, it does not depend on current state of the network. Deterministic 

routing is unable to distribute the load which is also the subset of oblivious routing algorithm, 

although in oblivious routing algorithm, it is achieved by sending data packets to some other node 

and finally attaining destination node. Therefore, due to this situation, it can traverse some extra 

links to reach the destination nodes. 

 

1.1.2.1.3 Adaptive Routing Algorithm 

 

Adaptive routing algorithm, in contrast to oblivious routing, depends upon the network condition, 

which affects the overall performance of the network. The major advantage of this algorithm is that 

it returns multiple paths based on current state of the network and therefore reduces the packet 

delivery failure and improves network reliability. 

 

 



4 
 

1.1.2.2 Classification based on the routing algorithm 

 

The data structure plays a substantial role in order to implement routing algorithm, therefore, 

considering this factor routing algorithm is further divided into two parts. First one is table based 

routing algorithm, while another is finite state based routing algorithm: 

 

1.1.2.2.1 Table based Routing Algorithm 

 

It is necessary to store the route information between nodes to transfer packet from source node to 

destination node. Therefore, memory is required to store it which is directly proportional to the 

total number of nodes in the networks. It also affects the scalability and cost of the system which 

are the vital components of the network. 

 

1.1.2.2.2 Finite State based Routing Algorithm 

 

The main objective of this algorithm is to reduce memory consumption. The routes calculation is 

done based on mathematical or logical calculation to send data packets from source node to 

destination node. 

 

1.1.2.3 Flow Control Mechanism 

 

Flow Control is the integral component of the interconnection networks. It provides data rate 

synchronization between source node and destination node. Some of the flow control mechanism 

are given below: 

 

1.1.2.3.1 Bufferless Flow Control Mechanism: 

 

It is used to save power dissipated by router buffer and achieved by dropping packets. 
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 Stop and Continue Mechanism: In this method receiver node sends a stop signal to the 

sender to prevent sending of data and transmitting of packet from sender node started when 

it receives continue signal. 

 Credit Based Flow Control Mechanism: In this mechanism sender node can transmit the 

packets only if it has sufficient credits. If it does not, it will not be able to send data packets. 

Furthermore, the number of flits of data packets transmitted in a specific direction will be 

equal to credit associated with the router sending the flits. 

 

1.2 Problem Statement 
 

Globally, the present interconnection networks play an important role in processors of computer 

systems. Fundamentally, they are used to minimize communication delay rather than calculation. 

Therefore, accessing of network resources become faster day by day. In this present thesis work, 

we have found and reported that interconnection networks mainly depend on three key features. 

First one is topology design, second is routing algorithm and lastly flow control mechanism. 

Empirically, most researchers focused on either topology design or routing algorithm and some 

studied on flow control mechanism. Recent advancement in the processing speed of various 

supercomputers focused on the design of topologies. According to the November 2017 edition of 

the Top500 and Green500 China’s super computers, like Sunway TaihuLight with processing 

speed 93.01 petaflops and Tianhe-2 (Milky Way-2) with processing speed 33.86 petaflops ranked 

at first two positions. These computers contain various processor cores which are bind up with 

interconnection networks. An important factor which affects the overall performance of the system 

depends on how these processors are connected to each other. In addition, it is well known that 

system performance is mostly affected by communication delay rather than computation because 

system buses connect the various IPs. To overcome this problem, NOCs are used to provide 

communication between IP cores. Therefore, topology deign becomes key factor for determining 

overall system performance and helps to achieve high fault tolerance, faster communication, 

minimal delay and maximal throughput. The literature survey reveals that every topology is 

affected by scalability properties to improve the performance of system as network size increases. 

Also, it is frequently seen that network get congested over time and probability of network failure 
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increases. Therefore, there is a need to improve this prominent feature. and to overcome network 

failure issue to increase path diversity. It is also observed that network delay depends on links 

between sender and receiver node, therefore, addition of smart links should be focused or 

considered to achieve minimal delay. An efficient network requires shorter diameter [9], higher 

bisectional bandwidth etc. which should also be considered while designing topology. 

 

1.3 Contributions 
 

This present thesis contains various key contributions to study and design of smart topologies 

which helps to improve overall performance of network. Based on above discussion, the research 

problem was divided into four stages, with following objectives of the study: 

 

Stage I 

 

 Study of various topology of interconnection networks. 

 Findings of topological properties. 

 Learning of simulator to verify our results. 

 Analysis of various traffic patterns to see its effects on topologies. 

 Exploring the effects of routing algorithm on the performance of network topology. 

 Proposed a topology which is node symmetrical and better topological properties. 

 

Stage II 

 

 Study of existing topology of interconnection networks. 

 Findings the limitation of other topologies. 

 Proposed new topology having high path diversity. 

 Simulated our topology on various traffic patterns and find optimal results. 
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Stage III 

 

 Identification of lack of smart edges in the existing topologies. 

 Proposed new topology and try to reduce internodal distance. 

 Simulated using Omnet++ simulator. 

 

Stage IV 

 

 Study of existing topologies and find that minimum hop is one more key issue which affects 

performance of network. 

 We have proposed new topology which takes lesser hops to move packets to destination 

node. 

 Simulated our work under various traffic patterns. 

 

1.4 Outline of the Thesis 
 

The thesis is divided into seven chapters. CHAPTER 1 presents Introduction. CHAPTER 2 

presents background of torus and its variants in details. CHAPTER 3 presents detailed insight of 

Modified X-Torus topology to provide node symmetrical structure of the network. CHAPTER 4 

presents Center Concentrated X-Torus topology which is improved version of X-Torus topology 

and gives better throughput and minimal delay. CHAPTER 5 presents the Hexagonal X-Torus 

topology which takes less hops to moves packets in the network. CHAPTER 6 presents the design 

and result analysis of Modified Diagonal Torus topology. Finally, CHAPTER 7 covers the 

conclusion of the thesis supported with the simulations result of experiments backed by the future 

scope of the research work. 
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CHAPTER 2 

PRELIMINARIES AND BACKGROUND 
 

2.1 Interconnection Networks 
 

Interconnection networks are principally used to provide fast communication among parallel 

machines. There are several factors which affects the design of interconnection networks such as 

number of processors, scalability of network, partitionability, simplicity, reliability and nature of 

workload etc. In multiprocessor computer system, there are various processing elements, I/O 

modules and memory modules where every processor can access any of the I/O unit and memory 

modules. Per the Flynn’s taxonomy, parallel computer systems are broadly categorized into four 

parts that are based on communication between processor and memory modules. An immense 

advancement of the technology has lead the concept of distributed parallel system into existence, 

where each individual processor is connected to local memory via interconnection network known 

as node. In view point of present time scenario and to obtain more parallelism, it is necessary to 

integrate more transistor on the chip in an appropriate manner [10]. Several researches and 

scientists proposed different topologies including mesh, torus, and x-torus etc. to get minimal 

communication delay in interconnection networks. 

William J Dally and Brain towels suggested a new architecture, known as the tile based architecture 

in which a fixed rectangular area is reserved for IP cores and the rest part is for global wiring which 

are helpful in achieving feasible communication [11, 12]. Shared-medium, Direct and Indirect 

networks are the major three classifications of interconnection networks. 

 

Definition 1: Shared-Medium Networks: In this network, communication channel is shared by 

all communication nodes. 

 

Definition 2: Direct Interconnection network: In this network, each node is directly connected 

to subset of other nodes within the network. 
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Definition 3: Indirect Interconnection network: It is also called as switch-based network. In this 

type of network, nodes are not directly connected to each other, however, communication between 

them is carried by switches. Conventionally, the direct interconnection network is described by a 

graph G (V, E), where ‘V’ is the set of nodes and ‘E’ is the set of communication links. 

 

2.2 Topological Properties of Interconnection Networks 
 

A total of four fundamental network properties which certainly improve the network performances 

include; network degree, diameter, bisection width and bisection bandwidth, and are defined as 

below: 

 

Definition 4: Network degree: It is the number of nodes which are directly connected to a node 

within the network. This is the measure of network cost and nodes I/O complexity. 

 

Definition 5: Network diameter: It is the shortest distance between two nodes which are at longest 

position in the network. It is useful for calculating lower bounds of various algorithms such as 

broadcasting, and sorting etc. 

 

Definition 6: Bisection Width: Bisection width of the network is defined as, a line drawn that 

divides network into almost equal two halves and numbers are linked which are cut/bisect. It is 

also useful in finding lower bounds of sorting algorithm. 

 

Definition 7: Bisection Bandwidth: It is the bandwidth of the bisection width. 

 

Topology plays a key role to improve the overall performance of the network. On demand of 

application, several topologies have been designed and are illustrated one by one. 
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2.2.1 Mesh Topology 

 

This is the basic and simplest topology of interconnection networks. It is represented by a graph, 

G= (N, E), where N is the set of nodes and E is the set of links. There are few nodes which include 

degree 2, some others have 3 and 4, respectively. The diameter of mesh topology is 2n-2 and 

bisection width is n. Figure 2.1 represent simple mesh topology. Let us assume that the coordinates 

of any two nodes are X(i,j) and Y(p,q) such that 0≤i,j,p,q≤n respectively. These two nodes are 

connected if it satisfies the following condition: 

 

        |𝑝𝑝 − 𝑖𝑖| + |𝑞𝑞 − 𝑗𝑗| = 1                                                                                   (2.1) 

 

Globally, mesh topology is utilized for networking purpose because it is simple, easy to implement, 

cost effective and reliable. In addition, the famous laptop XO-1 which is also called One Laptop 

per Child (OLPC) designed by MIT’s Media lab mesh networking is known for its robustness and 

cost-effective nature. It is also used in FabFi to provide online education, promoting social 

networking as well as medical solutions. Moreover, it is frequently used in IoT application and, 

Intel’s Skylake-X and Skylake-SP processor employ mesh architecture. TRIPS is also one of the 

example that uses mesh networking for its chip design architecture [13], Tilera [14] etc. 2D mesh 

topology is used by Intel Paragon machine while J-Machine uses 3D mesh topology. 
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Figure 2.1 Mesh Topology 

 

2.2.2 Torus Topology 

 

It is an improved version of mesh topology. Comparatively, mesh topology had a problem of corner 

node leading to different characteristics in comparison to center node. This problem was resolved 

in torus topology by making extra link between corners nodes. It includes features like symmetrical 

in nature, lower diameter, higher bisection width and more degree in comparison to mesh topology. 

In torus topology, extra links are used to connect corner nodes which helps to provide better path 

diversity and fault tolerance. Diameter is reduced, and bisection width is increased in comparison 

to mesh topology. The degree of torus topology is 4 for all nodes while diameter and bisection 

width are n and 2n, respectively. Machines like DASH [15] and HP GS1280 [16] uses 2D torus 

topology while CRAY3D, CRAY T3E [17] uses 3D torus and IBM Blue Gene/Q [18] use 5D torus 

architecture and is presented in Figure 2.2. 

 

Nodes X(i,j) and Y(p,q) such that 0≤i,j,p,q≤n are connected with the following condition: 

 

|𝑝𝑝 − 𝑖𝑖| + |𝑞𝑞 − 𝑗𝑗| = 1                                                                                    (2.2) 

𝑖𝑖 = 0, 𝑗𝑗 = 𝑞𝑞,𝑝𝑝 = 𝑛𝑛 − 1                                                                                (2.3) 
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𝑖𝑖 = 𝑝𝑝, 𝑗𝑗 = 0, 𝑞𝑞 = 𝑛𝑛 − 1                                                                                (2.4) 

 

 
Figure 2.2 Torus Topology 

2.2.3 XMESH Topology 

 

XMESH [19] is an improved version of mesh topology which contains the horizontal adding links 

of TMESH. XMESH contains diagonally crossed channels instead of the vertical channels. This 

topology provides symmetry, regularity and high connectivity and is suitable to implement massive 

parallel system. The degree of XMESH topology is 6 and its diameter is 2n while bisection width 

is also 2n. In this present study, authors considered 3 topologies likely; XMESH, DMESH and 

TMESH, and simulated it and observed that XMESH minimal average delay to send the packets 

from source node to destination node. The mean internode distance against various number of 

nodes such as 10, 100, 1000 and 10000 was compared, and attributed that XMESH provides smaller 

distance. XMESH topology has been presented in Figure 2.3. A node represented by coordinate (x, 

y) is connected to other nodes having coordinates such as (g(x+1), y), (g(x- 1), y), (g(x-1), g(y-1)), 

(g(x+1), g(y+1)) in even parity topology. On the other hand, if the topology is odd parity, it will 

connect to the nodes (g(x+1), y), (g(x-1), y), (g(x-1), g(y+1)), (g(x+1), g(y-1)). The function g(x) 

is defined by Equation 2.5. 
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𝑔𝑔(𝑥𝑥) =
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⎪
⎨

⎪
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2

𝑥𝑥 + 𝑘𝑘 𝑖𝑖𝑖𝑖 𝑥𝑥 ≤ −
𝑘𝑘
2⎭
⎪
⎬

⎪
⎫

                                                                       (2.5) 

 

Above function represents the links which are used to make connection between nodes. Here ‘k’ is 

the parity of topology. 

 

 

 

 

 

 
Figure 2.3 XMESH Topology 
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2.2.4 D-Mesh Topology 

 

D-Mesh topology is an improved version of mesh topology and is an area efficient topology. This 

was designed with an aim to keep the implementation cost feasible [20]. In this topology, authors 

used wormhole packet switching technique, containing additional features which helps to improve 

network performance. Comparatively, mesh topology contains no diagonal links while in D-Mesh 

it exists which affects topological properties including; degree, diameter and bisection width. D-

Mesh topology is presented in Figure 2.4. where degree of nodes is different. Some nodes have 

degree 3, and few one has 5 and remaining node have degree 8 as per their connection in the 

topology. Diameter of D-Mesh was calculated as n-1 with bisection width of 3n-2. In this topology, 

connection between any two nodes X and Y, which have node (i, j) and (p, q) were connected, 

satisfying Equation 2.6 and Equation 2.7: 

 

 

|𝑝𝑝 − 𝑖𝑖| + |𝑞𝑞 − 𝑗𝑗| = 1                                                                                    (2.6) 

|𝑝𝑝 − 𝑖𝑖| + |𝑞𝑞 − 𝑗𝑗| = 2                                                                                     (2.7) 

 

In this study authors compared the performance with NePa network using eNoC simulator under 4 

traffic patterns like Random, Bit Complement, Bit Reverse and Matrix Transpose, and revealed 

that D-Mesh has smaller internodal distance compared to NePa network. In addition, suggesting 

that this topology provides better fault tolerance facility in the network. 
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Figure 2.4 D-Mesh Topology 

 

2.2.5 T-Mesh Topology 

 

T-Mesh topology is defined as an extended version of Mesh topology where four additional extra 

smart links connect the corner nodes [21]. In comparison to Mesh topology, additional connection 

reduces the diameter of topology, providing improved results. Herein, the degree of nodes is 3 and 

4, respectively. The diameter of this topology is found to be ‘n’ for odd parity and n-1 for even 

parity topology. The bisection width is also affected and found to be n+2. This study revealed that 

average delay and average hops in T-Mesh topology is smaller than mesh topology which is using 

gpNoCsim simulator and is presented in Figure 2.5. 
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Figure 2.5 T-Mesh Topology 

 

2.2.6 Twisted Torus Topology 

 

Twisted torus topology is another variant of torus topology, which is the improved version of mesh 

topology. However, torus topology and twisted torus differ only by the arrangement of extra links 

[22]. Present study aimed to remove computer network bottleneck issues using twisted links. In 

comparison to simple torus topology, twisted torus has degree 4 and diameter n-1 has and includes 

the same bisection width which is 2n. The simulation was performed using INSEE network 

simulator and compared it using synthetic traffic patterns along with trace-driven traffics. Several 

traffic patterns were taken into consideration such as, Bit-Reversal, Bit-Complement, and Perfect 

Shuffle. Authors revealed that the twisted torus topology provides better results in comparison to 

mic-radix tori and provides maximum utilization of channel bandwidth. Figure 2.6 represented the 

layout of twisted torus topology. 
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Figure 2.6 Twisted Torus Topology 

 

2.2.7 Folded Torus Topology 

 

The folded torus network is another variant of torus Network with a difference of using uniform 

links instead of non-uniform links to connect the nodes [23]. In this study, authors aimed to reduce 

energy consumption and improve the performance of the system. In folded torus, the degree of 

each node is 4 and diameter is n while bisectional width is same as torus topology i.e. 2n. For 

simulation purpose authors considered three other networks likely LBDR, TriBA and RAW. 

Experimental results revealed that Folded Torus network consumes less power per hop count when 

compared to another network. Present study utilizes the network size of nodes of 16, 25, 36, 49, 

and 64 and calculated average hop count using same network size as well as topologies, attributing 

that Folded Torus took lesser hop count in comparison to LBDR, TriBA and RAW networks, as 

shown in Figure 2.7. 
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Figure 2.7 Folded Torus Topology 

 

2.2.8 Diagonal Connected Mesh Topology 

 

Diagonal Connected Mesh is another variant of Mesh topology which is used in Mesh connected 

crossbar to make links between nodes which reduces the wire density [24]. It provides better 

performance via extra toroidal link instead of normal links in mesh. Another advantage is greater 

bisectional width to overcome sooner congestion. This topology includes, nodes of degree 3, few 

containing 4 and rest with degree 5. Diameter of Diagonal Connected Mesh topology is found to 

be n-1 and bisection width is n-1. The main goal of designing topology is to achieve static 

topological characteristics like smaller diameter, high bisection bandwidth, minimum inter nodal 

distance and reliability. Since it has smaller diameter, so it could provide better performance in the 

overall network system and is presented in Figure 2.8. 
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Figure 2.8 Diagonal Connected Mesh Topology 

 

2.2.9 Xmesh Topology 

 

Xmesh is a modification of Mesh topology [25]. In this topology, diagonally placed corner nodes 

are connected by two different links. This study aimed to design this topology to achieve higher 

bisection width and reduced average distance. This is helpful when one link is much loaded and 

data packets can move through another link. Herein, the degree of nodes is 3 and 4 and the diameter 

of this topology is n-1 while bisectional width is n+4. In this study, authors performed simulation 

analysis by Popnet simulator and topologies by using Torus, mesh and Xmesh. This was performed 

under the uniform and hotspot traffic. Simulation results revealed that Xmesh and Torus topology 

utilizes less average latency compared to Mesh topology. This present topology is presented in 

Figure 2.9. 
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Figure 2.9 Xmesh Topology 

 

2.2.10 C-Mesh Topology 

 

C-Mesh is principally the acronym of Concentrated Mesh where each switch is connected to 4 

processing units [26]. It helps to reduce hop count in the network. Due to high processing unit, it 

increases load on the communication channel and router. This topology does not handle congestion 

because of less path diversity. Therefore, it is considered to be less reliable in comparison to mesh 

and its other variants. However, it is considered for the application function which requires low 

traffic of data. This topology is presented in Figure 2.10. 
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Figure 2.10 C-Mesh Topology 

 

2.2.11 NR Mesh Topology 

 

NR Mesh topology is an improved version of C-Mesh topology [27, 28] and also known as Nearest 

neighboR Mesh. In this topology, every processing unit is connected to four adjacent routers. 

During transmission of data, if one router gets fail then other router element attached to that 

processing unit can be used for data transmission. This topology provides better fault tolerance in 

the network and provides option to the corner nodes to send the data packet to the adjacent routers 

which reduces hop count and results in low latency. This study was aimed to compare NR Mesh 

with 2-D Mesh topology to find energy consumption and execution time using SIMICS/GEMS 

simulator. Herein, the degree of processing unit is 4 while the degree of router is 8. The bisection 

width of NR Mesh topology is 3n-1 while its diameter is 2n-4. Figure 2.11 presents the present NR 

Mesh topology. 
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Figure 2.11 NR Mesh Topology 

 

2.2.12 Double Loop (2m) Topology 

 

This topology is the improved version of Ring topology where two rings are used in its designing [29]. 

This topology is scalable, symmetric and simple in design. Here the numbers of links for each ring is 

2m and every node is connected to 3 other nodes. In addition, the degree of each node is 3. The diameter 

of Double Loop (2m) topology is m+1 while its bisection width is 4. In this study, authors aimed to 

reduce node degree, decreasing communication channel and reusing router nodes, suggesting that this 

topology results better performance in comparison to ring topology. Authors have simulated this 

topology with Ring and Mesh Topology under uniform traffic and is better for small size network. This 

topology is shown in Figure 2.12. 
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Figure 2.12 Double Loop (2m) Topology 

 

2.2.13 Cross bypass Mesh Topology 

 

This topology is defined as the combination of two existing topologies, containing C2 mesh and 

2DDgl mesh [30]. It is well suited to design large size network with the degree of Cross Bypass 

Mesh Topology is 9 and diameter is n-1. Due to higher degree, it includes more path diversity 

which proves more reliability and fault tolerance within the network. Also, its bisection width is 

2n+1 for odd parity network and 2n for even parity. Authors utilized 8 topologies to compare its 

cost, performance and topological properties and this topology is presented in Figure 2.13. 
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Figure 2.13 Cross bypass Mesh Topology 

 

2.2.14 Shortly Connected Mesh Topology 

 

This is another variant of Mesh topology where diagonals links are used by some particular nodes 

that are known as bridge nodes and some specific nodes, called as intermediate nodes used to make 

diagonal links [31]. Basically, it uses the symmetric nature of Mesh topology to design it. In this 

topology, the degree is 8 and, diameter and bisection width are n-1. The aim of designing this 

topology was to find shortest path to send packets from source node to destination node. Authors 

evaluated its performance using various topologies to find wiring complexity, packaging area 

overhead, network latency, throughput, cost. This topology is represented in Figure 2.14. 
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Figure 2.14 Shortly Connected Mesh Topology 

 

2.2.15 Honeycomb Mesh Topology 

 

It is defined as a special topology where the length of each edges is constant. The aim of designing 

this topology is to reduce network cost. In this topology node degree are in different pattern; some 

nodes have degree 2 and others have degree 3. The main feature of this topology is its planar nature. 

The diameter of Honeycomb Mesh topology is observed to be 1.63n which is much better for an 

efficient topology [32]. The other topological features of this topology are its bisection width which 

are 0.83n. In this study, a comparative evaluation of this study was performed with Mesh and Torus 

topology. The results of this study revealed that there is 40% cost reduction in compare to Mesh 

topology. This topology layout is shown in Figure 2.15. 
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Figure 2.15 Honeycomb Mesh Topology 

 

2.2.16  Honeycomb Rhombic Mesh Topology 

 

Honeycomb Rhombic Mesh topology belongs to the family of Honeycomb Mesh [32]. The main 

similarity between both is about degree, including degree 3. The topological parameter which is 

affected is diameter of this topology, i.e. 2.83n. In addition, there is a disadvantage in bisection 

width over Honeycomb Mesh, which is 0.71n. Figure 2.16 presents the layout of this topology. 
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Figure 2.16 Honeycomb Rhombic Mesh Topology 

 

2.2.17 Honeycomb Square Mesh Topology 

 

In this topology, nodes are arranged in such a way that they look to form hexagons (Figure 2.17). 

The degree of each nodes is 3 and diameter is slightly larger in comparison to other variants of 

Honeycomb meshes [32]. The diameter and bisection width of this topology is 1.06n and 1.41n, 

respectively. It is also observed that the bisection width of Honeycomb Square Mesh topology is 

comparatively less than Rhombic and Honeycomb Mesh topology. 
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Figure 2.17 Honeycomb Square Mesh Topology 

 

2.2.18 Hexagonal Mesh Topology 

 

This topology is another variant of Mesh topology and resembles SD torus topology. In Hexagonal 

Mesh toroidal links are missing, which are present in SD torus as shown in Figure 2.18. This 

topology represents maximum degree of node s i.e. 6 and its diameter is 2(n-1)0.5 which is shorter 

in comparison to SD torus [33]. 
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Figure 2.18 Hexagonal Mesh Topology 

2.2.19 Diagonal Mesh Topology 

 

In this study, representing Diagonal Mesh topology, authors used diagonal links instead of vertical 

and horizontal links to connect nodes for transmitting data packets [34, 35]. Herein, degree 4 for 

each node and bisection width for odd parity topology is 4n is employed. This study revealed better 

path diversity which is helpful for the congestion situation. The Diagonal Mesh topology is shown 

in Figure 2.19. 
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Figure 2.19 Diagonal Mesh Topology 

 

2.2.20 Hybrid NOC Topology 

 

Pertaining to the information provided by the authors, Hybrid NOC topology (Figure 2.20) is the 

combination of three different topologies i.e. Mesh, Torus and Folded Torus [14, 36]. This 

advantage leads to better topological properties. The toroidal links helps to achieve reduced 

diameter, mesh helps to make connection between adjacent nodes while Folded Torus makes extra 

links to join odd and even nodes together. The degree of above topology is found to be 3 and 4, 

and the diameter of Hybrid NOC topology is ‘n’ while its bisection width is 3n. 
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Figure 2.20 Hybrid NOC Topology 

 

2.2.21 SD-Torus Topology 

 

This is another variant of torus topology where minor diagonal nodes relate to extra links [37]. This 

is symmetrical in nature and degree of each node is uniform i.e. 6. Diameter of SD-Torus is and its 

bisection width is 3n. This topology takes minimal time to send data over communication links and 

therefore results in improvement of network performance, as shown in Figure 2.21. 
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Figure 2.21 SD-Torus Topology 

 

2.2.22 Honeycomb Torus Topology 

 

This topology belongs to the family of Honeycomb Mesh. Honeycomb Torus topology contains 

three types of toroidal links [32, 38] as shown in Figure 2.22. Each node is connected to three 

different nodes, with degree of every node as 3. In addition, the diameter of this topology is 0.81n 

and bisection width is 2.04n. It is node symmetrical in nature and provides better scalability in the 

network. 
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Figure 2.22 Honeycomb Torus Topology 

 

2.2.23 Honeycomb Square Torus Topology 

 

Honeycomb Square Torus topology is the improved version of Honeycomb Square Mesh topology 

and is much efficient [32]. Degree of both topologies are same which is 3. The bisection width of 

Honeycomb Square Torus topology is 0.5n and its diameter is 2n, representing high scalability and 

reliability. This topology is presented in Figure 2.23. 
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Figure 2.23 Honeycomb Square Torus Topology 

2.2.24 Honeycomb Rhombic Torus Topology 

 

Honeycomb Rhombic Torus topology is the improved and efficient version of Honeycomb 

Rhombic Mesh topology (Figure 2.24) [32]. There is no difference in degree for both topologies 

i.e. 3. In addition, the bisection width of Honeycomb Square Torus topology is 1.41n while its 

diameter is 1.06n. High scalability and reliability are the features of this topology. 
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Figure 2.24 Honeycomb Rhombic Torus Topology 

 

2.2.25 Cross bypass Torus Topology 

 

This topology is the advanced version of cross bypass torus topology [39]. The degree of both 

topologies or variants are similar, with higher bisection width i.e. 3n+2 for odd parity and 3n for 

even parity. The study revealed that, due to sufficient bandwidth, it can handle much traffic in the 

network and improves network performance. Additionally, it has smaller diameter which is (3n-

2)/4, resulting in lesser time to send packets over the network. This topology is presented in Figure 

2.25. 
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Figure 2.25 Cross bypass Torus Topology 

 

2.2.26 CC-Torus Topology 

 

CC-Torus topology is an extended form of C2 mesh topology [40]. In this topology, center nodes 

are connected to corner nodes as well as to vertical and horizontal edge nodes, as presented in 

Figure 2.26. Node degree for even parity CC-Torus topology are 5, 6 and 7 while for odd parity it 

is 4, 5 and 12. Diameter of even parity is n-1, whereas for odd parity it is n-2. The bisection width 

for even and odd parity are 2n and 2n+ 4, respectively. 
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Figure 2.26 CC-Torus Topology 

 

2.2.27 Dtorus Topology 

 

Dtorus topology is the modification of Dmesh where some extra wraparound links are used to 

connect nodes to reach lesser hop count, depicting a positive impact to gain network performance 

[41, 42]. Improvement in bisectional width is resulted with this extra links. Degree of nodes in this 

topology is different which are 5, 6 and 8, respectively, whereas, the diameter of Dtorus topology 

is n-1 and its bisection width is 4n-2 which is much higher than Dmesh and Torus topology. The 

layout of this topology is presented in Figure 2.27. 
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Figure 2.27 Dtorus Topology 

 

2.2.28 xtorus Topology 

 

This is the extended version of Torus topology where extra links are used to connect diagonally 

placed nodes to convert it into xtorus topology as shown in Figure 2.28 [43]. The main advantage 

of this topology is to reduce diameter of network which is responsible for the communication delay. 

Herein, the degree of nodes is 4, 5 and 6 respectively, whereas, the diameter of this topology is 

reduced to n-2 which is much smaller in comparison to torus topology with the bisection width of 

2n+2. 
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Figure 2.28 xtorus Topology 

 

2.2.29 xxtorus Topology 

 

This is improved version of xtorus topology where 2 extra links are used to connect diagonally 

corner nodes [44], as presented in Figure 2.29. This topology enhances path diversity as well as 

reduces communication delay by covering nodes in lesser hops. The degree of nodes is 4 and 6, 

with no change in diameter i.e. n-2. However, there is an impact on bisectional width which is 

increased to 2n+4. 
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Figure 2.29 xxtorus Topology 

 

2.2.30 X-Torus Topology 

 

X-Torus topology is an improved version of torus topology [9, 45]. This improved version contains 

better bisection width, lower diameter in comparison to torus, mesh and other topologies. Degree 

of odd parity X-torus is found to be 5 and 6 while diameter is ⌊n/2⌋+1with better bisection width 

of n2-n. This topology takes minimal hop counts to send data packets from source node to 

destination nodes. This topology is presented in Figure 2.30. 
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Figure 2.30 X-Torus Topology 

 

In this chapter we have discussed about topological properties of existing networks which helped 

us to modify existing topology and designing efficient network to get optimal network performance 

in parallel computing systems.   
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CHAPTER 3 

A MODIFIED X-TORUS TOPOLOGY FOR 

INTERCONNECTION NETWORKS 
 

3.1 Introduction and Motivation 
 

In today’s era, the performance of the interconnection network topologies is an essential matter in 

the design of multi-processor systems [46]. It has been observed that the performance of 

interconnection networks is influenced by three parameters namely; topology, routing algorithm 

and flow control mechanism [1, 47]. Among these three parameters, network topology plays a 

decisive role, as it affects the key features like bisection bandwidth, node degree, diameter and 

average distance. The literature survey defines numerous topologies. This has been noted that it is 

affected by various factors, therefore researchers aim to design topologies which provides smaller 

diameter, maximum bisectional bandwidth, shorter average distance and higher stability [48]. In 

real world of technology, the processing power plays a significant role and is in absolute demand 

of increment. Therefore, to overcome speed related problems, high speed processors are developed. 

However, because of mismatch in transfer speed, the key issue involves is the data exchange 

between the processor and memory that results in delay and affects the performance of the system. 

To resolve this issue, the concept of interconnection networks come into existence which provides 

significant assistance to minimize the delay between the components of the computer systems. 

However, in previous time data between nodes was shared by bus interconnection networks [49]. 

It was considered simple to design and implement but performance was the main issue of concern. 

In this topology, at a time only one node can send the data in the channel and other must sense it 

before transmitting their data packet to another node in the network. There was the limitation of 

the nodes on the communication channel of bus topology [50]. It was security prone and reduces 

the performance with the increase of nodes. Also, in case the link gets damaged at any point, it 

resulted the failure of overall system. Furthermore, mesh topology was designed which have 

provided the facility to other nodes to send data packet at the same time, with better scalability in 
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comparison to shared bus topology [51]. A better performance in comparison to existing topologies 

was observed. 

 

In mesh topology, moving data between corner nodes still took much hop count [52]. To overcome 

this matter, torus topology was proposed [53]. In this topology corner nodes are connected by wrap 

around links and turn mesh in node symmetrical structure where degree of each node becomes 4, 

diameter is reduced to half and bisection width become double. It has better path diversity and 

scalability. In addition, there are many topologies that have been proposed to improve the network 

performance either providing less delay, or diameter etc. To gain better performance in latency and 

throughput, a new topology is designed which is known as X-Torus topology [9]. The X-Torus 

topology has been described and presented in Figure 2.30. In this topology, authors attributed that 

the degree of X-Torus odd parity topology is 6 and revealing that each node will use a 6-degree 

router. However, in most of the cases, it has not been utilized. The complete mathematical 

description of X-Torus topology is presented and described within the study [9, 45]. 

 

In this chapter, we have proposed a topology that can have a uniform degree by adding extra 

communication links without affecting the degree of the router. Detailed information of this 

topology is given section 3.2 and its experimental setup and test bed are described in section 3.3. 

Section 3.4 includes detailed discussions of the results. 

 

3.2 Modified X-Torus Topology 
 

This section describes the proposed topology for parallel computing system [54]. The proposed 

topology is known as Modified X-Torus. It is the extended version of X-torus topology which is 

represented by a graph. In graph, nodes represent the processing unit and edges are the bisectional 

communication links of the interconnection networks as shown in Figure 3.1. The proposed 

topology inherits the fundamental properties of torus topology like symmetry, scalability as well 

as fault tolerance nature [55, 56]. The mathematical representation of proposed topology of odd 

parity is given below [54]. 
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In the same way, communication links for even parity topology is described by 
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                (3.5) 

                                                                                                  x yC C C= ∪                                                                               (3.6) 

 

Here, (𝑣𝑣𝑎𝑎, 𝑣𝑣𝑏𝑏) are the coordinate of the source node and (𝑢𝑢𝑎𝑎,𝑢𝑢𝑏𝑏) are the coordinates of the 

adjacent nodes in the proposed topology. (𝑘𝑘𝑥𝑥,𝑘𝑘𝑦𝑦) are the number of nodes in x dimension and y 

dimension. 
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Figure 3.1 Modified X-Torus Topology 

 

Topological properties of modified X-Torus are compared with Mesh, Torus and X-Torus in terms 

of number of nodes, diameter, bisection width, number of links, degree of various nodes, and path 

diversity [57]. This comparison is described in Table 3.1. 
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Table 3.1 Topological Properties 

Characteristics Mesh Torus X-Torus MX-Torus 

Number of 

Nodes 

n2 n2 n2 n2 

Diameter 2n-2 n-1 �
𝑛𝑛
2
� + 1 �

𝑛𝑛
2
� + 1 

Bisection Width n 2n n2 -n n2 +n 

Number of links 2n2-2n 2n2 2n2+2�𝑛𝑛
2
�

2
+3�𝑛𝑛

2
� +

1 

 

2n2+2�𝑛𝑛
2
�

2
+3�𝑛𝑛

2
� +

2𝑛𝑛 + 1 

 

Degree of Nodes 2, 3, 4 4 5, 6 6 

Path Diversity yes yes yes yes 

 
 

 

3.3 Testbed for Testing Modified X-Torus Topology 
 

In this section author has analyzed the performance parameters of proposed topology [54]. These 

parameters are average throughput, average end to end delay and average hop count. For this 

purpose, author employed windows 10 operating system of 32-bit, equipped intel® Core™ i3 CPU 

M330@2.13 GHZ with 4.00 GB and 2.99GB usable. Another key component which is used is 

OMNET++ simulator, a component-based C++ simulation library and framework which is both 

extensible and modular and is primarily used for building network simulator based on the Eclipse 
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IDE [58]. All the key parameters for simulation purpose are presented in Table 3.2. This table 

describes the dimension of topology which is order of 5. Packet size is 1024 bytes, and data rate is 

1 Gbps. Warm up time and simulation time are 0.5ms and 0.5s respectively. Author considered 5 

traffic patterns including; uniform, bit complement, neighbor, tornado and hotspot. The proposed 

topology is compared with mesh, torus and x-torus topologies. Simulation results are presented in 

both, table as well as graph. Table 3.3 to Table 3.7 presents Average End to End Delay under 

various traffic such as uniform, bit complement, neighbor, tornado and hotspot, respectively. 

Similarly, Table 3.8 to Table 3.12 presents Average Throughput and Table 3.13 to Table 3.17 

shows Average Hop Count for the same traffic patterns. In the same way Figure 3.2 to Figure 3.16 

represents the graph of Average End to End Delay, Average Throughput and Average Hop Count 

for the same traffic patterns which are mentioned. Results pertaining to the evaluation are discussed 

in section 3.4. 

 



48 
 

Table 3.2 Simulation Parameters 

S.no. Parameter Name Value 

1 Rows 5 

2 Coloums 5 

3 Packet size 1024 bytes 

4 Data rate 1Gbps 

5 Simulation time 0.5 s 

6 Warm up time 0.5ms 

7 Simulator OMNeT++ 

8 Traffic Type Uniform, Bit Complement, 

Neighbor, Tornado, 

Hotspot 

9 Link Delay 0.1 ms 

10 Routing Algorithm Table based Shortest Path 

(Static) 
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Table 3.3 Average End to End Delay under Uniform Traffic 

Interpacket Arrival Delay(µs) Mesh Torus X-Torus MX-Torus
17.07 0.00239 0.00026 0.00021 0.00020
8.53 0.04343 0.01099 0.00136 0.00028
5.69 0.07309 0.02602 0.01646 0.01514
4.27 0.08986 0.05327 0.02579 0.02291
3.41 0.09687 0.08094 0.03678 0.03000
2.84 0.10134 0.09833 0.04901 0.03614
2.44 0.10392 0.10886 0.05994 0.04496
2.13 0.10559 0.11489 0.06929 0.05443
1.90 0.10740 0.11835 0.07682 0.06144
1.71 0.10951 0.12012 0.08408 0.06676  

 
Figure 3.2 Average End to End Delay under Uniform Traffic 

 

Figure 3.2 shows the average end to end delay in the Mesh, Torus, X-Torus and MX-Torus based 

on data points (Interpacket Arrival Delay) provided in Table 3.3. The end to end delay of Torus 

and Mesh showed a steady but significant rise over the interpacket arrival delay, while in X-torus 

and MX-Torus the end to end delay rose gradually. At 8.53 the end to end delay of X-Torus and 

MX-Torus were 0.00136 μs and 0.00028 μs respectively. Torus’s delay increased sharply 

throughout the time, exceeding Mesh topology’s delay and reaching almost 0.12012 μs at the end 
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of the time. In the meantime, the average end to end delay of X-torus and MX-Torus grew to 

0.01646 μs and 0.01514 μs at 5.69 respectively and then increased gradually until 1.71. 

 
Table 3.4 Average End to End Delay under Bit Complement Traffic 

Interpacket Arrival Delay(µs) Mesh Torus X-Torus MX-Torus
17.07 0.07701 0.00026 0.00021 0.00020
8.53 0.15696 0.07684 0.03851 0.03850
5.69 0.18478 0.12905 0.10127 0.10126
4.27 0.20007 0.15683 0.13598 0.13597
3.41 0.20916 0.17350 0.15681 0.15680
2.84 0.21510 0.18462 0.17069 0.17069
2.44 0.21933 0.19256 0.18061 0.18061
2.13 0.22249 0.19853 0.18806 0.18805
1.90 0.22499 0.20317 0.19384 0.19384
1.71 0.22706 0.20688 0.19847 0.19847  

 
Figure 3.3 Average End to End Delay under Bit Complement Traffic 

 

Figure 3.3 illustrates the average end to end delay in the Mesh, Torus, X-Torus and MX-Torus 

based on data points (Interpacket Arrival Delay) provided in Table 3.4. In starting the end to end 

delay of Mesh, Torus, X-Torus and MX-Torus rose significantly and then increased gently over 
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the interpacket arrival delay. At 17.07 the end to end delay of Torus, X-Torus and MX-Torus were 

nearly 0.00026 μs, 0.00021 μs and 0.00020 μs respectively. Delay of X-Torus and MX-Torus are 

almost same. Mesh’s delay increased sharply at 2.84, exceeding Torus topology’s delay and 

reaching almost 0.22706 μs at the end of the time. In the meantime, the average end to end delay 

of X-Torus and MX-Torus gradually grew to 0.19847 μs at 1.71. 
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Table 3.5 Average End to End Delay under Neighbor Traffic 

Interpacket Arrival Delay(µs) Mesh Torus X-Torus MX-Torus
17.07 0.00021 0.00013 0.00013 0.00013
8.53 0.00977 0.00971 0.00971 0.00971
5.69 0.08349 0.08344 0.08344 0.08344
4.27 0.12515 0.12509 0.12509 0.12509
3.41 0.15014 0.15009 0.15009 0.15009
2.84 0.16681 0.16675 0.16675 0.16675
2.44 0.17871 0.17865 0.17865 0.17865
2.13 0.18764 0.18758 0.18758 0.18758
1.90 0.19458 0.19453 0.19453 0.19453
1.71 0.20014 0.20008 0.20008 0.20008  

 
Figure 3.4 Average End to End Delay under Neighbor Traffic 

 

Figure 3.4 gives information about the average end to end delay in the Mesh, Torus, X-Torus and 

MX-Torus based on data points (Interpacket Arrival Delay) provided in Table 3.5. In starting the 

end to end delay of Mesh, Torus, X-Torus and MX-Torus experienced a gradual rise and then 

increased dramatically over the interpacket arrival delay. At 17.07 the end to end delay of Torus, 

X-Torus and MX-Torus were 0.00013 μs. Delay of Torus, X-Torus and MX-Torus are almost 
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same. Mesh’s delay increased gently at 8.53, exceeding Torus, X-Torus, and MX-Torus topology’s 

delay and reaching almost 0.20014 μs at the end of the time. In the meantime, the average end to 

end delay of Torus, X-Torus and MX-Torus gradually grew to 0.20008 μs at 1.71. 

 
Table 3.6 Average End to End Delay under Tornado Traffic 

Interpacket Arrival Delay(µs) Mesh Torus X-Torus MX-Torus
17.07 0.19439 0.22507 0.05845 0.02175
8.53 0.21023 0.23804 0.12732 0.09958
5.69 0.21678 0.24140 0.16533 0.14545
4.27 0.22135 0.24304 0.18432 0.16913
3.41 0.22482 0.24414 0.19553 0.18327
2.84 0.22755 0.24492 0.20304 0.19282
2.44 0.22975 0.24556 0.20848 0.19977
2.13 0.23157 0.24613 0.21266 0.20510
1.90 0.23310 0.24654 0.21599 0.20934
1.71 0.23440 0.24701 0.21872 0.21281  

 
Figure 3.5 Average End to End Delay under Tornado Traffic 

 

Figure 3.5 describes the average end to end delay in the Mesh, Torus, X-Torus and MX-Torus 

based on data points (Interpacket Arrival Delay) provided in Table 3.6. In starting the end to end 
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delay of Mesh, Torus, X-Torus and MX-Torus showed a gradual increase and then remained almost 

steady over the interpacket arrival delay. At 5.69 the end to end delay of Mesh and Torus were 

0.21678 μs and 0.24140 μs and then rose gently to 0.23440 μs and 0.24701 μs at the end of time 

respectively. In the meantime, the average end to end delay of X-Torus and MX-Torus increased 

considerably to 0.20304 μs and 0.19282 μs at 2.84 respectively and then rose gently to 0.21872 μs 

and 0.21281 μs at 1.71 respectively. 

 
Table 3.7 Average End to End Delay under Hotspot Traffic 

Interpacket Arrival Delay(µs) Mesh Torus X-Torus MX-Torus
17.07 0.00814 0.00227 0.00021 0.00099
8.53 0.04593 0.01680 0.00442 0.00543
5.69 0.07254 0.02580 0.01427 0.01171
4.27 0.08862 0.05244 0.02351 0.01985
3.41 0.09557 0.07955 0.03556 0.02815
2.84 0.10089 0.09610 0.04894 0.03515
2.44 0.10441 0.10782 0.06059 0.04433
2.13 0.10645 0.11513 0.07038 0.05414
1.90 0.10825 0.11958 0.07814 0.06172
1.71 0.11052 0.12225 0.08517 0.06775  
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Figure 3.6 Average End to End Delay under Hotspot Traffic 

 

Figure 3.6 indicates the average end to end delay in the Mesh, Torus, X-Torus and MX-Torus based 

on data points (Interpacket Arrival Delay) provided in Table 3.7. The end to end delay of Torus 

and Mesh increased significantly over the interpacket arrival delay, while in X-torus and MX-Torus 

the end to end delay rose gradually. At 8.53 the end to end delay of X-Torus and MX-Torus were 

0.00442 μs and 0.00543 μs respectively. Torus’s delay increased sharply throughout the time, 

exceeding Mesh topology’s delay and reaching almost 0.12225 μs at the end of the time. In the 

meantime, the average end to end delay of X-torus and MX-Torus grew to 0.02351 μs and 0.01985 

μs at 4.27 respectively and then experienced a significant rise until 1.71. 
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Table 3.8 Average Throughput under Uniform Traffic 

Interpacket Arrival Delay(us) Mesh Torus X-Torus MX-Torus
17.07 58061.52 58562.48 58567.83 58569.35
8.53 90463.99 111655.91 116571.67 117109.74
5.69 103380.32 149966.08 161123.82 162392.02
4.27 109051.59 169907.41 199149.69 202271.52
3.41 114654.80 173585.03 229235.51 237510.79
2.84 119390.38 174261.33 251530.40 269531.90
2.44 124002.47 174215.65 268674.31 294646.06
2.13 128169.50 174991.33 282345.84 313587.87
1.90 131656.36 176402.24 293940.15 331074.50
1.71 134041.22 178252.85 302420.27 347746.68  

 
Figure 3.7 Average Throughput under Uniform Traffic 

 

Figure 3.7 shows the average throughput in the Mesh, Torus, X-Torus and MX-Torus based on 

data points (Interpacket Arrival Delay) provided in Table 3.8. The average throughput of X-Torus 

and MX-Torus showed a steady but significant rise over the interpacket arrival delay, while in 

Mesh and Torus the average throughput rose gradually. At 8.53 the average throughput of Torus, 

X-Torus and MX-Torus were 111655.91 KBps, 116571.67 KBps and 117109.74 KBps 
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respectively. MX-Torus’ throughput increased sharply throughout the time, exceeding X-Torus, 

Torus and Mesh topology’s throughput and reaching almost 347746.68 KBps at the end of the 

period. In the meantime, the average throughput of Torus and Mesh grew to 169907.41 KBps and 

109051.59 KBps at 4.27 respectively and then remained steady until 1.71. 

 
Table 3.9 Average Throughput under Bit Complement Traffic 

Interpacket Arrival Delay(us) Mesh Torus X-Torus MX-Torus
17.07 40592.63 58562.07 58568.31 58569.43
8.53 43720.08 81217.67 99178.61 99180.69
5.69 46063.72 85123.30 104646.45 104648.69
4.27 47182.17 87466.04 106990.20 106992.28
3.41 48462.01 89809.23 109333.94 109336.02
2.84 49977.18 92153.01 111677.81 111679.89
2.44 51658.28 94496.26 114021.34 114023.42
2.13 53459.83 96839.91 116365.16 116367.24
1.90 55352.38 99183.41 118709.00 118711.08
1.71 57314.37 101526.67 121052.42 121054.50  

 
Figure 3.8 Average Throughput under Bit Complement Traffic 
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Figure 3.8 illustrates the average throughput in the Mesh, Torus, X-Torus and MX-Torus based on 

data points (Interpacket Arrival Delay) provided in Table. In starting, the average throughput of 

Torus, X-Torus and MX-Torus experienced a significant trend over the interpacket arrival delay 

and then increased, while in Mesh the average throughput rose gradually. At 8.53 the average 

throughput of X-Torus and MX-Torus were nearly 99178.61 KBps and 99180.69 KBps 

respectively. MX-Torus’ throughput increased sharply throughout the time, exceeding X-Torus, 

Torus and Mesh topology’s throughput and reaching almost 121054.50 KBps at the end of the 

period. In the meantime, the average throughput of Torus and Mesh grew to 81217.67 KBps and 

43720.08 KBps at 8.53 respectively and then rose gradually until 1.71. 

 
Table 3.10 Average Throughput under Neighbor Traffic 

Interpacket Arrival Delay(us) Mesh Torus X-Torus MX-Torus
17.07 58568.31 58577.43 58577.43 58577.43
8.53 112654.63 112666.64 112666.64 112666.64
5.69 117145.45 117158.00 117158.00 117158.00
4.27 117145.31 117157.92 117157.92 117157.92
3.41 117145.43 117157.91 117157.91 117157.91
2.84 117145.48 117158.03 117158.03 117158.03
2.44 117145.25 117158.05 117158.05 117158.05
2.13 117145.32 117158.12 117158.12 117158.12
1.90 117145.40 117158.28 117158.28 117158.28
1.71 117145.39 117158.19 117158.19 117158.19  
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Figure 3.9 Average Throughput under Neighbor Traffic 

 

Figure 3.9 gives information about the average throughput in the Mesh, Torus, X-Torus and MX-

Torus based on data points (Interpacket Arrival Delay) provided in Table 3.10. In starting, the 

average throughput of Mesh, Torus, X-Torus and MX-Torus showed a significant rise over the 

interpacket arrival delay and then remained same. At 17.07 the average throughput of Torus, X-

Torus and MX-Torus were 58577.43 KBps and then reaching 117158.19 KBps at 1.71. In the 

meantime, the average throughput of Mesh grew to 112654.63 KBps at 8.53 and then rose gradually 

to 117145.45 KBps at 5.69. However, it remained the same at end of the time. 
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Table 3.11 Average Throughput under Tornado Traffic 

Interpacket Arrival Delay(us) Mesh Torus X-Torus MX-Torus
17.07 58638.35 29333.92 202842.77 250965.96
8.53 57048.39 25691.91 209932.06 280269.81
5.69 55897.85 23245.90 204420.76 277194.86
4.27 55028.57 21235.91 199964.78 273043.28
3.41 54348.57 19553.92 196649.58 269881.27
2.84 53802.63 18121.94 194060.99 267375.96
2.44 53354.28 16891.96 191974.76 265330.19
2.13 52979.91 15823.97 190252.08 263626.35
1.90 52661.98 14880.00 188805.14 262185.52
1.71 52389.58 17054.36 187565.91 260949.88  

 
Figure 3.10 Average Throughput under Tornado Traffic 

 

Figure 3.10 indicates the average throughput in the Mesh, Torus, X-Torus and MX-Torus based on 

data points (Interpacket Arrival Delay) mentioned in Table 3.11. In the beginning, the average 

throughput of X-Torus and MX-Torus showed a significant rise and then experienced a gradual 

decrease over the interpacket arrival delay, while in Mesh and Torus the average throughput fell 

gradually. At 8.53 the average throughput of X-Torus and MX-Torus were 209932.06 KBps, and 
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280269.81 KBps respectively. MX-Torus’ throughput decreased gently throughout the time, 

exceeding X-Torus, Torus and Mesh topology’s throughput and reaching almost 260949.88 KBps 

at the end of the period. In the meantime, the average throughput of Mesh, Torus and X-Torus 

declined gradually to 55897.85 KBps, 23245.90 KBps and 204420.76 KBps at 5.69 respectively 

and then remained almost same until 1.71. 

 
Table 3.12 Average Throughput under Hotspot Traffic 

Interpacket Arrival Delay(us) Mesh Torus X-Torus MX-Torus
17.07 55079.43 57406.63 58567.24 58011.67
8.53 84914.95 103012.32 113028.23 109962.16
5.69 99081.62 140841.36 157725.60 157209.52
4.27 105515.98 159733.65 194509.62 196669.66
3.41 111398.23 163831.59 222351.27 230556.79
2.84 115827.19 166145.93 242313.42 261076.48
2.44 120024.39 166655.99 257657.10 285297.39
2.13 124134.58 167330.93 270167.08 303840.93
1.90 127625.49 168573.44 281113.36 320803.28
1.71 129960.14 170252.29 289936.28 336661.69  
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Figure 3.11 Average Throughput under Hotspot Traffic 

 

Figure 3.11 describes the average throughput in the Mesh, Torus, X-Torus and MX-Torus based 

on data points (Interpacket Arrival Delay) provided in Table 3.12. The average throughput of X-

Torus and MX-Torus showed a steady but significant rise over the interpacket arrival delay, while 

in Mesh and Torus the average throughput rose gradually. At 4.27 the average throughput of Torus, 

X-Torus and MX-Torus were 159733.65 KBps, 194509.62 KBps and 196669.66 KBps 

respectively. MX-Torus’ throughput rose sharply throughout the time, exceeding X-Torus, Torus 

and Mesh topology’s throughput and reaching almost 336661.69 KBps at the end of the period. In 

the meantime, the average throughput of Torus and Mesh increased until 3.41 and then remained 

same till 1.71. 
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Table 3.13 Average Hop Count under Uniform Traffic 

Interpacket Arrival Delay(us) Mesh Torus X-Torus MX-Torus
17.07 3.18904 2.40158 1.95245 1.84000
8.53 2.86184 2.36803 1.94882 1.83956
5.69 2.54338 2.28315 1.89571 1.78607
4.27 2.29060 2.18022 1.84574 1.73943
3.41 2.10101 2.05743 1.79810 1.70026
2.84 1.94998 1.94852 1.75056 1.66690
2.44 1.82617 1.85090 1.70613 1.63495
2.13 1.72065 1.76578 1.66496 1.60296
1.90 1.63042 1.69134 1.62696 1.57341
1.71 1.54987 1.62522 1.59081 1.54616  

 
Figure 3.12 Average Hop Count under Uniform Traffic 

 

Figure 3.12 shows the average hop count in the Mesh, Torus, X-Torus and MX-Torus based on 

data points (Interpacket Arrival Delay) provided in Table 3.13. Overall, Mesh, Torus, X-Torus and 

MX-Torus experienced a downwards trend throughout the time.MX-Torus hop count was 1.84 at 

17.07 being lower than Mesh, Torus and X-Torus topology’s hop count and continued to decline 

steadily to the end of the time, reaching around 1.70026 at 3.41 and hitting low point of 1.54616 at 
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1.71 interpacket arrival delay. Same pattern is also observed for Mesh, Torus and X-Torus 

topologies. 

 
Table 3.14 Average Hop Count under Bit Complement Traffic 

Interpacket Arrival Delay(us) Mesh Torus X-Torus MX-Torus
17.07 4.80 2.40 1.92 1.84
8.53 4.80 2.40 1.92 1.84
5.69 4.80 2.40 1.92 1.84
4.27 4.80 2.40 1.92 1.84
3.41 4.80 2.40 1.92 1.84
2.84 4.80 2.40 1.92 1.84
2.44 4.80 2.40 1.92 1.84
2.13 4.80 2.40 1.92 1.84
1.90 4.80 2.40 1.92 1.84
1.71 4.80 2.40 1.92 1.84  

 
Figure 3.13 Average Hop Count under Bit Complement Traffic  

 

Figure 3.13 describes the average hop count in the Mesh, Torus, X-Torus and MX-Torus based on 

data points (Interpacket Arrival Delay) provided in Table 3.14. In general, Mesh, Torus, X-Torus 

and MX-Torus experienced a constant trend throughout the time. The average hop count of Mesh, 
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Torus, X-Torus, and MX-Torus was 4.80, 2.40, 1.92, and 1.84 respectively. Hop count of MX-

Torus topology was smaller than other mentioned topologies and found to be 1.84 throughout the 

time. 

 
Table 3.15 Average Hop Count under Neighbor Traffic 

Interpacket Arrival Delay(us) Mesh Torus X-Torus MX-Torus
17.07 1.92 1.2 1.2 1.2
8.53 1.92 1.2 1.2 1.2
5.69 1.92 1.2 1.2 1.2
4.27 1.92 1.2 1.2 1.2
3.41 1.92 1.2 1.2 1.2
2.84 1.92 1.2 1.2 1.2
2.44 1.92 1.2 1.2 1.2
2.13 1.92 1.2 1.2 1.2
1.90 1.92 1.2 1.2 1.2
1.71 1.92 1.2 1.2 1.2  

 
Figure 3.14 Average Hop Count under Neighbor Traffic 

 

Figure 3.14 provides the information about the average hop count in the Mesh, Torus, X-Torus and 

MX-Torus based on data points (Interpacket Arrival Delay) provided in Table 3.15. In general, 
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Mesh, Torus, X-Torus and MX-Torus experienced a constant trend throughout the time. MX-

Torus, X-Torus and Torus’ hop count was 1.2. Hop count of Mesh topology was higher than other 

mentioned topologies and found to be 1.92 throughout the time. 

 
Table 3.16 Average Hop Count under Tornado Traffic 

Interpacket Arrival Delay(us) Mesh Torus X-Torus MX-Torus
17.07 3.98713 3.19875 2.18578 1.91856
8.53 3.36801 3.01152 2.15519 1.91145
5.69 3.07285 2.81700 2.09531 1.85786
4.27 2.91139 2.68167 2.04872 1.81731
3.41 2.81101 2.58443 2.01359 1.78802
2.84 2.74287 2.51120 1.98604 1.76581
2.44 2.69375 2.45418 1.96382 1.74837
2.13 2.65661 2.40799 1.94549 1.73430
1.90 2.62774 2.37030 1.93011 1.72270
1.71 2.60471 2.33879 1.91700 1.71296  

 
Figure 3.15 Average Hop Count under Tornado Traffic 

 

Figure 3.15 shows the average hop count in the Mesh, Torus, X-Torus and MX-Torus based on 

data points (Interpacket Arrival Delay) provided in Table 3.16. Overall, Mesh, Torus, X-Torus and 
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MX-Torus experienced a downwards trend throughout the time. MX-Torus hop count was 1.91856 

at 17.07 being lower than Mesh, Torus and X-Torus topologies and continued to decline steadily 

to the end of the time, reaching around 1.78802 at 3.41 and hitting low point of 1.71296 at 1.71 

interpacket arrival delay. Same pattern is also observed for Mesh, Torus and X-Torus topologies. 

 
Table 3.17 Average Hop Count under Hotspot Traffic 

Interpacket Arrival Delay(us) Mesh Torus X-Torus MX-Torus
17.07 3.16822 2.44535 1.96770 1.83187
8.53 2.86186 2.37409 1.95310 1.81803
5.69 2.56708 2.30082 1.91753 1.79469
4.27 2.32875 2.19983 1.87579 1.75669
3.41 2.14647 2.08187 1.83190 1.72110
2.84 1.99732 1.97991 1.78758 1.69184
2.44 1.87563 1.88959 1.74672 1.66475
2.13 1.77394 1.80953 1.70936 1.63768
1.90 1.68587 1.73884 1.67515 1.61230
1.71 1.60838 1.67602 1.64301 1.58878  

 
Figure 3.16 Average Hop Count under Hotspot Traffic 
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Figure 3.16 gives information about the average hop count in the Mesh, Torus, X-Torus and MX-

Torus based on data points (Interpacket Arrival Delay) provided in Table 3.17. Overall, Mesh, 

Torus, X-Torus and MX-Torus experienced a downwards trend throughout the time. MX-Torus 

hop count was 1.83187 at 17.07 being lower than Mesh, Torus and X-Torus topologies and 

continued to decline steadily to the end of the time, reaching around 1.72110 at 3.41 and hitting 

low point of 1.58878 at 1.71 interpacket arrival delay. Same pattern is also observed for Mesh, 

Torus and X-Torus topologies. 

 

3.4 Results and Discussions 
 

This chapter presented an improved version of X-Torus topology, also called as MX-Torus. It is 

well suitable for parallel processing system. Based on results obtained in section 3.3, the proposed 

topology provided better performance in comparison to Mesh, Torus, and X-torus topologies. 

Maximum reduction in end to end delay obtained was 79.75% under uniform traffic. A major 

improvement of 28.12% in average throughput was observed under tornado traffic while average 

hop count was found to reduce by 12.22% under the influence of tornado traffic. The proposed 

topology has better path diversity and can handle fault tolerance of network in an efficient way. 

This topology inherits the properties of Torus as well as X-Torus topologies. In terms of degree, 

diameter, path diversity, average distance and bisectional bandwidth, the proposed topology 

resulted better performance. Due to its enhanced feature and performance it could be a better option 

for the large scale of parallel computing system. In addition, further exploration within the topology 

could result high performance in various quality of service parameter because of an efficient inter 

processor communication. 
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CHAPTER 4 

CENTER CONCENTRATED X-TORUS TOPOLOGY 
 

4.1 Introduction and Motivation 
 

Today, topology design is one of the significant feature which is mainly used in parallel computers 

[59], directly impacting the performance of interconnection network [10, 60]. Although, it has 

better flow control technique or routing algorithm, however, performance of interconnection 

networks relies on efficient bandwidth [61]. Therefore, today researchers focus to design new 

topologies with adequate bisection bandwidth. In addition, designing topology plays an important 

role to make it at one time on network on chip, without modification like other key features such 

as routing algorithm and flow control technique. Therefore, this motivated us and prompted us to 

design simple and efficient topology in comparison to the current topology. As discussed earlier, 

that topology is of two types: one regular and another irregular; however, the con of our study was 

only the regular topology. Regular topology consists of various nodes, in which each node contains 

two things: first routing element and others processing unit. Empirical data reported that initial 

wires could be routed to the destination to improve the performance, and this routing of wires could 

vary application to application. However, the disadvantage of this process is that it is not cost-

effective. To overcome this problem, the concept of tile based architecture (route packets not wires) 

is an efficient as well as effective approach to design network on chip for various processing cores 

[12]. Using this concept researchers have designed various topology [40, 62]. Therefore, we 

proposed a new topology to overcome the drawbacks of center concentrated topologies to improve 

the overall performance of the system. This topology is an improved version of torus family which 

takes lesser time to send packets from source node to destination node and provides high processing 

power to parallel computers. The detailed discussion about the proposed topology is presented in 

section 4.2. In section 4.3 simulation setup parameters and in section 4.4 result have been discussed, 

respectively. 
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4.2 Center Concentrated X-Torus Topology(CCX-Torus) 
 

The proposed topology is another variant of X-Torus topology. In this topology, extra links have 

been introduced to reduce the distance between nodes. For odd parity of proposed topology, only 

one center node while for even parity, 4 center nodes. Equation 4.1, Equation 4.2, Equation 4.3, 

and Equation 4.4 was used to calculate center nodes of even parity topology which is as follows: 

 

   𝐶𝐶𝐶𝐶𝑛𝑛𝐶𝐶𝐶𝐶𝐶𝐶 𝑛𝑛𝑛𝑛𝑛𝑛𝐶𝐶1 =
𝑛𝑛2

2
−
𝑛𝑛
2

                                                                                              (4.1) 

  𝐶𝐶𝐶𝐶𝑛𝑛𝐶𝐶𝐶𝐶𝐶𝐶 𝑛𝑛𝑛𝑛𝑛𝑛𝐶𝐶2 =
𝑛𝑛2

2
+
𝑛𝑛
2

                                                                                              (4.2) 

𝐶𝐶𝐶𝐶𝑛𝑛𝐶𝐶𝐶𝐶𝐶𝐶 𝑛𝑛𝑛𝑛𝑛𝑛𝐶𝐶3 =
𝑛𝑛2

2
−
𝑛𝑛
2
− 1                                                                                       (4.3) 

𝐶𝐶𝐶𝐶𝑛𝑛𝐶𝐶𝐶𝐶𝐶𝐶 𝑛𝑛𝑛𝑛𝑛𝑛𝐶𝐶2 =
𝑛𝑛2

2
+
𝑛𝑛
2
− 1                                                                                       (4.4) 

 

Similarly, the single center node for odd parity topology is given by Equation 4.5 

 

𝐶𝐶𝐶𝐶𝑛𝑛𝐶𝐶𝐶𝐶𝐶𝐶 𝑛𝑛𝑛𝑛𝑛𝑛𝐶𝐶 =
𝑛𝑛2 − 1

2
                                                                                                 (4.5) 
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Figure 4.1 CCX-Torus Topology 

 

Figure 4.1 represents CCX-Torus Topology of odd parity and nodes are represented in coordinated 

form. If it is represented in node id form, the node coordinate (2,2) is equivalent to node id 12. This 

is a 5x5 odd parity topology, representing the value of n as 5. Using the given equation node id of 

center node will be 12 which is used to make extra link to connect the nodes in horizontal and 

vertical edge nodes to reduce the hop count which was originally more than one hop count. This 

helps to reduce the hop count by one and affects the system performance to a good level. 

Topological properties of modified CCX-Torus are compared with Mesh, Torus and X-Torus in 

terms of number of nodes, diameter, bisection width, number of links, degree of various nodes, and 

path diversity. This comparison is described in Table 4.1. 
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Table 4.1 Topological Properties 

 

4.3 Testbed for Testing Center Concentrated X-Torus Topology 
 

In this section authors analyzed the performance parameters of proposed topology. These 

parameters are average throughput, average end to end delay and average hop count. Therefore, 

authors employed windows 10 operating system of 32-bit, equipped intel® Core™ i3 CPU 

M330@2.13 GHZ with 4.00 GB and 2.99GB usable. Another key component used was OMNET++ 

simulator, a component-based C++ simulation library and framework (extensible and modular), 

which is primarily used for building network simulator based on the Eclipse IDE [58]. All the key 

parameters for simulation purpose are shown in Table 4.2, that describes the dimension of topology 

i.e. order of 5. In addition, packet size was 1024 bytes, with data rate of 1 Gbps. Warm up time and 

simulation time was 0.5ms and 0.5s, respectively. Five traffic patterns such as uniform, bit 

complement, neighbor, tornado and hotspot were considered. The proposed topology is compared 

with mesh, torus and x-torus topologies. Simulation results are presented in table and via graphical 

layout. Table 4.3 to Table 4.7 presents Average End to End Delay under various traffic such as 

uniform, bit complement, neighbor, tornado and hotspot respectively. 

 

 Characteristics Mesh Torus X-Torus CCX-Torus 

Number of 

Nodes 

n2 n2 n2 n2 

Diameter 2n-2 n-1 �
𝑛𝑛
2
� + 1 �

𝑛𝑛
2
� + 1 

Bisection 

Width 
n 2n n2 -n n2 +n+1 

Number of 

links 
2n2-2n 2n2 2n2+2�𝑛𝑛

2
�

2
+3�𝑛𝑛

2
� + 1 

 

2n2+2�𝑛𝑛
2
�

2
+3�𝑛𝑛

2
� + 2𝑛𝑛 + 5 

Degree of 

Nodes 
2, 3, 4 4 5, 6 6, 7, 10 

Path Diversity yes yes yes yes 
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Similarly, Table 4.8 to Table 4.12 present Average Throughput, and Table 4.13 to Table 4.17 show 

the Average Hop Count for the same traffic patterns. Corresponding to the tabular information, 

Figure 4.2 to Figure 4.16 represent the graph of Average End to End Delay, Average Throughput 

and Average Hop Count for the same traffic patterns. Results pertaining to the present section are 

discussed in section 4.4. 

 
Table 4.2 Simulation Parameters 

 
 

 

 

 

 

 

 S.no. Parameter Name Value 

1 Rows 5 

2 Coloums 5 

3 Packet size 1024 bytes 

4 Data rate 1Gbps 

5 Simulation time 0.5 s 

6 Warm up time 0.5ms 

7 Simulator OMNeT++ 

8 Traffic Type Uniform, Bit Complement, 

Neighbor, Tornado, Hotspot 

9 Link Delay 0.1 ms 

10 Routing Algorithm Table based Shortest Path 

(Static) 

 



74 
 

Table 4.3 Average End to End Delay under Uniform Traffic 

Interpacket Arrival Delay(us) Mesh Torus X-Torus CCX-Torus
17.07 0.00239 0.00026 0.00021 0.00019
8.53 0.04343 0.01099 0.00136 0.00020
5.69 0.07309 0.02602 0.01646 0.00922
4.27 0.08986 0.05327 0.02579 0.01829
3.41 0.09687 0.08094 0.03678 0.02344
2.84 0.10134 0.09833 0.04901 0.02897
2.44 0.10392 0.10886 0.05994 0.03831
2.13 0.10559 0.11489 0.06929 0.04958
1.90 0.10740 0.11835 0.07682 0.05866
1.71 0.10951 0.12012 0.08408 0.06573  

 
Figure 4.2 Average End to End Delay under Uniform Traffic 

 

Figure 4.2 shows the average end to end delay in the Mesh, Torus, X-Torus and CCX-Torus based 

on data points (Interpacket Arrival Delay) provided in Table 4.3. The end to end delay of Torus 

and Mesh showed a steady but significant rise over the interpacket arrival delay, while in X-torus 

and MX-Torus the end to end delay rose gradually. At 8.53 the end to end delay of X-Torus and 

CCX-Torus were 0.00136 μs and 0.00020 μs respectively. Torus’s delay increased sharply 

throughout the time, exceeding Mesh topology delay and reaching almost 0.12012 μs at the end of 
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the time. In the meantime, the average end to end delay of X-torus and CCX-Torus grew to 0.01646 

μs and 0.00922 μs at 5.69 respectively and then increased gradually until 1.71. 

 
Table 4.4 Average End to End Delay under Bit Complement Traffic   

Interpacket Arrival Delay(us) Mesh Torus X-Torus CCX-Torus
17.07 0.07701 0.00026 0.00021 0.00020
8.53 0.15696 0.07684 0.03851 0.03850
5.69 0.18478 0.12905 0.10127 0.10126
4.27 0.20007 0.15683 0.13598 0.13597
3.41 0.20916 0.17350 0.15681 0.15680
2.84 0.21510 0.18462 0.17069 0.17069
2.44 0.21933 0.19256 0.18061 0.18061
2.13 0.22249 0.19853 0.18806 0.18805
1.90 0.22499 0.20317 0.19384 0.19384
1.71 0.22706 0.20688 0.19847 0.19847  

 
Figure 4.3 Average End to End Delay under Bit Complement Traffic   

 

Figure 4.3 illustrates the average end to end delay in the Mesh, Torus, X-Torus and CCX-Torus 

based on data points (Interpacket Arrival Delay) provided in Table 4.4. In starting the end to end 

delay of Mesh, Torus, X-Torus and CCX-Torus rose significantly and then increased gently over 
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the interpacket arrival delay. At 17.07 the end to end delay of Torus, X-Torus and CCX-Torus were 

nearly 0.00026 μs, 0.00021 μs and 0.00020 μs respectively. Delay of X-Torus and CCX-Torus are 

almost same. Mesh’s delay increased sharply at 2.84, exceeding Torus topology’s delay and 

reaching almost 0.22706 μs at the end of the time. In the meantime, the average end to end delay 

of X-Torus and CCX-Torus gradually grew to 0.19847 μs at 1.71. 

 
Table 4.5 Average End to End Delay under Neighbor Traffic 

Interpacket Arrival Delay(us) Mesh Torus X-Torus CCX-Torus
17.07 0.00021 0.00013 0.00013 0.00013
8.53 0.00977 0.00971 0.00971 0.00971
5.69 0.08349 0.08344 0.08344 0.08344
4.27 0.12515 0.12509 0.12509 0.12509
3.41 0.15014 0.15009 0.15009 0.15009
2.84 0.16681 0.16675 0.16675 0.16675
2.44 0.17871 0.17865 0.17865 0.17865
2.13 0.18764 0.18758 0.18758 0.18758
1.90 0.19458 0.19453 0.19453 0.19453
1.71 0.20014 0.20008 0.20008 0.20008  

 
Figure 4.4 Average End to End Delay under Neighbor Traffic 
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Figure 4.4 gives information about the average end to end delay in the Mesh, Torus, X-Torus and 

CCX-Torus based on data points (Interpacket Arrival Delay) provided in Table 4.5. In starting the 

end to end delay of Mesh, Torus, X-Torus and CCX-Torus experienced a gradual rise and then 

increased dramatically over the interpacket arrival delay. At 17.07 the end to end delay of Torus, 

X-Torus and CCX-Torus were 0.00013 μs. Delay of Torus, X-Torus and CCX-Torus are almost 

same. Mesh’s delay increased gently at 8.53, exceeding Torus, X-Torus, and CCX-Torus 

topologies’ delay and reaching almost 0.20014 μs at the end of the time. In the meantime, the 

average end to end delay of Torus, X-Torus and CCX-Torus gradually grew to 0.20008 μs at 1.71. 

 
Table 4.6 Average End to End Delay under Tornado Traffic 

Interpacket Arrival Delay(us) Mesh Torus X-Torus CCX-Torus
17.07 0.19439 0.22507 0.05845 0.02592
8.53 0.21023 0.23804 0.12732 0.08894
5.69 0.21678 0.24140 0.16533 0.13748
4.27 0.22135 0.24304 0.18432 0.16331
3.41 0.22482 0.24414 0.19553 0.17873
2.84 0.22755 0.24492 0.20304 0.18910
2.44 0.22975 0.24556 0.20848 0.19663
2.13 0.23157 0.24613 0.21266 0.20237
1.90 0.23310 0.24654 0.21599 0.20693
1.71 0.23440 0.24701 0.21872 0.21064  
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Figure 4.5 Average End to End Delay under Tornado Traffic 

 

Figure 4.5 describes the average end to end delay in the Mesh, Torus, X-Torus and CCX-Torus 

based on data points (Interpacket Arrival Delay) provided in Table 4.6. In starting the end to end 

delay of Mesh, Torus, X-Torus and CCX-Torus showed a gradual increase and then remained 

almost steady over the interpacket arrival delay. At 5.69 the end to end delay of Mesh and Torus 

were 0.21678 μs and 0.24140 μs and then rose gently to 0.23440 μs and 0.24701 μs at the end of 

time respectively. In the meantime, the average end to end delay of X-Torus and CCX-Torus 

increased considerably to 0.20304 μs and 0.18910 μs at 2.84 respectively and then rose gently to 

0.21872 μs and 0.21064 μs at 1.71 respectively. 
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Table 4.7 Average End to End Delay under Hotspot Traffic 

Interpacket Arrival Delay(us) Mesh Torus X-Torus CCX-Torus
17.07 0.00814 0.00227 0.00021 0.00084
8.53 0.04593 0.01680 0.00442 0.00498
5.69 0.07254 0.02580 0.01427 0.00897
4.27 0.08862 0.05244 0.02351 0.01458
3.41 0.09557 0.07955 0.03556 0.02015
2.84 0.10089 0.09610 0.04894 0.02659
2.44 0.10441 0.10782 0.06059 0.03633
2.13 0.10645 0.11513 0.07038 0.04832
1.90 0.10825 0.11958 0.07814 0.05793
1.71 0.11052 0.12225 0.08517 0.06562  

 
Figure 4.6 Average End to End Delay under Hotspot Traffic 

 

Figure 4.6 indicates the average end to end delay in the Mesh, Torus, X-Torus and CCX-Torus 

based on data points (Interpacket Arrival Delay) provided in Table 4.7. The end to end delay of 

Torus and Mesh increased significantly over the interpacket arrival delay, while in X-torus and 

CCX-Torus the end to end delay rose gradually. At 8.53 the end to end delay of X-Torus and CCX-

Torus were 0.00442 μs and 0.00498 μs respectively. Torus’s delay increased sharply throughout 

the time, exceeding Mesh topology delay and reaching almost 0.12225 μs at the end of the time. In 
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the meantime, the average end to end delay of X-torus and CCX-Torus grew to 0.02351 μs and 

0.01458 μs at 4.27 respectively and then experienced a significant rise until 1.71. 

 
Table 4.8 Average Throughput under Uniform Traffic   

Interpacket Arrival Delay(us) Mesh Torus X-Torus CCX-Torus
17.07 58061.52 58562.48 58567.83 58570.07
8.53 90463.99 111655.91 116571.67 117138.38
5.69 103380.32 149966.08 161123.82 168016.77
4.27 109051.59 169907.41 199149.69 210279.52
3.41 114654.80 173585.03 229235.51 250053.75
2.84 119390.38 174261.33 251530.40 285781.14
2.44 124002.47 174215.65 268674.31 313048.03
2.13 128169.50 174991.33 282345.84 332246.35
1.90 131656.36 176402.24 293940.15 348941.91
1.71 134041.22 178252.85 302420.27 364127.39  

 
Figure 4.7 Average Throughput under Uniform Traffic  

 

Figure 4.7 shows the average throughput in the Mesh, Torus, X-Torus and CCX-Torus based on 

data points (Interpacket Arrival Delay) provided in Table 4.8. The average throughput of X-Torus 
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and CCX-Torus showed a steady but significant rise over the interpacket arrival delay, while in 

Mesh and Torus the average throughput rose gradually. At 8.53 the average throughput of Torus, 

X-Torus and MX-Torus were 111655.91 KBps, 116571.67 KBps and 117138.38 KBps 

respectively. CCX-Torus’ throughput increased sharply throughout the time, exceeding X-Torus, 

Torus and Mesh topologies throughput and reaching almost 364127.39 KBps at the end of the 

period. In the meantime, the average throughput of Torus and Mesh grew to 169907.41 KBps and 

109051.59 KBps at 4.27 respectively and then remained steady until 1.71. 

 
Table 4.9 Average Throughput under Bit Complement Traffic 

Interpacket Arrival Delay(us) Mesh Torus X-Torus CCX-Torus
17.07 40592.63 58562.07 58568.31 58569.43
8.53 43720.08 81217.67 99178.61 99180.69
5.69 46063.72 85123.30 104646.45 104648.69
4.27 47182.17 87466.04 106990.20 106992.28
3.41 48462.01 89809.23 109333.94 109336.02
2.84 49977.18 92153.01 111677.81 111679.89
2.44 51658.28 94496.26 114021.34 114023.42
2.13 53459.83 96839.91 116365.16 116367.24
1.90 55352.38 99183.41 118709.00 118711.08
1.71 57314.37 101526.67 121052.42 121054.50  
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Figure 4.8 Average Throughput under Bit Complement Traffic 

 

Figure 4.8 illustrates the average throughput in the Mesh, Torus, X-Torus and CCX-Torus based 

on data points (Interpacket Arrival Delay) provided in Table 4.9. In starting, the average throughput 

of Torus, X-Torus and CCX-Torus experienced a significant trend over the interpacket arrival delay 

and then increased, while in Mesh the average throughput rose gradually. At 8.53 the average 

throughput of X-Torus and CCX-Torus were nearly 99178.61 KBps and 99180.69 KBps 

respectively. CCX-Torus’ throughput increased sharply throughout the time, exceeding X-Torus, 

Torus and Mesh topologies throughput and reaching almost 121054.50 KBps at the end of the 

period. In the meantime, the average throughput of Torus and Mesh grew to 81217.67 KBps and 

43720.08 KBps at 8.53 respectively and then rose gradually until 1.71. 
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Table 4.10 Average Throughput under Neighbor Traffic 

Interpacket Arrival Delay(us) Mesh Torus X-Torus CCX-Torus
17.07 58568.31 58577.43 58577.43 58577.43
8.53 112654.63 112666.64 112666.64 112666.64
5.69 117145.45 117158.00 117158.00 117158.00
4.27 117145.31 117157.92 117157.92 117157.92
3.41 117145.43 117157.91 117157.91 117157.91
2.84 117145.48 117158.03 117158.03 117158.03
2.44 117145.25 117158.05 117158.05 117158.05
2.13 117145.32 117158.12 117158.12 117158.12
1.90 117145.40 117158.28 117158.28 117158.28
1.71 117145.39 117158.19 117158.19 117158.19  

 
Figure 4.9 Average Throughput under Neighbor Traffic 

 

Figure 4.9 gives information about the average throughput in the Mesh, Torus, X-Torus and CCX-

Torus based on data points (Interpacket Arrival Delay) provided in Table 4.10. In starting, the 

average throughput of Mesh, Torus, X-Torus and CCX-Torus showed a significant rise over the 

interpacket arrival delay and then remained same. At 17.07 the average throughput of Torus, X-
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meantime, the average throughput of Mesh grew to 112654.63 KBps at 8.53 and then rose gradually 

to 117145.45 KBps at 5.69. However, it remained the same at end of the time. 

 
Table 4.11 Average Throughput under Tornado Traffic 

Interpacket Arrival Delay(us) Mesh Torus X-Torus CCX-Torus
17.07 58638.35 29333.92 202842.77 254251.56
8.53 57048.39 25691.91 209932.06 305694.52
5.69 55897.85 23245.90 204420.76 303743.95
4.27 55028.57 21235.91 199964.78 299041.57
3.41 54348.57 19553.92 196649.58 295520.37
2.84 53802.63 18121.94 194060.99 292769.48
2.44 53354.28 16891.96 191974.76 290546.13
2.13 52979.91 15823.97 190252.08 288710.31
1.90 52661.98 14880.00 188805.14 287165.91
1.71 52389.58 17054.36 187565.91 285851.07  

 
Figure 4.10 Average Throughput under Tornado Traffic 

 

Figure 4.10 indicates the average throughput in the Mesh, Torus, X-Torus and CCX-Torus based 

on data points (Interpacket Arrival Delay) mentioned in Table 4.11. In the beginning, the average 
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throughput of X-Torus and CCX-Torus showed a significant rise and then experienced a gradual 

decrease over the interpacket arrival delay, while in Mesh and Torus the average throughput fell 

gradually. At 8.53 the average throughput of X-Torus and CCX-Torus were 209932.06 KBps, and 

305694.52 KBps respectively. CCX-Torus’ throughput decreased gently throughout the time, 

exceeding X-Torus, Torus and Mesh topologies throughput and reaching almost 285851.07 KBps 

at the end of the period. In the meantime, the average throughput of Mesh, Torus and X-Torus 

declined gradually to 55897.85 KBps, 23245.90 KBps and 204420.76 KBps at 5.69 respectively 

and then remained almost same until 1.71. 

 
Table 4.12 Average Throughput under Hotspot Traffic 

Interpacket Arrival Delay(us) Mesh Torus X-Torus CCX-Torus
17.07 55079.43 57406.63 58567.24 58111.11
8.53 84914.95 103012.32 113028.23 110424.73
5.69 99081.62 140841.36 157725.60 159832.36
4.27 105515.98 159733.65 194509.62 203354.02
3.41 111398.23 163831.59 222351.27 242363.03
2.84 115827.19 166145.93 242313.42 276777.26
2.44 120024.39 166655.99 257657.10 303543.07
2.13 124134.58 167330.93 270167.08 322022.19
1.90 127625.49 168573.44 281113.36 338283.74
1.71 129960.14 170252.29 289936.28 352990.04  
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Figure 4.11 Average Throughput under Hotspot Traffic 

 

Figure 4.11 describes the average throughput in the Mesh, Torus, X-Torus and CCX-Torus based 

on data points (Interpacket Arrival Delay) provided in Table 4.12. The average throughput of X-

Torus and CCX-Torus showed a steady but significant rise over the interpacket arrival delay, while 

in Mesh and Torus the average throughput rose gradually. At 4.27 the average throughput of Torus, 

X-Torus and CCX-Torus were 159733.65 KBps, 194509.62 KBps and 203354.02 KBps 

respectively. CCX-Torus’ throughput rose sharply throughout the time, exceeding X-Torus, Torus 

and Mesh topologies throughput and reaching almost 352990.04 KBps at the end of the period. In 

the meantime, the average throughput of Torus and Mesh increased until 3.41 and then remained 

same till 1.71. 
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Table 4.13 Average Hop Count under Uniform Traffic 

Interpacket Arrival Delay(us) Mesh Torus X-Torus CCX-Torus
17.07 3.18904 2.40158 1.95245 1.78852
8.53 2.86184 2.36803 1.94882 1.78850
5.69 2.54338 2.28315 1.89571 1.75959
4.27 2.29060 2.18022 1.84574 1.71887
3.41 2.10101 2.05743 1.79810 1.68744
2.84 1.94998 1.94852 1.75056 1.65981
2.44 1.82617 1.85090 1.70613 1.63161
2.13 1.72065 1.76578 1.66496 1.60179
1.90 1.63042 1.69134 1.62696 1.57336
1.71 1.54987 1.62522 1.59081 1.54652  

 
Figure 4.12 Average Hop Count under Uniform Traffic 

 

Figure 4.12 shows the average hop count in the Mesh, Torus, X-Torus and CCX-Torus based on 

data points (Interpacket Arrival Delay) provided in Table 4.13. Overall, Mesh, Torus, X-Torus and 

CCX-Torus experienced a downwards trend throughout the time. CCX-Torus hop count was 

1.78852 at 17.07 being lower than Mesh, Torus and X-Torus topologies and continued to decline 

steadily to the end of the time, reaching around 1.68744 at 3.41 and hitting low point of 1.54652 at 
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1.71 interpacket arrival delay. Same pattern is also observed for Mesh, Torus and X-Torus 

topologies. 

 
Table 4.14 Average Hop Count under Bit Complement Traffic 

Interpacket Arrival Delay(us) Mesh Torus X-Torus CCX-Torus
17.07 4.80 2.40 1.92 1.84
8.53 4.80 2.40 1.92 1.84
5.69 4.80 2.40 1.92 1.84
4.27 4.80 2.40 1.92 1.84
3.41 4.80 2.40 1.92 1.84
2.84 4.80 2.40 1.92 1.84
2.44 4.80 2.40 1.92 1.84
2.13 4.80 2.40 1.92 1.84
1.90 4.80 2.40 1.92 1.84
1.71 4.80 2.40 1.92 1.84  

 
Figure 4.13 Average Hop Count under Bit Complement Traffic 

 

Figure 4.13 describes the average hop count in the Mesh, Torus, X-Torus and CCX-Torus based 

on data points (Interpacket Arrival Delay) provided in Table 4.14. In general, Mesh, Torus, X-

Torus and CCX-Torus experienced a constant trend throughout the time. The average hop count of 
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Mesh, Torus, X-Torus, and CCX-Torus was 4.8, 2.4, 1.92, and 1.84 respectively. Hop count of 

CCX-Torus topology was smaller than other mentioned topologies and found to be 1.84 throughout 

the time. 

 
Table 4.15 Average Hop Count under Neighbor Traffic 

Interpacket Arrival Delay(us) Mesh Torus X-Torus CCX-Torus
17.07 1.92 1.2 1.2 1.2
8.53 1.92 1.2 1.2 1.2
5.69 1.92 1.2 1.2 1.2
4.27 1.92 1.2 1.2 1.2
3.41 1.92 1.2 1.2 1.2
2.84 1.92 1.2 1.2 1.2
2.44 1.92 1.2 1.2 1.2
2.13 1.92 1.2 1.2 1.2
1.90 1.92 1.2 1.2 1.2
1.71 1.92 1.2 1.2 1.2  

 
Figure 4.14 Average Hop Count under Neighbor Traffic 

 

Figure 4.14 provides the information about the average hop count in the Mesh, Torus, X-Torus and 

CCX-Torus based on data points (Interpacket Arrival Delay) provided in Table 4.15. In general, 
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Mesh, Torus, X-Torus and CCX-Torus experienced a constant trend throughout the time. CCX-

Torus, X-Torus and Torus’ hop count was 1.2. Hop count of Mesh topology was higher than other 

mentioned topologies and found to be 1.92 throughout the time. 

 
Table 4.16 Average Hop Count under Tornado Traffic 

Interpacket Arrival Delay(us) Mesh Torus X-Torus CCX-Torus
17.07 3.98713 3.19875 2.18578 1.88461
8.53 3.36801 3.01152 2.15519 1.89306
5.69 3.07285 2.81700 2.09531 1.84297
4.27 2.91139 2.68167 2.04872 1.80417
3.41 2.81101 2.58443 2.01359 1.77585
2.84 2.74287 2.51120 1.98604 1.75417
2.44 2.69375 2.45418 1.96382 1.73699
2.13 2.65661 2.40799 1.94549 1.72303
1.90 2.62774 2.37030 1.93011 1.71144
1.71 2.60471 2.33879 1.91700 1.70166  

 
Figure 4.15 Average Hop Count under Tornado Traffic 

 

Figure 4.15 shows the average hop count in the Mesh, Torus, X-Torus and CCX-Torus based on 

data points (Interpacket Arrival Delay) provided in Table 4.16. Overall, Mesh, Torus, X-Torus and 
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CCX-Torus experienced a downwards trend throughout the time. CCX-Torus hop count was 

1.88461 at 17.07 being lower than Mesh, Torus and X-Torus topologies and continued to decline 

steadily to the end of the time, reaching around 1.77585 at 3.41 and hitting low point of 1.70166 at 

1.71 interpacket arrival delay. Same pattern is also observed for Mesh, Torus and X-Torus 

topologies. 

 
Table 4.17 Average Hop Count under Hotspot Traffic 

Interpacket Arrival Delay(us) Mesh Torus X-Torus CCX-Torus
17.07 3.16822 2.44535 1.96770 1.77910
8.53 2.86186 2.37409 1.95310 1.76854
5.69 2.56708 2.30082 1.91753 1.75354
4.27 2.32875 2.19983 1.87579 1.72891
3.41 2.14647 2.08187 1.83190 1.70280
2.84 1.99732 1.97991 1.78758 1.67830
2.44 1.87563 1.88959 1.74672 1.65463
2.13 1.77394 1.80953 1.70936 1.62866
1.90 1.68587 1.73884 1.67515 1.60376
1.71 1.60838 1.67602 1.64301 1.58039  

 
Figure 4.16 Average Hop Count under Hotspot Traffic 
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Figure 4.16 gives information about the average hop count in the Mesh, Torus, X-Torus and CCX-

Torus based on data points (Interpacket Arrival Delay) provided in Table 4.17. Overall, Mesh, 

Torus, X-Torus and CCX-Torus experienced a downwards trend throughout the time. CCX-Torus 

hop count was 1.77910 at 17.07 being lower than Mesh, Torus and X-Torus topologies and 

continued to decline steadily to the end of the time, reaching around 1.70280 at 3.41 and hitting 

low point of 1.58039 at 1.71 interpacket arrival delay. Same pattern is also observed for Mesh, 

Torus and X-Torus topologies. 

 

4.4 Results and Discussions 
 

This chapter resulted an improved version of X-Torus topology which we call CCX-Torus. It is 

well suitable for parallel processing system. Based on results obtained, as presented in section 4.3, 

the proposed topology revealed better performance in comparison to Mesh, Torus, and X-torus 

topologies. Maximum reduction in end to end delay obtained was 85.27% under uniform traffic. A 

major improvement was observed in average throughput which was 34.38% under tornado traffic 

while average hop count was reduced by 13.77% under the influence of tornado traffic. The 

proposed topology provides better path diversity and can handle fault tolerance of network in 

efficient way. This topology inherits the properties of Torus as well as X-Torus topologies. In terms 

of degree, diameter, path diversity, average distance and bisectional bandwidth the proposed 

topology provided better performance. Due to its enhanced feature and performance it could be a 

better option for the large scale of parallel computing system. In addition, because of efficient inter 

processor communication, it is proposed to explore the topology to attain high performance in 

varied quality of service parameter. 
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CHAPTER 5 

A HEXAGONAL X-TORUS TOPOLOGY FOR NETWORKS ON 

CHIP 
 

5.1 Introduction and Motivation 
 

With an immense advancement of VLSI technology, the demand for the parallel computer has 

increased. There are two types of parallel computers, namely, tightly coupled and loosely coupled. 

Loosely coupled parallel computers are also known as “multicomputer system”. A major demand 

of multicomputer system has been observed and reported due to its capacity and capability of 

multitasking such as scientific calculation, earthquake prediction, and weather forecasting etc. 

Designing of large scale parallel systems are in huge requirement to significantly reduce the 

communication delay between the processors to handle vast calculations [63]. Therefore, in such 

scenario an intelligent interconnection network becomes an integral concern [64]. The 

interconnection network should adhere cost-effectiveness, reliability, and scalability. Published 

data reveals that many aspects of the interconnection network have been examined in the past such 

as performance, routing, fault tolerance, and scalability [1, 47, 60, 65]. Since the performance 

norms, cost constraints, execution environment and application area of each network is different, 

therefore it is difficult to decide the best network. The torus based topologies are most suitable 

because of its topological properties like low diameter, high bisectional bandwidth, path diversity 

and fault tolerance[66]. In recent years, to increase the performance of torus topology, various 

changes have been made. Many variations of Torus topology have occurred such as Twisted Torus, 

Folded Torus, Dtorus, CC-Torus, X-Torus and XX-Torus [22, 40, 44]. These are some variants of 

Torus topology which are designed to reduce the diameter and average distance of the network. 

However, multicomputer system requires higher processing power that increases the 

communication overhead to a great level [67]. Therefore, to overcome such mentioned problems, 

an impressive topology is required which have improved topological properties like diameter, 

average distance, degree, path diversity, and node degree for faster interprocessor communication. 

In this chapter, we have proposed an improved topology to achieve faster communication between 
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processors. This topology is called Hexagonal X-Torus topology. This chapter covers the proposed 

topology Hexagonal X-Torus and is discussed in section 5.2 and its performance is tested using 

parameters which are given in section 5.3 and results have been discussed in section 5.4. 

 

5.2 Hexagonal X-Torus Topology(HX-Torus) 
 

This proposed topology is based on X-Torus topology which is already described in CHAPTER 2. 

In this topology, extra links have been added to connect adjacent diagonal nodes of the four corners 

to reduce the hop count by one. It helped to improve the overall performance of parallel processing 

system. Figure 5.1 shows HX-Torus topology where nodes are represented in coordinate form and 

Figure 4.2 describes node id form. Extra links which are used to reduce the hop count are 

represented by the Equation as given below. Here, 5x5 topology was considered with ‘n’ as 5. This 

indicated that node id 1 is connected to node id 5 and so on. This helps to reduce the hop count by 

one and significantly influences the system performance to a better standard. Topological 

properties of HX-Torus are compared with Mesh, Torus and X-Torus in terms of number of nodes, 

diameter, bisection width, number of links, degree of various nodes, and path diversity [57] and is 

tabulated in Table 5.1. 

 

1 ↔ 𝑛𝑛                                                                                                                  (5.1) 

𝑛𝑛 − 2 ↔ 2𝑛𝑛 − 1                                                                                               (5.2) 

𝑛𝑛(𝑛𝑛 − 2) ↔ 𝑛𝑛(𝑛𝑛 − 1) + 1                                                                             (5.3) 

𝑛𝑛(𝑛𝑛 − 1) − 1 ↔ 𝑛𝑛2 − 2                                                                                  (5.4) 
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Figure 5.1 HX-Torus Topology 

 

0 1 2 3 4 

5 6 7 8 9 

10 11 12 13 14 

15 16 17 18 19 

20 21 22 23 24 

 

Figure 5.2 Node Id Form 
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Table 5.1 Topological Properties 

Characteristics Mesh Torus X-Torus HX-Torus 

Number of Nodes n2 n2 n2 n2 

Diameter 2n-2 n-1 �
𝑛𝑛
2
� + 1 �

𝑛𝑛
2
� + 1 

Bisection Width n 2n n2 -n n2 +n+1 

Number of links 2n2-2n 2n2 2n2+2�𝑛𝑛
2
�
2
+3�𝑛𝑛

2
� +

1 
 

2n2+2�𝑛𝑛
2
�
2
+3�𝑛𝑛

2
� + 2𝑛𝑛 + 9 

Degree of Nodes 2, 3, 4 4 5, 6 6, 7, 10 

Path Diversity yes yes yes yes 

 

5.3 Testbed for Testing Hexagonal X-Torus Topology 
 

In this section, authors analyzed the performance parameters of proposed topology. These 

parameters are average throughput, average end to end delay and average hop count. Therefore, 

windows 10 operating system of 32-bit, equipped intel® Core™ i3 CPU M330@2.13 GHZ with 

4.00 GB and 2.99GB usable was employed in the study. Another key component was OMNET++ 

simulator, a component-based C++ simulation library and framework (extensible and modular), 

primarily used for building network simulator based on the Eclipse IDE. All the proposed key 

parameters for simulation are shown in Table 5.2, describing the dimension of topology which is 

order of 5. Packet size of 1024 bytes, and data rate of 1 Gbps with the warm up time and simulation 

time of 0.5ms and 0.5s, respectively. Five traffic patterns such as uniform, bit complement, 

neighbor, tornado and hotspot were considered by the authors. The proposed topology was 

compared with mesh, torus and x-torus topologies [68]. Simulation results are presented in tabular 

as well as via graphical layout. Table 5.3 to Table 5.7 presents Average End to End Delay under 
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various traffic such as uniform, bit complement, neighbor, tornado and hotspot. Similarly, Table 

5.8 to Table 5.12 presents Average Throughput and Table 5.13 to Table 5.17 shows Average Hop 

Count for the same traffic patterns. In addition, Figure 5.3 to Figure 4.17 represents the graph of 

Average End to End Delay, Average Throughput and Average Hop Count for the same traffic 

patterns, as mentioned. Furthermore, the corresponding results are discussed in section 5.4. 

 
Table 5.2 Simulation Parameters 

 
 

 

 

 

 

 

 S.no. Parameter Name Value 

1 Rows 5 

2 Coloums 5 

3 Packet size 1024 bytes 

4 Data rate 1Gbps 

5 Simulation time 0.5 s 

6 Warm up time 0.5ms 

7 Simulator OMNeT++ 

8 Traffic Type Uniform, Bit Complement, 

Neighbor, Tornado, Hotspot 

9 Link Delay 0.1 ms 

10 Routing Algorithm Table based Shortest Path 

(Static) 
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Table 5.3 Average End to End Delay under Uniform Traffic 

Interpacket Arrival Delay(us) Mesh Torus X-Torus HX-Torus
17.07 0.00239 0.00026 0.00021 0.00019
8.53 0.04343 0.01099 0.00136 0.00019
5.69 0.07309 0.02602 0.01646 0.00359
4.27 0.08986 0.05327 0.02579 0.01212
3.41 0.09687 0.08094 0.03678 0.01628
2.84 0.10134 0.09833 0.04901 0.02117
2.44 0.10392 0.10886 0.05994 0.02986
2.13 0.10559 0.11489 0.06929 0.04173
1.90 0.10740 0.11835 0.07682 0.05233
1.71 0.10951 0.12012 0.08408 0.06030  

 
Figure 5.3Average End to End Delay under Uniform Traffic  

 

Figure 5.3 shows the average end to end delay in the Mesh, Torus, X-Torus and HX-Torus based 

on data points (Interpacket Arrival Delay) provided in Table 5.3. The end to end delay of Torus 

and Mesh showed a steady but significant rise over the interpacket arrival delay, while in X-torus 

and HX-Torus the end to end delay rose gradually. At 8.53 the end to end delay of X-Torus and 

HX-Torus were 0.00136 μs and 0.00019 μs respectively. Torus’s delay increased sharply 

throughout the time, exceeding Mesh topology delay and reaching almost 0.12012 μs at the end of 

0.00

0.02

0.04

0.06

0.08

0.10

0.12

0.14

17.07 8.53 5.69 4.27 3.41 2.84 2.44 2.13 1.90 1.71Av
er

ag
e 

E
nd

 to
 E

nd
 D

el
ay

 (µ
s)

 

Interpacket Arrival Delay (µs)

Mesh Torus X-Torus HX-Torus



99 
 

the time. In the meantime, the average end to end delay of X-torus and HX-Torus grew to 0.01646 

μs and 0.00359 μs at 5.69 respectively and then increased gradually until 1.71. 

 
Table 5.4 Average End to End Delay under Bit Complement Traffic 

Interpacket Arrival Delay(us) Mesh Torus X-Torus HX-Torus
17.07 0.07701 0.00026 0.00021 0.00018
8.53 0.15696 0.07684 0.03851 0.05764
5.69 0.18478 0.12905 0.10127 0.11512
4.27 0.20007 0.15683 0.13598 0.14637
3.41 0.20916 0.17350 0.15681 0.16512
2.84 0.21510 0.18462 0.17069 0.17762
2.44 0.21933 0.19256 0.18061 0.18655
2.13 0.22249 0.19853 0.18806 0.19325
1.90 0.22499 0.20317 0.19384 0.19847
1.71 0.22706 0.20688 0.19847 0.20263  

 
Figure 5.4 Average End to End Delay under Bit Complement Traffic 

 

Figure 5.4 illustrates the average end to end delay in the Mesh, Torus, X-Torus and HX-Torus 

based on data points (Interpacket Arrival Delay) provided in Table 5.4. In starting the end to end 
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interpacket arrival delay. At 17.07 the end to end delay of Torus, X-Torus and HX-Torus were 

nearly 0.00026 μs, 0.00021 μs and 0.00018 μs respectively. Delay of HX-Torus is slightly higher 

than X-Torus. Mesh’s delay increased sharply at 2.84, exceeding Torus topology’s delay and 

reaching almost 0.22706 μs at the end of the time. In the meantime, the average end to end delay 

of X-Torus and HX-Torus gradually grew to 0.19847 μs and 0.20263 μs at 1.71. 

 
Table 5.5 Average End to End Delay under Neighbor Traffic 

Interpacket Arrival Delay(us) Mesh Torus X-Torus HX-Torus
17.07 0.00021 0.00013 0.00013 0.00013
8.53 0.00977 0.00971 0.00971 0.00971
5.69 0.08349 0.08344 0.08344 0.08344
4.27 0.12515 0.12509 0.12509 0.12509
3.41 0.15014 0.15009 0.15009 0.15009
2.84 0.16681 0.16675 0.16675 0.16675
2.44 0.17871 0.17865 0.17865 0.17865
2.13 0.18764 0.18758 0.18758 0.18758
1.90 0.19458 0.19453 0.19453 0.19453
1.71 0.20014 0.20008 0.20008 0.20008  

 
Figure 5.5 Average End to End Delay under Neighbor Traffic 
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Figure 5.5 gives information about the average end to end delay in the Mesh, Torus, X-Torus and 

HX-Torus based on data points (Interpacket Arrival Delay) provided in Table 5.5. In starting the 

end to end delay of Mesh, Torus, X-Torus and HX-Torus experienced a gradual rise and then 

increased dramatically over the interpacket arrival delay. At 17.07 the end to end delay of Torus, 

X-Torus and HX-Torus were 0.00013 μs. Delay of Torus, X-Torus and HX-Torus are almost same. 

Mesh’s delay increased gently at 8.53, exceeding Torus, X-Torus, and HX-Torus topologies’ delay 

and reaching almost 0.20014 μs at the end of the time. In the meantime, the average end to end 

delay of Torus, X-Torus and HX-Torus gradually grew to 0.20008 μs at 1.71. 

 
Table 5.6 Average End to End Delay under Tornado Traffic 

Interpacket Arrival Delay(us) Mesh Torus X-Torus HX-Torus
17.07 0.19439 0.22507 0.05845 0.02297
8.53 0.21023 0.23804 0.12732 0.07072
5.69 0.21678 0.24140 0.16533 0.12511
4.27 0.22135 0.24304 0.18432 0.15479
3.41 0.22482 0.24414 0.19553 0.17250
2.84 0.22755 0.24492 0.20304 0.18435
2.44 0.22975 0.24556 0.20848 0.19289
2.13 0.23157 0.24613 0.21266 0.19935
1.90 0.23310 0.24654 0.21599 0.20444
1.71 0.23440 0.24701 0.21872 0.20855  
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Figure 5.6 Average End to End Delay under Tornado Traffic 

 

Figure 5.6 describes the average end to end delay in the Mesh, Torus, X-Torus and HX-Torus based 

on data points (Interpacket Arrival Delay) provided in Table 5.6. In starting the end to end delay 

of Mesh, Torus, X-Torus and HX-Torus showed a gradual increase and then remained almost 

steady over the interpacket arrival delay. At 5.69 the end to end delay of Mesh and Torus were 

0.21678 μs and 0.24140 μs and then rose gently to 0.23440 μs and 0.24701 μs at the end of time 

respectively. In the meantime, the average end to end delay of X-Torus and HX-Torus increased 

considerably to 0.20304 μs and 0.18435 μs at 2.84 respectively and then rose gently to 0.21872 μs 

and 0.20855 μs at 1.71 respectively. 
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Table 5.7 Average End to End Delay under Hotspot Traffic 

Interpacket Arrival Delay(us) Mesh Torus X-Torus HX-Torus
17.07 0.00814 0.00227 0.00021 0.00071
8.53 0.04593 0.01680 0.00442 0.00485
5.69 0.07254 0.02580 0.01427 0.00552
4.27 0.08862 0.05244 0.02351 0.01024
3.41 0.09557 0.07955 0.03556 0.01311
2.84 0.10089 0.09610 0.04894 0.01805
2.44 0.10441 0.10782 0.06059 0.02760
2.13 0.10645 0.11513 0.07038 0.03950
1.90 0.10825 0.11958 0.07814 0.04997
1.71 0.11052 0.12225 0.08517 0.05842  

 
Figure 5.7 Average End to End Delay under Hotspot Traffic 

 

Figure 5.7 indicates the average end to end delay in the Mesh, Torus, X-Torus and HX-Torus based 

on data points (Interpacket Arrival Delay) provided in Table 5.7. The end to end delay of Torus 

and Mesh increased significantly over the interpacket arrival delay, while in X-torus and HX-Torus 

the end to end delay rose gradually. At 8.53 the end to end delay of X-Torus and HX-Torus were 

0.00442 μs and 0.00485 μs respectively. Torus’s delay increased sharply throughout the time, 

exceeding Mesh topology delay and reaching almost 0.12225 μs at the end of the time. In the 
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meantime, the average end to end delay of X-torus and HX-Torus grew to 0.02351 μs and 0.01024 

μs at 4.27 respectively and then experienced a significant rise until 1.71. 

 
Table 5.8 Average Throughput under Uniform Traffic 

Interpacket Arrival Delay(us) Mesh Torus X-Torus HX-Torus
17.07 58061.52 58562.48 58567.83 58570.55
8.53 90463.99 111655.91 116571.67 117141.43
5.69 103380.32 149966.08 161123.82 172999.02
4.27 109051.59 169907.41 199149.69 219569.92
3.41 114654.80 173585.03 229235.51 264492.95
2.84 119390.38 174261.33 251530.40 304973.85
2.44 124002.47 174215.65 268674.31 336634.50
2.13 128169.50 174991.33 282345.84 358023.99
1.90 131656.36 176402.24 293940.15 375037.59
1.71 134041.22 178252.85 302420.27 390957.47  

 
Figure 5.8 Average Throughput under Uniform Traffic 

 

Figure 5.8 shows the average throughput in the Mesh, Torus, X-Torus and HX-Torus based on data 
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HX-Torus showed a steady but significant rise over the interpacket arrival delay, while in Mesh 

and Torus the average throughput rose gradually. At 8.53 the average throughput of Torus, X-Torus 

and HX-Torus were 111655.91 KBps, 116571.67 KBps and 117141.43 KBps respectively. HX-

Torus’ throughput increased sharply throughout the time, exceeding X-Torus, Torus and Mesh 

topologies throughput and reaching almost 390957.47 KBps at the end of the period. In the 

meantime, the average throughput of Torus and Mesh grew to 169907.41 KBps and 109051.59 

KBps at 4.27 respectively and then remained steady until 1.71. 

 
Table 5.9 Average Throughput under Bit Complement Traffic 

Interpacket Arrival Delay(us) Mesh Torus X-Torus HX-Torus
17.07 40592.63 58562.07 58568.31 58571.67
8.53 43720.08 81217.67 99178.61 90205.36
5.69 46063.72 85123.30 104646.45 94892.41
4.27 47182.17 87466.04 106990.20 97235.68
3.41 48462.01 89809.23 109333.94 99579.42
2.84 49977.18 92153.01 111677.81 101923.28
2.44 51658.28 94496.26 114021.34 104266.64
2.13 53459.83 96839.91 116365.16 106610.46
1.90 55352.38 99183.41 118709.00 108954.29
1.71 57314.37 101526.67 121052.42 111297.55  
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Figure 5.9 Average Throughput under Bit Complement Traffic 

 

Figure 5.9 illustrates the average throughput in the Mesh, Torus, X-Torus and HX-Torus based on 

data points (Interpacket Arrival Delay) provided in Table 5.9. In starting, the average throughput 

of Torus, X-Torus and HX-Torus experienced a significant trend over the interpacket arrival delay 

and then increased, while in Mesh the average throughput rose gradually. At 8.53 the average 

throughput of X-Torus and HX-Torus were nearly 99178.61 KBps and 90205.36 KBps 

respectively. Throughput of HX-Torus topology is less than X-Torus’ throughput over the time. 

However, HX-Torus’ throughput increased sharply throughout the time, exceeding Torus and 

Mesh topologies throughput and reaching almost 111297.55 KBps at the end of the period. In the 

meantime, the average throughput of Torus and Mesh grew to 81217.67 KBps and 43720.08 KBps 

at 8.53 respectively and then rose gradually until 1.71. 
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Table 5.10 Average Throughput under Neighbor Traffic 

Interpacket Arrival Delay(us) Mesh Torus X-Torus HX-Torus
17.07 58568.31 58577.43 58577.43 58577.43
8.53 112654.63 112666.64 112666.64 112666.64
5.69 117145.45 117158.00 117158.00 117158.00
4.27 117145.31 117157.92 117157.92 117157.92
3.41 117145.43 117157.91 117157.91 117157.91
2.84 117145.48 117158.03 117158.03 117158.03
2.44 117145.25 117158.05 117158.05 117158.05
2.13 117145.32 117158.12 117158.12 117158.12
1.90 117145.40 117158.28 117158.28 117158.28
1.71 117145.39 117158.19 117158.19 117158.19  

 
Figure 5.10 Average Throughput under Neighbor Traffic 

 

Figure 5.10 gives information about the average throughput in the Mesh, Torus, X-Torus and HX-

Torus based on data points (Interpacket Arrival Delay) provided in Table 5.10. In starting, the 

average throughput of Mesh, Torus, X-Torus and HX-Torus showed a significant rise over the 

interpacket arrival delay and then remained same. At 17.07 the average throughput of Torus, X-
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meantime, the average throughput of Mesh grew to 112654.63 KBps at 8.53 and then rose gradually 

to 117145.45 KBps at 5.69. However, it remained the same at end of the time. 

 
Table 5.11 Average Throughput under Tornado Traffic 

Interpacket Arrival Delay(us) Mesh Torus X-Torus HX-Torus
17.07 58638.35 29333.92 202842.77 258555.16
8.53 57048.39 25691.91 209932.06 344709.58
5.69 55897.85 23245.90 204420.76 342817.39
4.27 55028.57 21235.91 199964.78 336011.82
3.41 54348.57 19553.92 196649.58 330960.62
2.84 53802.63 18121.94 194060.99 327036.58
2.44 53354.28 16891.96 191974.76 323878.45
2.13 52979.91 15823.97 190252.08 321277.05
1.90 52661.98 14880.00 188805.14 319093.90
1.71 52389.58 17054.36 187565.91 317237.45  

 
Figure 5.11 Average Throughput under Tornado Traffic 

 

Figure 5.11 indicates the average throughput in the Mesh, Torus, X-Torus and HX-Torus based on 

data points (Interpacket Arrival Delay) mentioned in Table 5.11. In the beginning, the average 
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throughput of X-Torus and HX-Torus showed a significant rise and then experienced a gradual 

decrease over the interpacket arrival delay, while in Mesh and Torus the average throughput fell 

gradually. At 8.53 the average throughput of X-Torus and HX-Torus were 209932.06 KBps, and 

344709.58 KBps respectively. HX-Torus’ throughput decreased gently throughout the time, 

exceeding X-Torus, Torus and Mesh topologies throughput and reaching almost 317237.45 KBps 

at the end of the period. In the meantime, the average throughput of Mesh, Torus and X-Torus 

declined gradually to 55897.85 KBps, 23245.90 KBps and 204420.76 KBps at 5.69 respectively 

and then remained almost same until 1.71. 

 
Table 5.12 Average Throughput under Hotspot Traffic 

Interpacket Arrival Delay(us) Mesh Torus X-Torus HX-Torus
17.07 55079.43 57406.63 58567.24 58203.75
8.53 84914.95 103012.32 113028.23 110611.52
5.69 99081.62 140841.36 157725.60 162469.60
4.27 105515.98 159733.65 194509.62 209381.21
3.41 111398.23 163831.59 222351.27 254283.99
2.84 115827.19 166145.93 242313.42 294113.79
2.44 120024.39 166655.99 257657.10 324430.31
2.13 124134.58 167330.93 270167.08 345988.18
1.90 127625.49 168573.44 281113.36 363807.91
1.71 129960.14 170252.29 289936.28 379741.27  
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Figure 5.12 Average Throughput under Hotspot Traffic 

 

Figure 5.12 describes the average throughput in the Mesh, Torus, X-Torus and HX-Torus based on 

data points (Interpacket Arrival Delay) provided in Table 5.12. The average throughput of X-Torus 

and HX-Torus showed a steady but significant rise over the interpacket arrival delay, while in Mesh 

and Torus the average throughput rose gradually. At 4.27 the average throughput of Torus, X-Torus 

and HX-Torus were 159733.65 KBps, 194509.62 KBps and 209381.21 KBps respectively. HX-

Torus’ throughput rose sharply throughout the time, exceeding X-Torus, Torus and Mesh 

topologies throughput and reaching almost 379741.27 KBps at the end of the period. In the 

meantime, the average throughput of Torus and Mesh increased until 3.41 and then remained same 

till 1.71. 
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Table 5.13 Average Hop Count under Uniform Traffic 

Interpacket Arrival Delay(us) Mesh Torus X-Torus HX-Torus
17.07 3.18904 2.40158 1.95245 1.73096
8.53 2.86184 2.36803 1.94882 1.73109
5.69 2.54338 2.28315 1.89571 1.72102
4.27 2.29060 2.18022 1.84574 1.69224
3.41 2.10101 2.05743 1.79810 1.67056
2.84 1.94998 1.94852 1.75056 1.64945
2.44 1.82617 1.85090 1.70613 1.62638
2.13 1.72065 1.76578 1.66496 1.59997
1.90 1.63042 1.69134 1.62696 1.57374
1.71 1.54987 1.62522 1.59081 1.54931  

 
Figure 5.13 Average Hop Count under Uniform Traffic 

 

Figure 5.13 shows the average hop count in the Mesh, Torus, X-Torus and HX-Torus based on 

data points (Interpacket Arrival Delay) provided in Table 5.13. Overall, Mesh, Torus, X-Torus and 

HX-Torus experienced a downwards trend throughout the time. HX-Torus hop count was 1.73096 

at 17.07 being lower than Mesh, Torus and X-Torus topologies and continued to decline steadily 

to the end of the time, reaching around 1.67056 at 3.41 and hitting low point of 1.54931 at 1.71 

interpacket arrival delay. Same pattern is also observed for Mesh, Torus and X-Torus topologies. 
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Table 5.14 Average Hop Count under Bit Complement Traffic 

Interpacket Arrival Delay(us) Mesh Torus X-Torus HX-Torus
17.07 4.80 2.40 1.92 1.68
8.53 4.80 2.40 1.92 1.68
5.69 4.80 2.40 1.92 1.68
4.27 4.80 2.40 1.92 1.68
3.41 4.80 2.40 1.92 1.68
2.84 4.80 2.40 1.92 1.68
2.44 4.80 2.40 1.92 1.68
2.13 4.80 2.40 1.92 1.68
1.90 4.80 2.40 1.92 1.68
1.71 4.80 2.40 1.92 1.68  

 
Figure 5.14 Average Hop Count under Bit Complement Traffic 

 

Figure 5.14 describes the average hop count in the Mesh, Torus, X-Torus and HX-Torus based on 

data points (Interpacket Arrival Delay) provided in Table 5.14. In general, Mesh, Torus, X-Torus 

and HX-Torus experienced a constant trend throughout the time. The average hop count of Mesh, 

Torus, X-Torus, and HX-Torus was 4.80, 2.40, 1.92, and 1.80 respectively. Hop count of HX-

0

1

2

3

4

5

6

17.07 8.53 5.69 4.27 3.41 2.84 2.44 2.13 1.90 1.71

Av
er

ag
e 

H
op

 C
ou

nt

Interpacket Arrival Delay (µs)

Mesh Torus X-Torus HX-Torus



113 
 

Torus topology was smaller than other mentioned topologies and found to be 1.84 throughout the 

time. 

 
Table 5.15 Average Hop Count under Neighbor Traffic 

Interpacket Arrival Delay(us) Mesh Torus X-Torus HX-Torus
17.07 1.92 1.2 1.2 1.2
8.53 1.92 1.2 1.2 1.2
5.69 1.92 1.2 1.2 1.2
4.27 1.92 1.2 1.2 1.2
3.41 1.92 1.2 1.2 1.2
2.84 1.92 1.2 1.2 1.2
2.44 1.92 1.2 1.2 1.2
2.13 1.92 1.2 1.2 1.2
1.90 1.92 1.2 1.2 1.2
1.71 1.92 1.2 1.2 1.2  

 
Figure 5.15 Average Hop Count under Neighbor Traffic 

 

Figure 5.15 provides the information about the average hop count in the Mesh, Torus, X-Torus and 

HX-Torus based on data points (Interpacket Arrival Delay) provided in Table 5.15. In general, 

Mesh, Torus, X-Torus and HX-Torus experienced a constant trend throughout the time. HX-Torus, 
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X-Torus and Torus’ hop count was 1.2. Hop count of Mesh topology was higher than other 

mentioned topologies and found to be 1.92 throughout the time. 

 
Table 5.16 Average Hop Count under Tornado Traffic 

Interpacket Arrival Delay(us) Mesh Torus X-Torus HX-Torus
17.07 3.98713 3.19875 2.18578 1.85898
8.53 3.36801 3.01152 2.15519 1.83307
5.69 3.07285 2.81700 2.09531 1.80017
4.27 2.91139 2.68167 2.04872 1.77528
3.41 2.81101 2.58443 2.01359 1.75663
2.84 2.74287 2.51120 1.98604 1.74205
2.44 2.69375 2.45418 1.96382 1.73031
2.13 2.65661 2.40799 1.94549 1.72064
1.90 2.62774 2.37030 1.93011 1.71251
1.71 2.60471 2.33879 1.91700 1.70560  

 
Figure 5.16 Average Hop Count under Tornado Traffic 

 

Figure 5.16 shows the average hop count in the Mesh, Torus, X-Torus and HX-Torus based on 

data points (Interpacket Arrival Delay) provided in Table 5.16. Overall, Mesh, Torus, X-Torus and 

HX-Torus experienced a downwards trend throughout the time. HX-Torus’ hop count was 1.85898 
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at 17.07 being lower than Mesh, Torus and X-Torus topologies and continued to decline steadily 

to the end of the time, reaching around 1.78802 at 3.41 and hitting low point of 1.70560 at 1.71 

interpacket arrival delay. Same pattern is also observed for Mesh, Torus and X-Torus topologies. 

 
Table 5.17 Average Hop Count under Hotspot Traffic 

Interpacket Arrival Delay(us) Mesh Torus X-Torus HX-Torus
17.07 3.16822 2.44535 1.96770 1.72101
8.53 2.86186 2.37409 1.95310 1.71061
5.69 2.56708 2.30082 1.91753 1.70439
4.27 2.32875 2.19983 1.87579 1.69009
3.41 2.14647 2.08187 1.83190 1.67770
2.84 1.99732 1.97991 1.78758 1.66182
2.44 1.87563 1.88959 1.74672 1.64210
2.13 1.77394 1.80953 1.70936 1.61977
1.90 1.68587 1.73884 1.67515 1.59758
1.71 1.60838 1.67602 1.64301 1.57664  

 
Figure 5.17 Average Hop Count under Hotspot Traffic 

 

Figure 5.17 gives information about the average hop count in the Mesh, Torus, X-Torus and HX-

Torus based on data points (Interpacket Arrival Delay) provided in Table 5.17. Overall, Mesh, 
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Torus, X-Torus and HX-Torus experienced a downwards trend throughout the time. HX-Torus hop 

count was 1.72101 at 17.07 being lower than Mesh, Torus and X-Torus topologies and continued 

to decline steadily to the end of the time, reaching around 1.67770 at 3.41 and hitting low point of 

1.57664 at 1.71 interpacket arrival delay. Same pattern is also observed for Mesh, Torus and X-

Torus topologies. 

 

5.4 Results and Discussions 
 

This chapter presented an improved version of X-Torus topology, called as HX-Torus. It is well 

suitable for parallel processing system. Based on results obtained (section 5.3), the proposed 

topology revealed better performance in comparison to Mesh, Torus, and X-torus topologies. 

Maximum reduction in end to end delay obtained was 86.01% under uniform traffic. There was a 

major improvement in average throughput which was 40.88% under tornado traffic while average 

hop count was reduced by 14.95% under the influence of tornado traffic. The proposed topology 

attributed better path diversity to handle fault tolerance of network in an efficient manner. This 

topology inherits the properties of Torus as well as X-Torus topologies. In terms of degree, 

diameter, path diversity, average distance and bisectional bandwidth the proposed topology provide 

better performance. Due to its enhanced feature and performance, it is proposed that this approach 

could be a better option for the large scale of parallel computing system. In addition, this topology 

could be further explored to get high performance in various quality of service parameter because 

of efficient inter processor communication. 
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CHAPTER 6 

A MODIFIED DIAGONAL TORUS TOPOLOGY FOR 

INTERCONNECTION NETWORKS 
 

6.1 Introduction and Motivation 
 

In recent time, parallel computers have done revolutionary work in the field of scientific calculation 

to obtain the optimal performance of the system [2, 69]. Based on the published literature, it was 

noted that improvement in interconnection networks enhances the parallel computing to a better 

standard. However, having an improved topology containing better node degree, scalability level, 

diameter and average distance is more beneficial. The biggest issue in parallel computing is 

communication delay overhead over the nodes of network due to exchange of data packets [70]. 

This results in the reduction of the performance of parallel computing system. Therefore, to 

overcome this problem there is a need to design a topology with better distribution of nodes within 

the network. Per the empirical information published within the literature, this is well known that 

the parallel computing system resolve the slow processing problem of uniprocessor [71]. Therefore, 

the study was aimed at authentic computation rather than communication delay, which could help 

to achieve higher throughput and minimal delay. In addition, network performance also depends 

on topological properties such as node degree, diameter, average distance and bisection width [72]. 

In order to gain optimal performance of network diameter and average distance must be smaller 

[73]. In addition, network bisectional width must be higher. From the published data, it is revealed 

that path diversity is a key feature to obtain fault tolerance in the system [74, 75]. Several 

researchers attributed that various topologies like mesh, torus, d-mesh, and d-torus are used to 

improve the network performance [20, 42]. This chapter covers the proposed topology Modified 

Diagonal Torus discussed in section 6.2 and its performance is tested using parameters which has 

been provided in section 6.3. The results of the study have been discussed in section 6.4. 
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6.2 Modified Diagonal Torus topology(MD-Torus) 
 

This section presents the proposed topology which is the enhanced version of Diagonal Torus 

topology [76]. This topology is described as given below:  

Let’s assume any node X(i,j) is connected to any other node Y(p,q) where 0≤ i, j, p, q <n if it is 

satisfied by one of the eight equations. 

 

1:  |𝑝𝑝 − 𝑖𝑖| + |𝑞𝑞 − 𝑗𝑗| = 1  (6.1)  

2:  𝑖𝑖 = 0, 𝑗𝑗 = 𝑞𝑞, 𝑝𝑝 = 𝑛𝑛 − 1  (6.2)  

3:  𝑖𝑖 = 𝑝𝑝, 𝑗𝑗 = 0, 𝑞𝑞 = 𝑛𝑛 − 1  (6.3)  

4:  |𝑝𝑝 − 𝑖𝑖| + |𝑞𝑞 − 𝑗𝑗| = 2  (6.4)  

5:  2𝑘𝑘 ≤ |𝑝𝑝 − 𝑖𝑖| + |𝑞𝑞 − 𝑗𝑗| < 2𝑛𝑛 𝑤𝑤ℎ𝐶𝐶𝐶𝐶𝐶𝐶 𝑘𝑘 = 2  (6.5)  

5.1:  𝑖𝑖 = 𝑞𝑞, 𝑗𝑗 = 𝑝𝑝  (6.6)  

5.2.1:  𝑝𝑝 = 𝑖𝑖 + 𝑞𝑞, 𝑝𝑝 = 𝑛𝑛 − 1  (6.7)  

5.2.2:  𝑞𝑞 = 𝑗𝑗 + 𝑝𝑝, 𝑞𝑞 = 𝑛𝑛 − 1  (6.8)  

 

Figure 6.1 represents MD-Torus with node id and this formula is used in coordinate representation 

of node. This means node id 0 is equivalent to node (0,0) and node id 1 to node (0,1) and finally 

node id 24 with node (4,4) respectively. As presented, the green links are added to improve the 

system performance. 5x5 topology was considered, with ‘n’ as 5. This helped to reduce the hop 

count and the system performance was increased to a good level. Topological properties of MD-

Torus were compared with Mesh, Torus, D-Mesh, and D-Torus in terms of number of nodes, 

diameter, bisection width, number of links, degree of various nodes, and path diversity. This 

comparison is described in Table 6.1. 
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Figure 6.1 Modified Diagonal Torus Topology 

Table 6.1 Topological Properties 

Characteristics Mesh Torus D-Mesh D-Torus MD-Torus 

Number of 

Nodes 
n2 n2 n2 n2 n2 

Diameter 2n-2 n-1 n-1 n-1 n-2 

Bisection Width n 2n 3n-2 4n-2 6n-3 

Number of links 2n2-2n 2n2 4n2-6n+2 4n2-4n+2 4n2-2n+2 

Degree of 

Nodes 
2, 3, 4 4 3, 5, 8 5, 6, 8 6, 7, 8 

Path Diversity yes yes yes yes yes 
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6.3 Testbed for Testing Modified Diagonal Torus topology 
 

In this section, authors analyzed the performance parameters of proposed topology. These 

parameters are average throughput, average end to end delay and average hop count. Windows 10 

operating system of 32-bit, equipped intel® Core™ i3 CPU M330@2.13 GHZ with 4.00 GB and 

2.99GB usable was used for the study. Another key component which was used is OMNET++ 

simulator a component-based C++ simulation library and framework (extensible and modular) and 

is primarily used for building network simulator based on the Eclipse IDE [58]. All the key 

parameters for simulation purpose are shown in Table 6.2. This table describes the dimension of 

topology i.e. order of 5. Packet size was 1024 bytes, and data rate was 1 Gbps, with warm up time 

and simulation time of 0.5ms and 0.5s, respectively. Authors considered 5 traffic patterns such as 

uniform, bit complement, neighbor, tornado and hotspot. The proposed topology was compared 

with mesh, torus, d-mesh and d-torus topologies. Simulation results are tabulated and 

correspondingly represented graphically. Table 6.3 to Table 6.7 presents Average End to End Delay 

under various traffic such as uniform, bit complement, neighbor, tornado and hotspot, respectively 

[54]. Similarly, Table 6.8 to Table 6.12 presents Average Throughput and Table 6.13 to Table 6.17 

shows Average Hop Count for the same traffic patterns. In addition, Figure 6.2 to Figure 6.16 

represents the graph of Average End to End Delay, Average Throughput and Average Hop Count 

for the same traffic patterns which are mentioned. Results of the study are discussed in section 6.4. 
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Table 6.2 Simulation Parameters 

 
 

 

 

 

 

 

 

 

 

 

 

 S.no. Parameter Name Value 

1 Rows 5 

2 Coloums 5 

3 Packet size 1024 bytes 

4 Data rate 1Gbps 

5 Simulation time 0.5 s 

6 Warm up time 0.5ms 

7 Simulator OMNeT++ 

8 Traffic Type Uniform, Bit Complement, 

Neighbor, Tornado, Hotspot 

9 Link Delay 0.1 ms 

10 Routing Algorithm Table based Shortest Path 

(Static) 
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Table 6.3Average End to End Delay under Uniform Traffic   

Interpacket Arrival Delay(us) Mesh Torus D-Mesh D-Torus MD-Torus
17.07 0.00239 0.00026 0.00025 0.00020 0.00018
8.53 0.04343 0.01099 0.00470 0.00020 0.00018
5.69 0.07309 0.02602 0.02843 0.00334 0.00019
4.27 0.08986 0.05327 0.05211 0.01013 0.00228
3.41 0.09687 0.08094 0.06368 0.02146 0.00562
2.84 0.10134 0.09833 0.07144 0.03400 0.01203
2.44 0.10392 0.10886 0.07608 0.04758 0.02146
2.13 0.10559 0.11489 0.07844 0.05957 0.03300
1.90 0.10740 0.11835 0.07936 0.06911 0.04473
1.71 0.10951 0.12012 0.07942 0.07657 0.05540  

 
Figure 6.2 Average End to End Delay under Uniform Traffic 

 

Figure 6.2 shows the average end to end delay in the Mesh, Torus, D-Mesh, D-Torus, and MD-

Torus based on data points (Interpacket Arrival Delay) provided in Table 6.3. The end to end delay 

of Torus, Mesh and D-Mesh showed a steady but significant rise over the interpacket arrival delay, 

while in D-Torus and MD-Torus the end to end delay rose gradually. At 8.53 the end to end delay 

of D-Torus and MD-Torus were 0.00020 μs and 0.00018 μs respectively. Torus’s delay increased 

sharply throughout the time, exceeding Mesh topology delay and reaching almost 0.12012 μs at 
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the end of the time. In the meantime, the average end to end delay of D-Mesh, D-Torus and MD-

Torus grew to 0.02843 μs, 0.00334 μs and 0.00019 μs at 5.69 respectively and then increased 

gradually until 1.71. 

 
Table 6.4 Average End to End Delay under Bit Complement Traffic 

Interpacket Arrival Delay(us) Mesh Torus D-Mesh D-Torus MD-Torus
17.07 0.07701 0.00026 0.03864 0.00023 0.00017
8.53 0.15696 0.07684 0.13704 0.07682 0.05763
5.69 0.18478 0.12905 0.17428 0.12903 0.11512
4.27 0.20007 0.15683 0.19216 0.15681 0.14636
3.41 0.20916 0.17350 0.20255 0.17348 0.16511
2.84 0.21510 0.18462 0.20933 0.18460 0.17762
2.44 0.21933 0.19256 0.21409 0.19254 0.18655
2.13 0.22249 0.19853 0.21762 0.19850 0.19325
1.90 0.22499 0.20317 0.22035 0.20314 0.19846
1.71 0.22706 0.20688 0.22252 0.20685 0.20263  

 
Figure 6.3Average End to End Delay under Bit Complement Traffic   

 

Figure 6.3 illustrates the average end to end delay in the Mesh, Torus, D-Mesh, D-Torus, and MD-

Torus based on data points (Interpacket Arrival Delay) provided in Table 6.4. In starting the end 
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to end delay of Mesh, Torus, D-Mesh, D-Torus and MD-Torus rose significantly and then increased 

gently over the interpacket arrival delay. At 17.07 the end to end delay of D-Mesh, D-Torus, and 

MD-Torus were nearly 0.03864 μs, 0.00023 μs and 0.00017 μs respectively. Delay of D-Mesh and 

D-Torus are almost same. Mesh’s delay increased sharply at 2.84, exceeding other mentioned 

topologies’ delay and reaching almost 0.22706 μs at the end of the time. In the meantime, the 

average end to end delay of D-Torus and MD-Torus gradually grew to 0.20685 μs and 0.20263 μs 

at 1.71. 

 
Table 6.5 Average End to End Delay under Neighbor Traffic 

Interpacket Arrival Delay(us) Mesh Torus D-Mesh D-Torus MD-Torus
17.07 0.00021 0.00013 0.00017 0.00013 0.00013
8.53 0.00977 0.00971 0.00975 0.00971 0.00013
5.69 0.08349 0.08344 0.08347 0.08344 0.07649
4.27 0.12515 0.12509 0.12513 0.12509 0.11989
3.41 0.15014 0.15009 0.15012 0.15009 0.14592
2.84 0.16681 0.16675 0.16678 0.16675 0.16328
2.44 0.17871 0.17865 0.17868 0.17865 0.17567
2.13 0.18764 0.18758 0.18760 0.18758 0.18497
1.90 0.19458 0.19453 0.19455 0.19453 0.19220
1.71 0.20014 0.20008 0.20010 0.20008 0.19799  
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Figure 6.4 Average End to End Delay under Neighbor Traffic 

 

Figure 6.4 gives information about the average end to end delay in the Mesh, Torus, D-Mesh, D-

Torus, and MD-Torus based on data points (Interpacket Arrival Delay) provided in Table 6.5. In 

starting the end to end delay of Mesh, Torus, D-Mesh, D-Torus and MD-Torus experienced a 

gradual rise and then increased dramatically over the interpacket arrival delay. Delay of Torus and 

D-torus are nearly same. At 17.07 the end to end delay of D-Mesh, D-Torus and MD-Torus were 

0.00017 μs, 0.00013 μs and 0.00013 μs respectively. Mesh’s delay increased gently at 8.53, 

exceeding Torus, D-Mesh, D-Torus, and MD-Torus topologies’ delay and reaching almost 0.20014 

μs at the end of the time. In the meantime, the average end to end delay of D-Mesh, D-Torus and 

MD-Torus gradually grew to 0.20010 μs, 0.20008 μs and 0.19799 at 1.71 respectively. 
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Table 6.6 Average End to End Delay under Tornado Traffic 

Interpacket Arrival Delay(us) Mesh Torus D-Mesh D-Torus MD-Torus
17.07 0.19439 0.22507 0.07506 0.07796 0.04464
8.53 0.21023 0.23804 0.15033 0.14899 0.08579
5.69 0.21678 0.24140 0.18638 0.18586 0.13804
4.27 0.22135 0.24304 0.20405 0.20343 0.16621
3.41 0.22482 0.24414 0.21418 0.21333 0.18272
2.84 0.22755 0.24492 0.22071 0.21966 0.19358
2.44 0.22975 0.24556 0.22526 0.22407 0.20130
2.13 0.23157 0.24613 0.22860 0.22733 0.20707
1.90 0.23310 0.24654 0.23117 0.22985 0.21157
1.71 0.23440 0.24701 0.23320 0.23184 0.21518  

 
Figure 6.5 Average End to End Delay under Tornado Traffic 

 

Figure 6.5 describes the average end to end delay in the Mesh, Torus, D-Mesh, D-Torus, and MD-

Torus based on data points (Interpacket Arrival Delay) provided in Table 6.6. In starting the end 

to end delay of Mesh, Torus, D-Mesh, D-Torus and MD-Torus showed a gradual increase and then 

remained almost steady over the interpacket arrival delay. At 5.69 the end to end delay of Mesh 

and Torus were 0.21678 μs and 0.24140 μs and then rose gently to 0.23440 μs and 0.24701 μs at 

the end of time respectively. In the meantime, the average end to end delay of D-Mesh, D-Torus 

0.00

0.05

0.10

0.15

0.20

0.25

0.30

17.07 8.53 5.69 4.27 3.41 2.84 2.44 2.13 1.90 1.71

Av
er

ag
e 

E
nd

 to
 E

nd
 D

el
ay

 (µ
s)

 

Interpacket Arrival Delay (µs)

Mesh Torus D-Mesh D-Torus MD-Torus



127 
 

and MD-Torus increased considerably to 0.22071 μs, 0.21966 μs and 0.19358 μs at 2.84 and then 

rose gently to 0.23320 μs, 0.23184 and 0.21518 μs at 1.71 respectively. 

 
Table 6.7 Average End to End Delay under Hotspot Traffic 

Interpacket Arrival Delay(us) Mesh Torus D-Mesh D-Torus MD-Torus
17.07 0.00814 0.00227 0.00245 0.00109 0.00072
8.53 0.04593 0.01680 0.00799 0.00410 0.00400
5.69 0.07254 0.02580 0.03296 0.00575 0.00416
4.27 0.08862 0.05244 0.05125 0.01063 0.00425
3.41 0.09557 0.07955 0.06079 0.01976 0.00569
2.84 0.10089 0.09610 0.06732 0.03036 0.01049
2.44 0.10441 0.10782 0.07195 0.04374 0.01949
2.13 0.10645 0.11513 0.07466 0.05616 0.03066
1.90 0.10825 0.11958 0.07609 0.06599 0.04171
1.71 0.11052 0.12225 0.07667 0.07364 0.05215  

 
Figure 6.6 Average End to End Delay under Hotspot Traffic 

 

Figure 6.6 indicates the average end to end delay in the Mesh, Torus, D-Mesh, D-Torus, and MD-

Torus based on data points (Interpacket Arrival Delay) provided in Table 6.7. The end to end delay 

of Torus, Mesh and D-Mesh showed a steady but significant rise over the interpacket arrival delay, 

0.00

0.02

0.04

0.06

0.08

0.10

0.12

0.14

17.07 8.53 5.69 4.27 3.41 2.84 2.44 2.13 1.90 1.71

Av
er

ag
e 

E
nd

 to
 E

nd
 D

el
ay

 (µ
s)

 

Interpacket Arrival Delay (µs)

Mesh Torus D-Mesh D-Torus MD-Torus



128 
 

while in D-Torus and MD-Torus the end to end delay rose gradually. At 8.53 the end to end delay 

of D-Torus and MD-Torus were 0.00410 μs and 0.00400 μs respectively. Torus’s delay increased 

sharply throughout the time, exceeding Mesh topology delay and reaching almost 0.12225 μs at 

the end of the time. In the meantime, the average end to end delay of D-Mesh, D-Torus and MD-

Torus grew to 0.03296 μs, 0.00575 μs and 0.00416 μs at 5.69 respectively and then increased 

gradually until 1.71. 

 
Table 6.8 Average Throughput under Uniform Traffic 

Interpacket Arrival Delay(us) Mesh Torus D-Mesh D-Torus MD-Torus
17.07 58061.52 58562.48 58564.71 58570.55 58572.71
8.53 90463.99 111655.91 114880.46 117138.87 117142.86
5.69 103380.32 149966.08 150788.31 173080.64 175714.40
4.27 109051.59 169907.41 168471.81 222549.45 232067.84
3.41 114654.80 173585.03 183682.47 260091.27 284677.67
2.84 119390.38 174261.33 196150.37 287114.88 329885.52
2.44 124002.47 174215.65 207490.71 304685.02 365073.52
2.13 128169.50 174991.33 218769.16 316983.55 390302.91
1.90 131656.36 176402.24 229970.32 326932.91 407974.25
1.71 134041.22 178252.85 241150.60 335527.63 420779.23  
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Figure 6.7 Average Throughput under Uniform Traffic 

 

Figure 6.7 shows the average throughput in the Mesh, Torus, D-Mesh, D-Torus and MD-Torus 

based on data points (Interpacket Arrival Delay) provided in Table 6.8. The average throughput of 

MD-Torus and D-Torus showed a steady but significant rise over the interpacket arrival delay, 

while in Mesh, Torus and D-Mesh, the average throughput rose gradually. At 8.53 the average 

throughput of Torus, D-Mesh, D-Torus and MD-Torus were 111655.91 KBps, 114880.46 KBps, 

117138.87 KBps and 117109.74 KBps respectively. MD-Torus’ throughput increased sharply 

throughout the time, exceeding D-Torus, Torus, D-Mesh and Mesh topologies’ throughput and 

reaching almost 420779.23 KBps at the end of the period. In the meantime, the average throughput 

of D-Mesh, Torus and Mesh grew to 168471.81 KBps, 169907.41 KBps and 109051.59 KBps at 

4.27 respectively and then increased gradually until 1.71. 
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Table 6.9 Average Throughput under Bit Complement Traffic 

Interpacket Arrival Delay(us) Mesh Torus D-Mesh D-Torus MD-Torus
17.07 40592.63 58562.07 49574.74 58566.23 58572.63
8.53 43720.08 81217.67 53019.27 81220.87 90207.44
5.69 46063.72 85123.30 53353.30 85126.53 94894.49
4.27 47182.17 87466.04 54412.07 87469.48 97237.76
3.41 48462.01 89809.23 55876.73 89812.91 99581.50
2.84 49977.18 92153.01 57580.38 92156.59 101925.36
2.44 51658.28 94496.26 59435.38 94499.94 104268.72
2.13 53459.83 96839.91 61392.62 96843.59 106612.54
1.90 55352.38 99183.41 63421.98 99187.25 108956.37
1.71 57314.37 101526.67 65504.29 101530.51 111299.63  

 
Figure 6.8 Average Throughput under Bit Complement Traffic 
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throughout the time, exceeding D-Torus, D-Mesh, Torus and Mesh topologies throughput and 

reaching almost 111299.63 KBps at the end of the period. In the meantime, the average throughput 

of Torus and Mesh grew to 81217.67 KBps and 43720.08 KBps at 8.53 respectively and then rose 

gradually until 1.71. 

 
Table 6.10 Average Throughput under Neighbor Traffic 

Interpacket Arrival Delay(us) Mesh Torus D-Mesh D-Torus MD-Torus
17.07 58568.31 58577.43 58572.20 58577.43 58577.83
8.53 112654.63 112666.64 112658.31 112666.64 117157.42
5.69 117145.45 117158.00 117149.13 117158.00 122039.34
4.27 117145.31 117157.92 117149.07 117157.92 122039.34
3.41 117145.43 117157.91 117149.27 117157.91 122039.33
2.84 117145.48 117158.03 117149.40 117158.03 122039.46
2.44 117145.25 117158.05 117149.49 117158.05 122039.56
2.13 117145.32 117158.12 117149.56 117158.12 122039.63
1.90 117145.40 117158.28 117149.72 117158.28 122039.80
1.71 117145.39 117158.19 117149.71 117158.19 122039.78  

 
Figure 6.9 Average Throughput under Neighbor Traffic 
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Figure 6.9 gives information about the average throughput in the Mesh, Torus, D-Mesh, D-Torus 

and MD-Torus based on data points (Interpacket Arrival Delay) provided in Table 6.10. In starting, 

the average throughput of Mesh, Torus, D-Mesh, D-Torus and MD-Torus showed a significant rise 

over the interpacket arrival delay and then remained same. Throughput of Torus and D-Torus are 

same. At 17.07 the average throughput of Torus, D-Mesh and MD-Torus were 58577.643 KBps, 

58572.20 KBps, and 58577.83 KBps and then increased gradually to 117149.13 KBps, 117158.00 

KBps and 122039.34 KBps at 5.69 and then remained almost same till 1.71. In the meantime, the 

average throughput of Mesh grew to 112654.63 KBps at 8.53 and then rose gradually to 117145.45 

KBps at 5.69. However, it remained the same at end of the time. 

 
Table 6.11 Average Throughput under Tornado Traffic 

Interpacket Arrival Delay(us) Mesh Torus D-Mesh D-Torus MD-Torus
17.07 58638.35 29333.92 188911.85 147669.58 213008.99
8.53 57048.39 25691.91 197860.78 151950.78 273833.03
5.69 55897.85 23245.90 188325.11 136638.04 264303.31
4.27 55028.57 21235.91 179037.03 124687.49 252672.56
3.41 54348.57 19553.92 172103.75 115853.92 243841.38
2.84 53802.63 18121.94 166712.75 109004.46 236856.06
2.44 53354.28 16891.96 162393.62 103514.16 231172.66
2.13 52979.91 15823.97 158850.53 99000.63 226443.61
1.90 52661.98 14880.00 155888.75 95214.77 222440.73
1.71 52389.58 17054.36 153374.33 91983.96 218998.30  
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Figure 6.10 Average Throughput under Tornado Traffic 
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Table 6.12 Average Throughput under Hotspot Traffic 

Interpacket Arrival Delay(us) Mesh Torus D-Mesh D-Torus MD-Torus
17.07 55079.43 57406.63 57245.92 57998.71 58257.43
8.53 84914.95 103012.32 108089.43 110731.51 111059.75
5.69 99081.62 140841.36 139355.90 161905.68 163538.25
4.27 105515.98 159733.65 159076.35 208427.49 215661.30
3.41 111398.23 163831.59 175852.87 245666.47 265727.91
2.84 115827.19 166145.93 189680.54 274197.00 309906.64
2.44 120024.39 166655.99 201590.02 292630.57 344141.41
2.13 124134.58 167330.93 212824.21 305492.50 369548.39
1.90 127625.49 168573.44 223862.84 316230.07 388815.03
1.71 129960.14 170252.29 234798.21 325780.28 402958.35  

 
Figure 6.11 Average Throughput under Hotspot Traffic 
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throughout the time, exceeding D-Torus, Torus, D-Mesh and Mesh topologies’ throughput and 

reaching almost 402958.35 KBps at the end of the period. In the meantime, the average throughput 

of D-Mesh, Torus and Mesh grew to 159076.35 KBps, 159737.65 KBps and 105515.98 KBps at 

4.27 respectively and then increased gradually until 1.71. 

 
Table 6.13 Average Hop Count under Uniform Traffic 

Interpacket Arrival Delay(us) Mesh Torus D-Mesh D-Torus MD-Torus
17.07 3.18904 2.40158 2.26470 1.82482 1.67707
8.53 2.86184 2.36803 2.24986 1.82408 1.67656
5.69 2.54338 2.28315 2.14186 1.81495 1.67677
4.27 2.29060 2.18022 2.00107 1.79354 1.67074
3.41 2.10101 2.05743 1.88755 1.75758 1.65996
2.84 1.94998 1.94852 1.79123 1.71600 1.64368
2.44 1.82617 1.85090 1.70934 1.67115 1.62320
2.13 1.72065 1.76578 1.64015 1.62790 1.59953
1.90 1.63042 1.69134 1.58124 1.58820 1.57405
1.71 1.54987 1.62522 1.53023 1.55139 1.54805  

 
Figure 6.12 Average Hop Count under Uniform Traffic 
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Figure 6.12 shows the average hop count in the Mesh, Torus, D-Mesh, D-Torus and MD-Torus 

based on data points (Interpacket Arrival Delay) provided in Table 6.13. Overall, Mesh, Torus, D-

Mesh, D-Torus and MD-Torus experienced a downwards trend throughout the time. MD-Torus 

hop count was 1.67707 at 17.07 being lower than Mesh, Torus, D-Mesh and D-Torus topology’s 

hop count and continued to decline steadily to the end of the time, reaching around 1.65996 at 3.41 

and hitting low point of 1.54805 at 1.71 interpacket arrival delay. Same pattern was also observed 

for Mesh, Torus, D-Mesh and D-Torus topologies. 

 
Table 6.14 Average Hop Count under Bit Complement Traffic 

Interpacket Arrival Delay(us) Mesh Torus D-Mesh D-Torus MD-Torus
17.07 4.8 2.4 3.2 2.08 1.6
8.53 4.8 2.4 3.2 2.08 1.6
5.69 4.8 2.4 3.2 2.08 1.6
4.27 4.8 2.4 3.2 2.08 1.6
3.41 4.8 2.4 3.2 2.08 1.6
2.84 4.8 2.4 3.2 2.08 1.6
2.44 4.8 2.4 3.2 2.08 1.6
2.13 4.8 2.4 3.2 2.08 1.6
1.90 4.8 2.4 3.2 2.08 1.6
1.71 4.8 2.4 3.2 2.08 1.6  
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Figure 6.13 Average Hop Count under Bit Complement Traffic 

 

Figure 6.13 describes the average hop count in the Mesh, Torus, D-Mesh, D-Torus and MD-Torus 

based on data points (Interpacket Arrival Delay) provided in Table 6.14. In general, Mesh, Torus, 

D-Mesh, D-Torus and MX-Torus experienced a constant trend throughout the time. The average 

hop count of Mesh, Torus, D-Mesh, D-Torus, and MD-Torus was 4.8, 2.4, 3.2, 2.08 and 1.6 

respectively. Hop count of MD-Torus topology was smaller than other mentioned topologies and 

found to be 1.6 throughout the time. 
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Table 6.15 Average Hop Count under Neighbor Traffic 

Interpacket Arrival Delay(us) Mesh Torus D-Mesh D-Torus MD-Torus
17.07 1.92 1.2 1.6 1.2 1.16
8.53 1.92 1.2 1.6 1.2 1.16
5.69 1.92 1.2 1.6 1.2 1.16
4.27 1.92 1.2 1.6 1.2 1.16
3.41 1.92 1.2 1.6 1.2 1.16
2.84 1.92 1.2 1.6 1.2 1.16
2.44 1.92 1.2 1.6 1.2 1.16
2.13 1.92 1.2 1.6 1.2 1.16
1.90 1.92 1.2 1.6 1.2 1.16
1.71 1.92 1.2 1.6 1.2 1.16  

 

 
Figure 6.14 Average Hop Count under Neighbor Traffic 
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1.6, 1.2 and 1.16 respectively. Hop count of MD-Torus topology was smaller than other mentioned 

topologies and found to be 1.16 throughout the time. 

 
Table 6.16 Average Hop Count under Tornado Traffic 

Interpacket Arrival Delay(us) Mesh Torus D-Mesh D-Torus MD-Torus
17.07 3.98713 3.19875 2.83674 2.43916 2.02102
8.53 3.36801 3.01152 2.81508 2.42826 1.98749
5.69 3.07285 2.81700 2.76124 2.41138 1.97825
4.27 2.91139 2.68167 2.72318 2.40092 1.97375
3.41 2.81101 2.58443 2.69570 2.39441 1.97077
2.84 2.74287 2.51120 2.67489 2.39013 1.96860
2.44 2.69375 2.45418 2.65857 2.38721 1.96691
2.13 2.65661 2.40799 2.64542 2.38522 1.96555
1.90 2.62774 2.37030 2.63458 2.38382 1.96441
1.71 2.60471 2.33879 2.62549 2.38286 1.96345  

 

 
Figure 6.15 Average Hop Count under Tornado Traffic 

 

Figure 6.15 indicates the average hop count in the Mesh, Torus, D-Mesh, D-Torus and MD-Torus 

based on data points (Interpacket Arrival Delay) provided in Table 6.16. In general, Mesh, Torus, 

0

2

4

6

8

10

12

14

16

18

17.07 8.53 5.69 4.27 3.41 2.84 2.44 2.13 1.90 1.71

Av
er

ag
e 

H
op

 C
ou

nt

Interpacket Arrival Delay (µs)

Mesh Torus D-Mesh D-Torus MD-Torus



140 
 

D-Mesh, D-Torus and MD-Torus experienced a downwards trend throughout the time. MD-Torus 

hop count was 2.02102 at 17.07 being lower than Mesh, Torus, D-Mesh and D-Torus topologies’ 

hop count and continued to decline steadily to the end of the time, reaching around 1.97077 at 3.41 

and hitting low point of 1.96345 at 1.71 interpacket arrival delay. Same pattern is also observed 

for other mentioned topologies. 

 
Table 6.17 Average Hop Count under Hotspot Traffic 

Interpacket Arrival Delay(us) Mesh Torus D-Mesh D-Torus MD-Torus
17.07 3.16822 2.44535 2.25256 1.83810 1.69599
8.53 2.86186 2.37409 2.22940 1.82674 1.68335
5.69 2.56708 2.30082 2.10675 1.81470 1.67511
4.27 2.32875 2.19983 1.98160 1.79677 1.66934
3.41 2.14647 2.08187 1.87919 1.76661 1.66189
2.84 1.99732 1.97991 1.79267 1.73159 1.65015
2.44 1.87563 1.88959 1.71772 1.69163 1.63304
2.13 1.77394 1.80953 1.65289 1.65247 1.61269
1.90 1.68587 1.73884 1.59695 1.61631 1.59089
1.71 1.60838 1.67602 1.54842 1.58296 1.56817  

 
Figure 6.16 Average Hop Count under Hotspot Traffic 
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Figure 6.16 illustrates the average hop count in the Mesh, Torus, D-Mesh, D-Torus and MD-Torus 

based on data points (Interpacket Arrival Delay) provided in Table 6.17. Overall, Mesh, Torus, D-

Mesh, D-Torus and MD-Torus experienced a downwards trend throughout the time. MD-Torus 

hop count was 1.69599 at 17.07 being lower than Mesh, Torus, D-Mesh and D-Torus topologies’ 

hop count and continued to decline steadily to the end of the time, reaching around 1.66189 at 3.41 

and hitting low point of 1.56817 at 1.71 interpacket arrival delay. Same pattern is also observed 

for other mentioned topologies. 

 

6.4 Results and Discussions 
 

This chapter presented an improved version of D-Torus topology, called as MD-Torus and is 

suitable for parallel processing system. Based on results obtained in section 5.3, the proposed 

topology revealed better performance in comparison to Mesh, Torus, D-Mesh, and D-Torus 

topologies. Maximum reduction in end to end delay was obtained i.e. 98.71% under neighbor 

traffic. There was a major improvement in average throughput i.e. 57.99% under tornado traffic 

while average hop count was reduced by 23.08% under the influence of bit complement traffic. 

The proposed topology provided better path diversity that can handle fault tolerance of network in 

an efficient way. This topology inherits the properties of D-Mesh as well as D-Torus topologies. 

In terms of degree, diameter, path diversity, average distance and bisectional bandwidth the 

proposed topology provided better performance. Due to its enhanced feature and performance it 

could be a better option for the large scale of parallel computing system. Conclusively, the studied 

topology could further be explored to attain high performance in various quality of service 

parameter because of efficient inter processor communication. 
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CHAPTER 7 

CONCLUSIONS AND FUTURE SCOPE 
 

The study focused on the influence of the topology on the performance of the parallel computing 

system as there are several interconnection topologies. The exhaustive survey on interconnection 

network prompted us to design efficient topologies to achieve the optimal performance. At present, 

several interconnection network topologies in the parallel computing system exist, therefore it was 

a difficult task to select one of them for a specific objective. It was observed that the selection of 

topology depends on topological properties as well as quality of services for an application. 

Therefore, the key objective of this thesis was to perform comprehensive analysis of existing 

topologies and design new efficient topologies to improve the performance of parallel computing 

systems. 

 

In chapter 1, we have focused on the introduction of interconnection networks. The chapter also 

contains research gaps, problem reflecting objectives. 

 

In chapter 2, we have presented the empirical information via comprehensive literature search 

presented background of various interconnection networks, approach for analyzing data, and 

calculations corresponding to topological properties. 

 

The chapter 3 described the design of Modified X-Torus topology as the enhanced version of X-

Torus topology and its topological properties were calculated. We evaluated its performance using 

OMNeT++ simulator under various traffic patterns such as uniform, bit complement, neighbor, 

tornado and hotspot. Proposed topology was compared with Mesh, Torus, and X-Torus topologies. 

Simulation work was performed to evaluate its performance in the real-time applications such as 

weather forecasting, earthquake predictions and other applications which require real time data. In 

addition, it was found that proposed topology was more fault tolerant due to better path diversity 

compared to other topologies. It also provided minimal average latency and average hop count as 

well as maximum average throughput. 
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In chapter 4, we proposed a new topology, called as Center Concentrated X-Torus and it is the 

improved version of X-Torus topology where center nodes were connected to the vertical and 

horizontal edge nodes. Various topological properties were calculated such as node degree, 

diameter, bisection width, average, and path diversity. Quality of services were also evaluated and 

found that its performance was comparatively better.  

 

Similarly, chapter 5 and 6 also report to design two efficient topologies. These were Hexagonal X-

Torus and Modified Diagonal Torus topologies. After calculating topological properties and 

evaluating quality of services, it was concluded that the proposed topologies improved the 

performance of the parallel computing system to a large scale. As the proposed topologies have 

high path diversity so it could provide better fault tolerance in the network in case of node, as well 

as link failure. Ideally these findings revealed it as a better option to improve the performance of 

parallel computing systems. 

 

Overall, present thesis objectives were broadly focused on the comprehensive study of various 

interconnection network topologies and its topological properties to enhance the path diversity and 

improving the quality of services for the topologies. However, some new topologies were designed 

which have prominent topological attribute. In the study of topologies it was identified that vertex 

in MX-Torus topology were not vertex symmetric. If the topology is not vertex symmetric this 

means that design cost is wasted which can be utilized for improving path diversity and 

performance of the topology. The key challenge was to identify these nodes and define link 

between them. These links are to be represented by the mathematical formulation, which should be 

true for all the topologies for the even and odd dimensions.  Secondly, in order to improve the path 

diversity additional links were added to center node to X-Torus topology and termed as center 

concentrated X torus topology with the objective to provide the alternate path that can help in 

improving the performance of the system. In order to improve the performance to most important 

parameter is the internode distance. The hexagonal links in the Hexagonal X-Torus and diagonal 

link introduce in modified diagonal torus topologies helped in reducing the hop count of topologies. 

Even though the topologies were designed but key challenge in this exploration is automatic 

exploration of links based on multiple parameter. This work can be further extending using 

machine learning algorithms.
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