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Abstract

The present study aims to develop a simplified methodology for the generation of Synthetic
traffic for multicore architecture. To begin with, self-similarity processes are studied for the
generation of synthetic traffic. The exponent known as the Hurst parameter is calculated
by various method from Rescaled-range method to Whittle’s Estimator used to represent
the self-similar process. The synthetic traffic is used to simulate on the Mesh architecture
of different scalable sizes to decrease the simulation time and it provides the flexibility to
network designers. The synthetic traffic is generated for the advanced class of MPEG-4
videos with HEVC. The algorithm presented here requires less time for its generation as
its complexity is less as compared with other existing algorithms for the generation of
Synthetic traffic.

The synthetic traffic is simulated on different classes of traffic patterns such as Comple-
ment,Neighbourhood and Uniform patterns which constitute the selection source and
destination pair. Some of the important parameters such as end-to-end latency, link
utilization, packet loss probability are calculated based on the simulation outcomes helps
in understanding the communication paradigm and helps the network designer for a better
selection of communication resources in the early design process of Networks-on-chip
architecture.

Subsequently, the role of non-Gaussian processes is studied with the Hermite process. In
this study, the role and requirement of Non-Gaussian process are identified, various class
of processes identified in Hermite process, the Rosenblatt process is one of them whose
distribution is non-Gaussian. The algorithm designed for generating Non-Gaussian process
based on Rosenblatt process whose function is the integral of time and space domain
concerning Fractional Brownian Motion.

The generation of Gaussian and Non-Gaussian process are compared with Rosenblatt
Non-Gaussian process shows the burstiness in dataflow is low in Gaussian and Non-
Gaussian process as compared with Rosenblatt Non-Gaussian process. The results show
the Rosenblatt Non-Gaussian process are better to simulation and representing the actual
dataflow.
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CHAPTER 1

Introduction

The advancement in technology makes the life of people simpler and simpler but this
is happened because of the introduction of algorithms and fast computational devices.
With billions of transistor are embedded into a single die makes computation much
faster with very little heat dissipation. As the technology is improving day by day
the need for much faster computational devices is the need of the hour. The case of
scaling, assimilation of heterogeneous new functionalities into agile technologies became
a propulsive component for the technology. The trend, of multiple processing variety in
conjunction with minimization of resources, increased difficulty in the multicore cycle has
led to an increasingly central estimation elements [1]. There, for example, is an design
for the protein-folding computation with more than 1200 cores [2]. Therefore the need
for bus-based connectivity becoming less popular as a comparison to parallelism as it
decreases the latency and power and also increases the throughput. Yet, it brings up
other challenges before the network-designer mainly the use of optimal communication
resources used for networking of packets. The system know how, the network design knows
application-based simulation is required for network understanding. The requirement of
using the target function is the inflexibility and takes enormous day-time for simulation
and if traffics used with shorter-length of target application should swift the simulation
and hence the traffic modelling need becomes important.

Traffic modelling is an critical dimension for quality service for which the optimum usage
of the communication resources. In the conventional communication, where the number
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of calls or data points represented as the Poisson system under which the occurence of
traffic-packets with respect to time interpreted as an exponential vector. Nevertheless,
with the greater complexity is implemented in connectivity with the type of multimedia
traffic, which in essence is bursty, traffic analysis shows not just the direction of arrivals,
but also the variation bandwidth-connectivity.

In this thesis, we address the effect and significance of self-similar traffic for various mesh
architecture for communication. The generation of traffic with self-similarity principle
using the multimedia applications statistical properties [3] whose sum is not possible
from Eq. (1.1) shows burstiness property. For the generated traffic the auto-correlation
function will not be a summable value, but rather an indefinite value. The auto-correlation
function break downs so gradually that any aggregate limit function won’t remove the auto-
covariance from this method. The sum of the function of auto-correlation is represented
in Eq. (1.1) as

∞∑
−∞

c(κ) = ∞ (1.1)

where c(κ) is the function of auto-correlation with number of lags equal to κ. The
Long-Range Dependence Framework (LRD) displaying this dependency property. If this
auto-correlation function is summed to any positive value, this process is known as to be
Short-Range Dependence Framework (SRD).

For simulated modeled traffic [3], performance analysis [4] is needed to assess the NoC
behavior and efficiency during the initial design phase simulation. NoC efficiency evaluation
during the initial design phase depends heavily on the kind of patterns selected in traffic
coordination. Therefore, the range of traffic to demonstrate correlations target applications,
it is supposed to be pivotal.

There are three categorized different classes of traffic patterns [5] for example real-time
traffic trends for services, digital traffic structures and the latter derive statistical features
from the current application because of its simplicity to create simplified models of traffic
than initial application traffic.

1.1 Self-Similarity Basics
The attributes to the same features designed at all the possible scales is known as self-
similar process [6]. Specific examples of self-similarity can be seen in the Fig. 1.1. The
auto-similar properties are shown by four subfigures of the Sierpinski-triangle, Fractal-Tree,
Hilbert-Contour and Koch-symbol. They are scaling to a greater degree where finer details
display the same properties that are generated from and this cycle can be recursively
replicated. The structure of its origin will be established. This will be close in terms of
traffic 100 ms network containers are collected into the 100 seconds network containers
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and this 100 seconds network containers are collected into 100 minutes network container.
In the Poisson process as the distribution is not interrelated and as the increase the process
that makes the flat smooth line so the self-similar are different from the Poisson process.
There is no place for burstiness in the Poisson traffic.

(a) (b)

(c) (d)

Fig. 1.1 (a) Fractal-Tree (b) Hilbert-Contour (c) Sierpinski-triangle (d) Koch-symbol

Processes identical to each other are assessed by the single exponent ranges from (0, 1)

known as Hurst exponent (H). A time-series is choosen as the process L(t) such that the
tth time, of its aggregated length L(m) of L at gathering level of m,

L(m)(i) =
1

m

mi∑
m(i−1)+1

L(t) (1.2)

L(m) = mH−1L (1.3)

L = m1−HL(m) (1.4)

The L(t) is split into a non-overlapping pieces of m sizes. The number of blocks are
represented by i and such blocks are averaged. The φ(m)(k) denotes the function of
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auto-covariance for the L(m).

Definition 1.1.1. (2nd Order Self-Similarity) A method is called by 2nd order self-
similar according to function of auto-covariance accomplishes the Eq. (1.5),

φ(p) = σ2
(
(p− 1)2H × 2−1 − (p)2H + (p+ 1)2H × 2−1

)
(1.5)

and it’s asymptotically 2nd order self-similar if satisfies the Eq. (1.6),

lim
m→∞

φ(m)(p) =
σ2

2

(
(p− 1)2H − 2(p)2H + (p+ 1)2H

)
, (1.6)

where p ≥ 1 and Hin [0.5, 1]

Definition 1.1.2. (2nd-Order Stationary) A 2nd order stationary process is said if its
auto-covariance function is represented by (φ(x, y) = E[(Q(t)− x)(Q(t)− y)]) is adapta-
tion invariance i.e.,

φ(x, y) = φ(x+ k, y + k), (1.7)

where k, y, x ε Z.

These two definitions are important characteristic for the network traffic simulation for
multicore architecture for it’s exact simulation on synthesis traffic.

Let us suppose the aggregate time-series Y (t) of the cumalative process X(t) to give the
expression X(t) = Y (t)− Y (t− 1) which is a process of self-similarity.

Y (t) = a−HY (at) (1.8)

where a is the deflation or contraction factor which can stretch for a > 1 and dilate if
a < 1. The scaled version of time series Y (t) is represented as Y (at), where both pursue
the same distribution.

Y (t) = tHY (1) (1.9)

So aggregated-variance Xm is derivable as,

var
(
X(m)

)
= m2H−2σ2. (1.10)

So Y (t) which is used for the modeling of synthetic traffic design is known to be FBM
(fractional_brownian_motion) and its aggregate process is called FGN (fractional_gaus-
sian_motion)
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1.2 Motivation
While NoC has many advantages, it has been suggested as a promising approach to the
overheads of packet collision in bus-based communication and multiprocessor system-
on-chip (MPSoCs) by means of general-purpose communication architectures. When
utilizing fast connectivity connections instead of using a single bus, power usage may
also be minimized and efficiency increases [7], [8]. In fact, the wire duration and latency
of the electrical links can be easily managed while at the same time utilizing the wires
more effectively, consuming fewer wiring. NoCs have therefore been the preferred on-chip
connectivity model by providing an optimized approach to a broad variety of difficulties in
designing the massive MPSoC. As the system becomes huge as the number of nodes or
Intellectual property (IP) increases in the communication SoC there will be an increase
in the volume of data transferred and to better analyze the system design it requires full
simulation outcomes. But, the real-time traffic takes a huge amount of hours and often
lacks the flexibility in order to overcome these issues synthetic traffics are designed for fully
understanding the network design and the communication resources required even before
the actual design of the chip. It allows the network architect to pick optimal resources
and to understand the early design process better.

1.3 Identified Research Gap
• The generated traffic is available for MPEG2 video codec which are not bursty in

nature and not for the MPEG4 videos.

• The algorithms used for generation of synthetic traffic are algorithmic complex
and the requirement of less complex algorithm required for the synthetic traffic
generation.

• Analysis is not done based on the source-destination pairs which can be done by using
the traffic patterns. The other issues such as Power and Packet loss probability were
not taken in consideration for synthetic traffic performance on multicore architecture.

• The role and requirement of Non-Gaussian synthetic traffic for NoC Communication
is identified as the problem to generate Non-Gaussian synthetic traffic.

1.4 Objectives of the Thesis
• To optimize the buffer-size using self-similar traffic.

• To generate synthetic traffic model based on self-similarity principle for MPEG4
videos.

• To generate the traffic for non-Gaussian process and compared with existing traffic.
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• To propose an algorithm for non-Gaussian traffic generation and discuss about the
requirement of mentioned traffic for networks-on-chip architecture.

1.5 Organization of the Thesis
This thesis presents the study carried out. This thesis consists of six chapters and is
organized as follows:

Present chapter This chapter provides an overview of Synthetic traffic and self-similarity,
motivation and objectives of the work.

Second chapter In this chapter provides a comprehensive literature review on the present
subject, state of the art approaches for synthetic traffic generation.

Third chapter The synthetic traffic is generated for the MPEG-4 videos using the
properties of self-similar process. The optimal buffer sizes are analyzed using the
Norros principle.

Fourth chapter Performance of non-Gaussian and Gaussian process is analyzed in this
chapter. The synthetic traffic generated for the MPEG-4 videos and the Non-
Gaussian process and analyzed.

Fifth chapter In this chapter Non-Gaussian synthetic traffic is generated using Rosen-
blatt process.

Sixth chapter This chapter reports the conclusions of this study and scope of future
work under the domain of synthetic traffic generation.
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CHAPTER 2

Literature Review

2.1 General
In today’s world the entire system of computing can be played by a single chip which
consists of different processing elements, this system came to know as System-on-Chip
(SoC). Since the SoC’s are scalable hence it leads to the issues of power minimization,
synchronization, and system reusability. As the bus-based system suffers from the issue of
scalability as the number of collision increases with the number of systems interconnect
increases in the system makes the packets prone to collision [9], [10]. As the number
of cores or Intellectual Property (IP) core is increasing the volume of data transfer also
increases hence the bus-based communication is replaced by packet-based communication
[11], [12], [13].

Traffic Models are the mathematical characteristics generated for various class of applica-
tions [3]. Network efficiency is highly dependent on real traffic, so reliable traffic models
are required to better understand the vast architecture of network protocols, topologies,
and implementations. Real implementations are time intensive and lack the flexibility, so
computational models are used to measure network efficiency early in the design phase [5].
NoC simulators have very high precision forecasts. It is important to provide a thorough
performance review before the prototype’s early design. The traffic model requires to
abstract two main elements, namely the source and destination of each flow, and the
inter-arrival time distribution of packets[14]. As per our best knowledge, no complete
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traffic model exists for NoC architecture. Therefore, the network designer relies on the
synthetic traffic models in addition with traffic patterns such as uniform traffic, tornado
traffic etc. for the complete test of the architecture [15], [16].

The traffic models are the inter-arrival time of the packets arrival at source which can be
modelled using various technique can be found in [17], [18], [19], [20], [21], [22] and [23].
The traffic models are designed using the distribution function such as Poisson distribution,
Bernoulli distribution etc.. In [24] describes the failure of the Poisson distribution based
traffic model for wide area network. In this the inter-arrival time packets are independent
of each other hence lacks the feature of capturing the burstiness. Several works investigated
the on-traffic properties and suggested a variety of traffic models to represents their patterns.
In [25] gives a summary of the NoC benchmarking requirements. In [4] suggested a tri-tuple
traffic model for empirically capturing the multicore architecture traffic characteristics.
A generalized traffic model to explain the traffic on-chip properties based on burstiness,
injection speed between pairs from origin to terminal [26].

For evaluation technique and generation of traffic for mesh interconnection network are
discussed in [27], where 2 types of performance assessment mechanism were used to do
the assessment to achieve more practical performance on each network channel and to
provide testing of the integrated network. The statistical method for NoC traffic modeling
using Gaussian-models which can be used to characterize on-chip design communication
patterns [28], [29].

Problems such as the need of traffic interaction for the current sampling technique, the
current calculation for representing implementations, and the variety of instruction counts,
suggested by the authors in [30]. By refining their analytical parameters NoCLabs and
NoCPoint will assess metrics. The literature in [31] evaluated the effect on CMPs system
phases of on-chip network activity and suggested methods for using connectivity actions to
evaluate the task phases. The analytical models allow for easy calculation of NoC output
with reasonable precision and can be implemented in recent design stages. The authors in
[32] have created traffic for the network correctly by modelling cache-coherence operation
and network injection along with variations of network traffic-patterns. In comparison,
the development process is streamlined by leveraging Markov chains with the reduced
simulation time. The strategies for traffic classification and buffer behaviour analysis with
a novel traffic simulation can be found in [33], [34], [35].

The proposed framework of analysis based on statistical physics is shown to be more
effective than the typical approaches based on the theory of queueing and the Markov chain.
Meanwhile, they show that typical random traffic patterns based on probability distribution
are not capable of capturing some essential traffic component and have a negative effect
on assessment and optimization of NoC results. Various NoC simulation environments in
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present time provide traffic design models for NoC studies to produce random traffic [36],
[37], [38], [39]. There are available few benchmarking systems that target CMP systems of
general use, such as SPLASH2 [40] and PARSEC[41]. They primarily focuses on computing
applications which are science based and with high-performance. The E3S addresses
the heterogeneity of various processor-types [42]. A trace based simulation technique
and framework for NoC, collecting packet dependencies from entire machine simulations
observed from[43]. In [44], comprehensive statistical description can be collected and
the artificially applicable benchmark traces generated via their constructed process. The
TRIPS software and simulators designs [45], [46], [47] for resource consuming and high
efficiency multiprocessor systems. They emphasize the importance of practical workload
in evaluating NoC systems.

2.2 Use of MPEG2 for traffic modeling
In [48] author presented novel work of generating synthetic traffic using self-similar
traffic and speed-up the buffer simulations for the MPEG2 videos, according to our best
knowledge the bursty traffic is not generated for the MPEG4 videos which will be burstier
than MPEG2 videos. The traffic generation’s algorithm used for the synthetic traffic is
algorithmically complex .

The single exponent use for traffic generation is known as the Hurst exponent is used for
its generation. There are various method to calculate the Hurst parameter [49], [50] having
different property ranges from stability to simplicity. The R/S plot method [21], Variance-
time method [51] and the periodogram method [52] are few methods for estimating the
Hurst exponent. The R/S plot method is the most stable method and rich in information
as comparison to other methods and therefore the best to apply for protocols based packet
control. The periodogram approach is the most simple to enforce and its nature to preserve
its stability and used to regenerate the traffic-flow even if requirements from the routers are
less. The periodogram method doesn’t overestimate the value of Hurst exponent, whereas
the R/S plot approach is difficult to apply but it has the advantage of determining is not
whether the traffic is self-similar in long ranges. The Variance-time method is the most
un-stable.

2.3 Limitations of non-Gaussian synthetic traffic
The non-Gaussian traffic is analyzed for the on-chip architecture since the Gaussian
traffics are not burstier hence the new model required for traffic modelling to capture the
true properties of raw video files. The traffic generated from the independent identical
distributed flow have a marginal Gaussian distribution. But, the marginal distribution
cannot always follow the Gaussian distribution. The first study is found in [53] where
traffic is analyzed for the TCP protocol are having the properties of non-Gaussianity.
The inferences of the authors are non-Gaussianity in the traffic degrades the network

9



performance due to the greedy flows of the traffic and it has small round-trip time due to
small hop counts. The traffic is generated using the wavelet base model for the long-range
dependent network traffic model [54] are non-Gaussian. The traffic generated is mostly for
the internet [55], [54] and as per our best knowledge, very few studies are done for traffic
generation for the multicore architecture. Most of the studies found generating traffic
for the on-chip network have the marginal Gaussian distribution and no non-Gaussian
distribution are taken into consideration.

The non-Gaussian process is found in the [56] where the process is generated from the
Hermite-class polynomial. The use of non-Gaussian process is important for river-flow
time series modelling [57], in hydrology [58] and in the internet traffic modelling [59].
The special class of Hermite process known as Rosennblatt process is generated, for the
definition of the Rosennblatt process can be found in [60], [61], [62], [63] and [64]. The
Rosennblatt process is developed using the proposed wavelet-based analysis synthesis
procedures [60], which are obtained in 2 ways, either by truncating the approximated
time-series and also by the approximated-coefficients in the Rosenblatt wavelet-type process
expansion. The method is also the self-similar process whose increments are stationary
and as limit in the Non-Central Limit Theorem (NCLT)[65], [66], [67]. NoC system
present a modular approach for the on-chip connectivity problem. The use of appropriate
flow-control algorithms helps the bandwidth provided by NoCs be used effectively. The
algorithms for flow-control mechanism released for networks deteriorate from large load
of communication and delays. Therefore it is at best troublesome to include them in the
sense of the NoC. For this cause, it is proposed a closed-loop flow-control system which is
predictive and making the interpretations: first, designing of a explicitly designed traffic
based router models for NoC. Then, these models used to forecast congestion possibility
cases [68].

In [69] proposed quite low cost and high capacity switches of critical value in Networks-
on-Chip. They suggest a very simple, memoryless move to a standard two-dimensional
NoC. Packets are dispersed in an non-ideal path in the event of congestion, often called
deflective routing.

In [70] an innovative structure-level buffer scheduling algorithm is introduced, which
can be used to modify the NoCs router architecture. More explicitly, despite the target
programme’s traffic characteristics and the cumulative cost capacity of the required
buffering. The proposed methodology calculates the buffer-depth in separate processor-
wide routers for each input channel, to maximize overall performance. This compares
strongly with the standard distribution of buffering services at present used in NoC design
this can greatly reduce overall efficiency on the network. Nonetheless, the experimental
outcomes demonstrate that algorithm proposed is fast, compared to the standard buffer
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allocation, major performance improvements can be made. Smart buffer allocation using
the proposed algorithm will achieve around 80% savings in buffering costs for a complex
audio / video program.

This article [71] presents results from a comprehensive series of simulation-based exper-
iments to compare on-chip-communication architecture performance. Such tests were
performed using the RedScarf simulation system mentioned in the article entitled “RedScarf :
a multi-platform open-source simulation framework for Networks-on-Chip’ performance
evaluation”.

The NoC is a vital interface for other robust processor-on-chip systems. At system-level,
they [72] provide a full architecture for developing and optimizing NoCs. A variety of
alternative 2D mesh interconnection architectures are produced for a provided SoC by
combining a collection of library with of predesigned NoC modules specified in SystemC
with high level synthesis. The system support the automated network interface synthesis
for translating between node specific messages and its NoC. In this paper illustrated
methodology by investigating design space for two complete SoCs running convulsed
functions on a high-end FPGA field-programmable gate array surface.

Interconnect architecture simulation can be a time-consuming aspect of on-chip multi-
processor system turbulence. Accurate simulation of networks-on-chip interconnections
will take many hours for practical examples of applications, and this process must be
replicated with each design revision, because the interactions between design choices would
have a direct effect on the overall device efficiency and latency. It introduces NoC based
“transaction-level model” (TLM) designs that offer the data transmission mechanism’s ab-
stract view in priority non-preemptive and preemptive NoC, which allows for a substantial
reduction in the number of simulation events. The modeling models are tested using two
case studies and simulated traffic with practical implementation. Results show that for
the majority of flows, the lightweight TLM simulation models can deliver reliable latency
figures inside pure flits packets. It achieves more than 93% reliable connection dynamic
power consumption and in terms of modeling when simulating gives 2.5 to 3 magnitude
orders faster [73].

In [74] proposed “minimum cost flow heuristic algorithm” (LINCA) to optimize the
quantification of the hybrid routers used in many core systems, corresponding to the
application traffic. LINCA guarantees the chip efficiency of hybrid networks that conform
to the demands of the applications. It will reduce substantial expense by using hybrid
routers on chip in the hybrid networks. This research led the first computational analysis
under a number of implementations to refine hybrid networks-on-chip architectures. This 
research aims to design dynamically hybrid interconnections for workloads sensitive of
bandwidth. The optimization approaches will exploit many core structures for better fit
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problems.

Networks-on-chip (NoC) is a robust and flexible networking model used in contemporary
system-on-chip architectures is considered an alternative to traditional bus systems. There-
fore, comprehensive multidimensional work concerning the design and deployment of NoC
based structures can be found. An elemental necessity for these operations is the existence
of NoC simulators which enable different technologies to be studied and compared. In
this paper addresses the review of various NoC simulators and features their contributions
to work on NoC. There are numerous NoC devices are analyzed and their strengths and
limitations are illustrated, such as “NoCTweak, Noxim, Nirgam, Nostrum, BookSim,
WormSim, NOCMAP and ORION”. The comparative analysis includes techniques for
measuring latency, power consumption and efficiency. [75].

In [76] a wormhole-switched NoC theoretical model is proposed based on theory of queueing
to understand the delay analysis. The proposed system takes an network connectivity a
topological graph, maneuvered vector and routing table in the form of matrix as its input,
and calculates the mean processing time for latency of the packet in router. This functions
with specific network topology under predetermined traffic conditions, with deterministic
routing. This model will approximate the average latency per flow correctly and easily,
thereby allowing for the exploration of various design specifications in NoC designs in a
short design space. From the experimental outcomes suggests the planned computational
design can estimate the mean packet-latency more than 4 times higher than an effective
simulation, whereas the calculation error for various system-on-chip architectures is less
than 10% in unsaturated networks.

The simulator Noxim [77] is built by way of SystemC, a system definition written library
in C++. The choice behind the Noxim initiative is inspired by the elementary condition:
allowing fast modifiability & flexible efficiency while promoting simulation with process
accuracy. The NoC scenario implemented in the “Noxim Runtime Environment” (NRE),
which includes the SystemC code to serve the different architecture of NoC. The NRE
helps in understanding many topologies, router components such as buffer and packet
sizes, distributions of traffic, routing algorithms, injection speeds of packets, etc.. Many
execution statistics are produced at the end of the simulation, both in terms of output
and figures.

In order to replicate the specific network situation closely, it is important to model the
traffic stream transported across practical networks to validate the efficacy of the protocol
designs. Extensive studies have reflected that real traffic in accessibility and LAN system
interconnect (e.g., by video streams and ftp) displays the characteristics of LRD and
self-similarity. In this article proposed a functional methodology with defined traffic
strength for modeling self-similar traces. Since the Pareto distribution exhibits heavy-tail
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properties, the values that can be produced functionally in simulations obey only a slightly
different version of the distribution of Pareto, where the largest value is a finite number.
It comes about with two reasons that the maximum value that the machine will produce
is calculated by the fixed smallest values. This dictates that the traffic produced is often
truncated to the end. Second, in simulation, the number of values generated is finite. It
indicates the tail-abridge could be even worse [78]

In other natural processes, such as habitats, biological structures, and atmosphere, LRD
and non-Gaussianity are universal. It is always not known, though, that the two phenomena
will exist collectively in natural systems, and that self-similar property can be a quasi-
particle of both physical processes in a system. Such characteristics, typical in complex
systems, influence pattern identification, and severe abnormality and clustering. Two
dialectical frameworks that can compensate for LRD and non-Gaussianity at the same
time are discussed: “autoregressive fractional integrated moving average (ARFIMA) and
linear fractional steady motion (LFSM) ”. The mathematical properties of LRD estimators
and their self-similarity are analyzed critically [79].

An analytically constructed model of simulated traffic based on the Negative Exponential
Distribution (NED) for homogeneous and heterogeneous NoCs in all dimensions. This
synthetic traffic profile reliably captures core statistical actions of practical traces obtained
by running various applications on networks-on-chip as opposed to traditional synthetic
traffic profiles. The average packet hops for the proposed traffic profile was contrasted
with those of certain simulated and practical traffic trends to determine the usefulness of
this current NoC traffic model [80].

This paper provides a series of nine network traffic models for NoC projects to be bench-
marked. Different metrics allow equal comparison, replication of research findings, and
acceleration of growth of NoC. The package is focused on actual applications contained in
literature and usable on the publicly accessible Transaction-Generator (TG) benchmarking
method. Average size of a task graph is noted to be about 15 tasks, except the MPEG4
encoder created with scripts. For average every assignment has just two targets, and
there are tasks of atleast four goals in six graphs. There is one very active vector in four
instances, i.e. a function that sends significant fractions of the total traffic, e.g. 68% for the
first graph. In four instances, sinks which eject large fractions of traffic can be described.
It indicates that traffic is far from standardized, and considerable variety can be found
between application and within a single program. The general assumptions were made
for the full program descriptions: Internal transfers are either nominal messages or copies
of outgoing transfers. If there is no documentation of different activities we presume one
activity per PE. When data is obtained at all sources, activities with more than one incom-
ing channels are activated. The two-way edges are split into two unidirectional channels of
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half the bandwidth. When there is no obvious device feedback, functions with no incoming
channels are activated at short intervals by timers concurrently to execute the program.
TG lets several activity graphs be merged to model heterogeneous behaviour. One aspect
of broad MP, for example, computes telecommunication feature and the other multimedia
processing. Another example is the complex shift of the telecommunications stack between
UMTS and WLAN which can be accomplished with timers and few additional scheduling
activities [81].

In [82] a computing model for Nostrum focused on two traffic forms, Guaranteed-Bandwidth
(GUB) and Best-Effort (BEE) traffic was defined. They have suggested a common structure
and exchange of infrastructure for the GUB traffic to all GUB networks. Such centralizing
will be achieved by a central agent in the network, either at development time or dynamically
at run-time. For BEE traffic they have recommended that each tool be assigned traffic
budgets. Budget distribution may be carried out again by a central agent in the network
at development time or at run-time. The network controller guarantees that the assigned
allocation is fulfilled for each assets. As long as growing resource stays within its traffic
budgets the BE traffic’s efficiency properties are characterized The benefit of this strategy
is that all GB and BE traffic results are concisely defined by formulae, can be prepared,
evaluated and written predictably.

The downside is that there is distribution of network space and might not be completely
used. When a simulated circuit of GUB is not completely used, other traffic can not
access the capacity, so it is lost. When a resource does not allow good use of its allotted
allocation, it can not be used by other services. Various combinations and optimizations
are possible in this method. At design time traffic preparation for all GUB and BEE traffic
may be performed solely dynamically. Conversely, a central network administrator, e.g.
a network operating system, can execute traffic reallocation dynamically at run time. If
that is advantageous it relies on the program complexity and the overhead involved.

GUB traffic may also be organized on the basis of resource budgets, much like the BEE
traffic definition we used. This will mean that virtual-circuits (VCs) would be opened
and dynamically controlled by the communication resources GUB allocations, then locked.
Likewise, channel by channel, BE traffic may be distributed, just like it was done with
GUB traffic. With the four variations, i.e. (GUB and BEE resource-allocation or channel-
allocation) shows the optimal trade-off depends on the network traffic characteristics and
the run-time overheads involved.

BEE traffic classification is based on two analytical criteria, the deflection component and
the traffic threshold, in the suggested theory. Because this alternative allows traffic load
to spread adaptively over the entire network, Nostrum’s flexible, non-minimal routing
approach appears feasible. Perhaps, a deterministic routing system involves a particular
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method focused on utilizing individual connections. With equivalent outcomes it was
thought that is feasible but leave it to the future. The anticipate some variations, though,
that will render one kind of network more suited for one application form. For MoCs with
more precise output characterizations of well-defined traffic flows, deterministic-routing
dependent networks are likely to require.

In systems of lesser recognized or more complex traffic flows, adaptive networks are possibly
superior. It was assumed that a MoCs can be established as a result of this study that
enables correct characterization of communication efficiency in NoCs. A MoC needs to
allow for effective traffic planning. It attached to particular importance to MoCs which
allow efficient traffic composition and analysis of the resulting system output. It was
assumed this is feasible with a wide variety of routing, swapping and buffering practices,
but developing network connectivity systems is necessary in order to devise effective MoCs.
Not all arbitrary NoC can create a valuable abstraction of the MoC.

The NoC architecture method involves careful analysis of the program operating on it in
order to maximize the efficiency and aspect of the contact services. The method of traffic
modeling is the most critical phase in the characterization of dynamic applications. Three
approaches can be defined for modeling traffic in the NoC research. The first method
suggests that sources transmit data to the network constantly at a constant rate, which is
the most widely seen. The second approach uses probabilistic features, including audio
and video sources, to model the traffic activity for standard applications. This method’s
precision is higher, at the extra expense of difficulty and simulation period design. The
third approach allows use of traffic traces to measure network efficiency. Simulation
period may be prohibitive except with minimal traces. The downside is accuracy which
comparable to existing ones. And if a specific protocol is appropriately designed, certain
flows conflict with the conduct of the client traffic within the network.

Data about the reciprocal intervention of multiple traffic flows in NoCs are limited. This
research has two objectives: compare the efficiency of NoC when various traffic models
are used with the same task in terms of throughput and latency and to analyze the effect
of network noise traffic on a particular model movement. Preliminary tests indicate how
much the real NoC output is when an oversimplified model is utilized for a particular task.
The assumption is that NoCs will use internal frameworks to ensure QoS, as noise traffic
allows modeled traffic to differ from its expected behavior [83].

2.4 Optimization of buffers placed in MPSoC
In [84] also expanded the research with to determine the effects of self-similar traffic
on MPSoCs routers buffer-size using DPPBP (Discrete Poisson Pareto Burst Process).
Through contrasting theoretical boundaries and detailed simulation performance, checked
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the usefulness and precision of the terms used, and the upper and lower buffer-size
boundaries. For limited meshes of deterministic-routing have found that the nodes at
the boundaries become bottleneck for terms of buffer-size owing to their own LRD traffic
overloads. As a supplementary consequence, demonstrated the benefit of growing the
channel operation rate by rising the degree of self-similarity that renders the buffer
allocation algorithm less complicated to a more consistent buffer behaviour. This is an
significant finding in NoC architecture, because the alternate approach that reduces the
size of the router buffer is impractical and raises the NoC packet latency considerably.
They need to develop creative strategies such as congestion management to mitigate the
crippling impact of self-similar traffic due to the strong volatility of LRD traffic.

In this paper [85] established an overview to the worst-case buffer requires study in time-
constrained applications built for NoCs. Based on this study, two problem solved related
to: reducing the overall buffer-size needed for application specific NoCs and information
synthesis with buffer-size constraints applied. In all situations it ensure that the deadlines
set and the requirements for the likelihood of delivery messages are achieved. It also
claimed that traffic shaping is a effective tool for reducing buffer capacity. They suggested
2 powerful greedy sub-problems of connectivity planning and traffic shaping and reported
experimental findings demonstrating the efficacy of the method.
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CHAPTER 3

Synthetic Self-similar Traces based Optimization of Buffer-Size for
Different Traffics for Networks-on-Chip

(a) (b)

Fig. 3.1 (a) 64 nodes Mesh Topology (b) 16 nodes Mesh interconnection network by
OMNET++

3.1 Traffic Distribution Patterns
The multicore system architectures work are assessed on the 3 traffic distribution patterns
to understand distribution of packets under space using metrics such as latency, nodes
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hop-count etc. from source to destination. The selection of source-destination pair in
uniform traffic [7] is determined by inserting the random function provide a number picked
using a uniform distribution range between 1 and m− 1, where m is the topology size to
each of the source core-id which ranges from 1 to m.

di = (si + int_uniform(1, (dm/2e − 1))) mod m (3.1)

where di and si are the terminal and origin core-id respectively, The function int_uniform
returns uniform distributed integer number created from the range [1, n− 1]. The direction
most probable deliver to end destination balanced equally with very low load balancing
using uniform traffic. The set of source-destination core-id in tornado traffic [7] is where
the origin cores are added with m

2
the network-size m.

di = si + (dm/2e − 1) mod m (3.2)

The specified source-destination core-id pair is in the complement traffic [7] in which the
terminal core focuses on the source core.

di = ¬ si mod m (3.3)

3.2 Experimental Results
All 3 network trends won’t offer the same core-id origin and terminal pair, that is the core
that produces the data-packets would not return to its own core. That is the explanation
for the option of choosing these 3 traffics, because the center does not transmit the packets
to itself in the multicore architecture. The multiple cores have specific tasks to do, such that
the intermediate effects are passed to other cores after processing the packets. For example,
in multimedia device processing, encoding, decoding and shared functions are delegated
to specific architecture cores utilizing certain specialized mapping algorithms. Such key
perform the tasks and connect to other key for full application delivery. So we took these
3 traffic distribution to test the efficiency of the synthetic-traces on interconnection based
many core architecture.

We took 2 instances of mesh topology for the results one is 64 nodes square topology
in Fig. 3.1a and the other is 16 nodes square topology in Fig. 3.1b. The simulation
framework is performed on the OMNET++ [86], where the simulation specifications are
seen in the Table 5.5. In order to change the buffer-size, the adjustment is made in the
maximum number of queued packets, where 8, 16, and 32 are allocated for the buffer
sizes of 256, 512 and 102 bytes.
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Within the Figs. 3.2 and 3.3, the average hop-distances for each center are plotted, the plot
indicates identical trend of distance variance with specific traffic trends in both architectures.
The overall mean hop-count for Uniform-traffic for 64 nodes mesh topology is 10 for core
number 7, while the overall mean hop-count for Tornado-traffic and Complement-traffic is
15 for core number 1 and 8 respectively, and the max average hop-count for Uniform-traffic
is 45 for core number 7 for 64 nodes mesh topology, while the actual average hop-count is
45 for core number 7 respectively.

In each architecture the mean end-to-end latency is plotted in the Fig. 3.4 and Fig. 3.5
for all three flow. The end-to-end latency is the period of time the packet takes from
origin to terminal. For increasing traffic distribution the distribution of latency is very
common across the 3 specific buffer-sizes. The analysis is performed on the 3 traffic
conditions on Uniform-traffic, Tornado-traffic and Complement-traffic, in 3 buffer-sizes of
256, 512 and 1024 bytes.

ψe−to−e =M [ψtrn + ψpro + ψpro + ψq] , (3.4)

where ψtrn is the delay in transmission, ψpro is the delay in processing, ψpro is the delay
in propagation, ψq is the delay in queuing M is number of connections, which is only
number of routers. The latencies for specific traffic reveal that the complement-traffic
has higher latency and differs because the variance of the source-destination pair, while
the latency for tornado-traffic is quite smooth and variable parameter very minimal, the
variability of the source-destination pair is limited and thus the latency is weak, while for
Uniform-traffic is zig-zag.

3.3 Conclusion
We provided a comparison of hop lengths, latency delay of end-to-end and the likelihood
of packet-loss for the three traffic patterns Uniform, Tornado & Complement for 2 mesh
topology architectures 4 × 4 & 8 ×8. Our multicore architecture design builds on The
self-similar traces created for multimedia applications are the statistical properties of the
video systems are synthetically used. The versatile nature of trace produced in synthetics
helps in a simple and precise simulation which is not feasible for application in real time.

The above determined parameters assist in the early design of architecture and the selection
of suitable choices resource connectivity. The probability of failure highlights the existence
of buffer under various network condition systems and an optimal use of buffer makes
them energy-saving by not losing packets and effective architecture by saving unexploited
extra room for buffering.
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Fig. 3.2 4× 4 Mesh interconnection network’s avg. hop-count for the (a) Uniform-traffic
(b) Tornado-traffic (c) Complement-traffic
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Fig. 3.3 8× 8 Mesh interconnection network’s avg. hop-count for the traffic (a)
Uniform-traffic (b) Tornado-traffic (c) Complement-traffic
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Fig. 3.4 4× 4 Mesh interconnection network’s avg. end-to-end latency for distinct traffic
for buffer-size (a) 1024 bits (b) 512 bits (c) 256 bits

22



10 20 30 40 50 60
0

200

400

600

800

1,000

Core-Number

Av
g.

la
te

nc
y

[n
s]

Uniform-Traffic
Tornado-Traffic

Complement-Traffic

(a)

10 20 30 40 50 60
0

200

400

600

800

Core-Number

Av
g.

la
te

nc
y

[n
s]

Uniform-Traffic
Tornado-Traffic

Complement-Traffic

(b)

10 20 30 40 50 60
0

200

400

600

800

Core-Number

Av
g.

la
te

nc
y

[n
s]

Uniform-Traffic
Tornado-Traffic

Complement-Traffic

(c)

Fig. 3.5 8× 8 Mesh interconnection network’s avg. end-to-end latency for distinct traffic
for buffer-size (a) 1024 bits(b) 512 bits (c) 256 bits
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CHAPTER 4

Energy Efficient Application Traffic Modeling and Synthesis for
MPEG4 based on networks-on-chip architecture

In this chapter the synthetic traffic is generated using the statistical properties of raw
videos. The fast algorithm is designed for the generation of synthetic traffic with running
cost of almost O(nlogn).In order to validate the traffic is passed from the Norro’s technique
of loss-probability considering infinite buffer.

4.1 Long-Range Process Dependency
The stationary LRD process are stochastic process. In order to define LRD processes are
represented by the equation as: let W = (Wi : i = 0, 1, . . . ) with average as µ, variance as
σ2 and auto-correlation function represented as a_corr(r)where r ≥ 0. W is known as to
long-range process [87] with dependency if

a_corr (κ) ∼ r−βX1 (t) as r → ∞ (4.1)

where varying function X 1(t) that gradually diverge. The exponent’s representation as β
ranges from (0, 1). The equation limt→∞X1(tz)/X1(t), is equal to 1 for all z > 0 and ∼
refers to asymptotic proximity.

When hyberbolic existence of autocorrelation function decay which is found polynomial
decay can be seen from Eq. (4.1). Not like the exponential decay that is close to the
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conventional Markov process, or SRD. For any time series W we chose three methods to
check the existence of LRD. The first two methods are using the graphical approach while
the 3rd method is established on a periodogram. For the long range dependent (LRD)
processes, the autocorrelation function on one axis and the lags number on another axis
decreases very gradually, which is expressed by polynomial function.

(a) (b)

(c) (d)

Fig. 4.1 Variance-Time representation for four Synthetic Traces (a) 1 (b) 2 (c) 3 (d) 4

4.2 Various Methods to calculate Hurst Parameter
Here various algorithm are discussed which are used for the calculation of Hurst exponent.
There are limitations and advantages of each method discussed in the sections.

4.2.1 Variance-Time Method
Suppose V a fixed time-series in stochastic form. Consider Vq = Vq

k developed by captivating
the average over seminal time-series with k : k, q = 1, 2, . . . , denote the V stochastic time-
series with stationary increments over segments block-size of q, where every series of
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segments does not overlap. That’s represented by Eq. (4.2).

Vq
k =

(
1

q

)
(Vkq−q+1 + · · ·+ Vkq) , k > 0 (4.2)

In variance-time method time series are plotted using log-log plots Vq against q = 1, 2 . . .

whose slope is negative and linear with magnitude equal against m for the short-range
dependent processes. The nature of negative slope decreases slowly as value of m increases.
The behaviour of long-range dependent variance-time method series plot is linear negative
slope for large values of q with magnitude equal to 1 in log-log graphs, but the slope rather
linear as it can be seen by the plotting of log(var (Vq)) against log(q) it is much more
flatter. Thus the divergence Vq of the time-series and its definition is commensurate to
the auto-correlation’s definition [88], which is defined as

φ
(
V(q)

)
∼ cq−α as q → ∞ (4.3)

where α ∈ [0, 1], is interpreted as to auto-correlation stipulation is in Eq. (4.1), the
magnitude of α is the auto-correlation function. The nature of decay is hyperbolical
function as the number of lag becomes larger. The plot from variance-time method shown
in Fig. 4.1, for the different series. The red spots are accumulated series variation when
the red line is projected on these lines, the α is the equipped line’s negative slope, thus
Hurst Parameter from Eq. (4.4).

H = 1− α

2
(4.4)

4.2.2 Rescaled Adjusted Range Analysis
The time series variability of the data is calculated by statistical based method to measure
Hurst exponent [89], [90]. The principle behind to measure this value is the proportion
between numerical mean of time-series range, and the standard deviation. The log-log
curve of rescaled range with the amount of data is evaluated in this process, the plot slope
is interpreted as Hurst Exponent.

Let us consider the observed time-series (Xn : n = 1, . . . , k) with its average equal to µ(k)
and variance as φ2(k) this statistic of rescaled adjusted range (represented as RS statistics).
The equation to represent RS statistics is given in Eq. (4.5)

R (k)

S (k)
=

1

S (k)
[Max (0,X1,X2, . . . ,Xk)− Min (0,X1,X2, . . . ,Xk)] (4.5)

where Xn = (W1,W2, . . . ,Wn)− nµ (k) , where the range of n is 1 ≤ n ≤ k. From the [51]
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(a) (b)

(c) (d)

Fig. 4.2 RS method representation for four Synthetic Traces (a) 1 (b) 2 (c) 3 (d) 4

we find that the Hurst parameter has historically existed in many documents which is
shown by

E
{
R(k)

S(k)

}
∼ ckH , as k → ∞ (4.6)

When the near value of H = 1
2
, therefore Wn would be pure Gaussian process, this process

will be the part of short-range dependent process. If H > 1
2
, then the Wn process would

be long-range dependent process and that is called the Hurst impact. The relationship is
given by Eq. (4.4) between the Hurst parameter and the rate at which the auto-correlation
function decays.

The RS method for measuring exponent Hurst plotted in Fig. 4.2 for the four images.
The Hurst parameter can be interpreted by line’s slope. The non-overlapping blocks m
and

[
R
S

]
m

are represented as dotted blue dots, whereas the red sloped line is interpreted
as least-square fitted projection over these spots of dot.
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Table 4.1 Hurst Exponent Using 3 Methods

Video
Files

R-S Plotting
Method

Variance_Time
Method

Whittle’s
Estimation

Method
Appolo_Sixteen 0.5924 0.6170 0.6450
Change_Values 0.4161 0.6438 0.5862
Quicktime_Play 0.8670 0.9085 0.6436
Media_Power 0.9294 0.8940 0.7818

Consider the process time series (Wn : n = 1, 2, , . . . , k). The time series divide the
process into k-block sizes . The non-overlapping structure of blocks computed for each of
the generated new starting points the rescaled range, when t1 = 1, t2 =

N
K
+ 1, and t3 =

2
(
N
K

)
+ 1, . . . satisfies the condition (t1 − 1) + s ≤ N where s is the block-size. There

are conditions to keep the value of s appropriate, such as for greater number of values
keep s small and for large value of s we will get tinier no. of values for RS method with
Xti+1 −Xn and φ2(ti , s) is the variance of the sample of Wti+1, W ti+2 , . . . , W ti+s. The
model can be found on the [48].

4.2.3 Whittle’s Estimation
The Whittle’s Estimation theory is semi-parametric technique established on periodogram
to approximate the Hurst exponent [91],[92], [93]. The method approximation of spectral
density {(λ) utilizes to approximate the Hurst exponent.

fc,H (λ) = dλ1−2H (4.7)

for frequencies λ. The time-series (Xk : k = 1, . . . , n) for the process is shown in Eq. (4.8)

IN (λ) =
1

2πn

∣∣∣∣∣
N∑
t=1

Xte
iλt

∣∣∣∣∣
2

(4.8)

where frequencies λ are related to Fourier-like λj, N = 2πj
N

, 0 ≤ j ≤ dN/2e. The estimate
of Hurst Paramater HWE(m) is estimated by the equation Eq. (4.9) with c and H, with
fc,H .

m∑
j=1

log fc,H (λj, N) +
IN (λj, N)

fc,H (λj, N)
(4.9)
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4.3 Synthetic Traffic Generation
The Hurst exponent stipulate video file properties, helps to develop fragments of shorter
data process, and speeds up simulation by magnitude order. We need to consider the
statistical features of the basic video before generating synthetic traces first. First and
Second order statistics are important characteristics for determining the storage pattern
for the buffer. The conservation of the initial traffic Hurst parameter is necessary to catch
the gradually decaying long-range auto-correlation property.

We define the method Circular Embedding Technique Method (CIET) for generating the
fractional-Gaussian-noise (FGN) process, the runtime complexity of which is O(nlogn),
which we define as the first method for generating the fractional Gaussian noise(FGN)
process [94]. The fast approximation technique operation used in Varatkar et. al. to
produce the FGN spectrum using function of sine, cosine and gamma. The FGN is studied
with the closed form statement of f(λ,H) in [51], having approximation to the less complex
articulation in [95]. CIET works within the range of [0.5, 1] in Hurst parameter. First, by
using the Hurst parameter (H) Eq. (4.10) to measure the covariance (cfgn) of n results,
the next step is to embed the array of covariance with the first the other way making
the length 2k. Extricate the real positive element of a circular embedding sequence after
taking the Fast Fourier Transform (FFT).

cfgn =
σ2

2

(
|n− 1|2H − 2|n|2H +

|n+ 1|2H

2

)
(4.10)

where n ranges from [0, k − 1] and σ the standard-deviation.

Within the Fig. 4.4 displays the steps to produce the FGN method using CIET. The
1st step is to create random complex-numbers of length k. The next step to take

√
2

normalizing the first and last value only. Then embedded the series by finding the conjugate
of complex_numbers to render the array-size to 2k. From the previous step’s output take
the complex array of the

√
n of the scale 2k-array is normalized.

The final procedure to remove n data parameters from the complex-array before taking
the real part of the FFT and normalizing it by

√
4k. The resulting k size process is the

FGN process provided from CIET algorithm. The algorithm 4.1 and algorithm 4.2 takes
the complexity of O(nlogn), as the upper asymptotically bound for the FFT and the IFFT
respectively. The linear dimension’s length of the generated time-series is n with the total
runtime complexity is constrained to O(nlogn).

From Fig. 4.5 displays method of generating synthetic traffic or trace’s length k, and with
the help of H, the key ingredient to produce the scattered-spectrum at equivalent distance
of k/2 points in the range of (0, π) frequency-domain. The resultant spectrum consists of
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(a) (b)

(c) (d)

Fig. 4.3 Fractional Gaussian Noise (FGN) for Synthetic Traffic (a) 1 (b) 2 (c) 3 (d) 4

complex-numbers. The sample path based on frequency-domain formed and the dynamic
conjugates generating sample path completes the chain.

In Fig. 4.3 displays the generated FGN process using CIET procedure with the number of
time series samples are produced by the statistical properties of the initial clips on the
x-axis, while the y-axis indicates the statistical complexity of sample produced for the four
separate clips.

Time series process models are assessed through the exponentially decaying  functionality
of their auto-correlation function, which earned the dynamic existence from inherent
network-properties, the overwhelming process of time-series implementations gradually
decay their auto-correlation function, which is why they are now called LRD when the
former is called SRD. Such LRD provide a special division of self-similar process described
by the word Hurst Exponent (H) span from [0, 1].

The packet loss-probability of the on-chip network’s considering infinite buffer is measured
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Start

Standard Deviation and Hurst
Parameter of the time series

Calculating Covariance array

Circular embedding the
array in previous array

FFT & extract positive real part

Generate random complex num-
ber s.t. real(z1) = real(zk) = 0

& imag(z1) = imag(zk) = 1√
2

Circular embedding in previous array the
conjugate of same random complex numbers

Normalizing the output by
value obtained in Step 4

FFT & normalize the array by 2
√
k

Generated array of
n = 1 : k is the FGN

Stop

Fig. 4.4 Fractional Gaussian Noise generation procedure

in [48]. But for the on-chip network, the finite buffer isn’t determined. Although the loss
likelihood analysis in [48] isn’t as detailed. Multiplexing is such an aspect which can’t
be ignored, in order to serve various real-time applications for the on-chip infrastructure
in higher speed networks where multiple devices share separate network resources, for
example routers, bandwidth and buffer space, thus improving network performance.
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Algorithm 4.1: Algorithm for the generation of Fractional Gaussian
Noise Using Circular Embedding Technique

Input: Hurst Parameter, Standard Deviation of the Time Series
Output: Fractional Gaussian Noise

1 Calculate the covariance cfgn using Hurst parameter H and standard deviation σ.

cfgn = σ2/2(|m− 1|2H − 2|m|2H + |m+ 1|2H/2), (4.11)

where m = 0 : k − 1.
2 Concatenate the cfgn by taking the elements of the same array and circularly

embedding it making the size of the array as 2k lets call it vfgn.
3 Extract the positive real part of Fast Fourier Transform of vfgn lets call it gfgn.
4 Generate the random complex numbers z1, z2, . . . , zk whose imaginary part of first

and last element are zero and real part of first and last element is normalized by√
2 of the random array.

5 Create an array by taking the conjugate of the same array (z1, z2, . . . , zk) and
circularly embedding it making the size of the array as 2k lets call it conjfgn.

6 Normalize the conjfgn array by gfgn call it yfgn.
7 Calculate the Fast Fourier Transform of yfgn and extracts the real part of it and

normalize by
√
4k call it ffgn.

8 Generated array of ffgn(m) where m = 1 : k are the resulted Fractional Gaussian
Noise.

More precisely, the encoder-decoder are the simple block functions of MPEG, in the 1st

stage of encoder part which performs the coarse motion estimation from frame to frame. In
the 2nd stage executes the comminuted motion estimation to accomplish data-compression.
The quantization and discrete-cosine-transform (DCT) are performed in the 3rd stage.
In comparison, from the decoding portion, the variable-length decoding of each data.
The stagnant dataflow in the 1st step, conducts the second step subsequent inverse_co-
sine_transformation (IDCT). The inverse quantization and motion compensation are
performed in the 3rd stage. Finally, the final stage reconstruction.

The core portion that implements the encoding is shown in Fig. 4.6 with a red backdrop,
while the blue is used for decoding. The green color indicates the encoder and the decoder
jointly exchanging cores. In Table 4.3 shows different processes applying on the cores.
When encoding the VLD, MEMD and ISC cores are isolated from the OVM and DB cores
since no consistent information flow between the cores, they connect collectively with the
aid of REC.
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Algorithm 4.2: Algorithm for the Trace generation
Input: Hurst Parameter, Fractional Gaussian Noise
Output: Stochastic Process OR Trace

1 The progression of elements x1, x2, . . . , xk where xj = x̃(2jπ/k;H) is constructed
analogous to the sphere of an Fractional Gaussian Noise (FGN) process for
frequencies ranging between 2π/k to π.

2 Independently multiply each term of xj with an exponential variable which is
chosen randomly with mean is equal to 1 call it x̂.

3 Construct (z1, z2, . . . , zk), complex number sequence so that |zi| =
√
x̂ and the

state of zi, is uniformly dispersed in the range 0 and 2π.

źg =


0, if g = 0.

zg, if 0 < g < k/2.

z̄k−g, if n/2 < g < k.

(4.12)

.
4 Extract the real part of Inverse-Fourier Transform of źg.

Table 4.2 Cores Implementing the Processes

core Description
MEC Motion estimator coarse
MEG Motion estimator granular
MC Motion compensation

MEMD Decoder memory
MEME Encoder memory
VLC Variable length encoder
VLD Variable length decoder
IVM Input video module
OVM Output video module
REC Reconstruction
SC Stream Creator
DB Deblocking

QDCT Quantization and discrete cosine transform
IQIDCT Inverse quantization and inverse discrete cosine transform

RISC 32 bit RISC microprocessor
ISC Input stream controller

4.4 Packet Buffer-Loss Probability
The probability of packet-loss in communication-protocol is an imperative Quality of Ser-
vice (QoS) standard. In case the chances of overflow for a boundless buffer is found in [96],
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Fig. 4.5 Synthetic Trace generation procedure

[97]. The analysis for the bounded buffer is found in [98], [99]. The uncertain buffer-loss
PL(z), for the bounded buffer-size of z, measures the percentage of data-packets missing
to the packets that feed inside the router.

PL(z) = lim
n→∞

∑N
k=1 (Qk−1 + λk − c− z)+∑N

k=1 λk
(4.13)

where (z)+ corresponds to maximum of either of (z, 0). The Tail_probability can be

34



Fig. 4.6 Application mapping of the functions for the MPEG4

expressed by the expression P{Q > z} is portrayed by the amount of data-packets spent
above point z by the cumulative time inside the gratuitous buffer space. The probability
of packet-loss (PL(z)) is usually estimated to the probability of a tail given by

P{Q > z} as PL(z) ≈ P{Q > z} i.e.
P{Q > z}
PL(z)

(4.14)

subsidiary to a variable constant as z −→ ∞.

So the likelihood of failure can be determined as

PL (z) =
PL(a)

P{Q > a}
P{Q > z} (4.15)

The Lindley’s equation based on the length of queue Qn at time n can be represented by

Qn = (Qn−1 + λn − c)+. (4.16)
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the process can be defined as

Zn =
n∑

k=1

λk − cn. (4.17)

The process in Eq. (4.17) is stochastic process. Every x > 0 the generalized variance σ2
z,n

can be represented as
σ2
z,n =

V ar{Zn}
(z − E{Zn})2

. (4.18)

Let mz be the peak of σ2
z,n complementary for a given z,

mz =
1

maxn≥1σ2
z,n

= minn≥1
(z + kn)2

V ar{Zn}
. (4.19)

where k = c− λ.

where (z)+ corresponds to max{z, 0} i.e. maximum of z and 0. The expression P{Q > z}
is defined by the packet within length. We describe the nx the time point described by n
at which the generalized variance is maximum. Maximum Variance Asymptotic (MVA)
approximation, e−mx

2 estimate. It provides an asymptotic upper-limit, the studies in shows
different articles that it is an estimation for small values of x [100],[101],[102],[103]. The
boundless buffer space is over the z point separated by the complete timing.

Now PL(0) is evaluated as

PL (0) =
1

λ
√
2π

∫ ∞

c

(r − c)e−
(r−λ)2

2σ2 dr. (4.20)

and the PL(z) can be used as

PL (z) ≈
PL (0)

e−
m0
2

e−
mz
2 = αe−

mz
2 , (4.21)

where

α =
1

λ
√
2π
exp

(
(c− λ)2

2σ2

)∫ ∞

c

(r − c)e−
(r−λ)2

2σ2 dr.

4.5 Results
The approach used to model the traffic is based on time-series data. We take 4 random video
files (Change_Value, Appolo_Sixteen, Media_Power, and Quicktime_Play) of distinct
length from 31 seconds to 70 seconds. The varying frame rates are used as raw videos
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Table 4.3 Statistics for different Original Video files

Video
original files

I frames B frames P frames fps
Length
(secs)

Media_Power 12 1 286 24 36
Changing_Values 13 0 288 24 38
Quicktime_Play 13 1 285 29 69
Appolo_Sixteen 12 0 287 25 31

Table 4.4 Latency Comparison for different buffer length

Buffer Length Traffic generation Methods
Complement

-pattern
Tornado
-pattern

Uniform
-pattern

256 bits Fast-Approximation Method 342.011 235.069 257.065
CIET Algorithm 183.576 194.830 183.214

Enhancement (%) 46.33 17.11 28.73
512 bits Fast-Approximation Method 559.430 427.330 421.450

CIET Algorithm 275.680 267.830 258.503
Enhancement(%) 50.71 37.22 38.65

1024 bits Fast-Approximation Method 696.374 680.253 700.386
CIET Algorithm 292.854 268.023 271.400

Enhancement (%) 57.94 60.60 61.25

ranging from 23 fps to 31 fps. As shown in Table 4.3, in which the no. of I frames, P
frames and B frames are investigated, we find 300 frames. The data sequences are long as
they are information of binary bits representing data encoded in the MPEG4 video frame.
Average latencies for 3 buffer lengths 1024, 256 and 512 bits are plotted, the end-to-end
abeyance for 3 distinct traffic arrangement shown in Fig. 4.10.

The power consumption for each tile is shown in the Fig. 4.14. The traces produced from
the algorithm CIET and the technique Fast Approximation. In Table 4.6 indicates an
increase in average power usage, points the output is 55.54%, 52.71%, and 50.73%, for the
Uniform Tornado and Complement traffic respectively. The Table 4.5 displays the power
used by components of router such as under various loads which serves as the basis for
calculating core energy. The relation of the power consumption under specific capacity is
seen in the Table 4.4. The mean-latencies are diminished by 51.67%, 38.31% and 42.90%

for the Complement-traffic, Tornado-traffic and Uniform-traffic individually.

The computation of hurst exponent, we perform 3 evaluation.

1. The form variance-time is the first-method used in Section 4.2.1. The plots
obtained by ploting the log(var(Xm)) against the log(m) are from the process of
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Fig. 4.7 4× 4 Mesh interconnection network’s average end-to-end latency for distinct
patterns (a) Uniform-traffic (b) Complement-traffic and (c) Tornado-traffic for buffer-size

32 bytes
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Fig. 4.8 4× 4 Mesh interconnection network’s average end-to-end latency for distinct
patterns (a) Uniform-traffic (b) Complement-traffic and (c) Tornado-traffic for buffer-size

64 bytes

39



2 4 6 8 10 12 14 16
0

500

1,000

Core-Id

Av
g.

en
d-

to
-e

nd
la

te
nc

y
[n

s] CIET
Fast Approximation

(a)

2 4 6 8 10 12 14 16
0

200

400

600

800

1,000

Core-Id

Av
g.

en
d-

to
-e

nd
la

te
nc

y
[n

s] CIET
Fast Approximation

(b)

2 4 6 8 10 12 14 16
0

200

400

600

800

1,000

1,200

Core-Id

Av
g.

en
d-

to
-e

nd
la

te
nc

y
[n

s] CIET
Fast Approximation

(c)

Fig. 4.9 4× 4 Mesh interconnection network’s average end-to-end latency for distinct
patterns (a) Uniform-traffic (b) Complement-traffic and (c) Tornado-traffic for buffer-size

128 bytes
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Table 4.5 Router’s Components power under different fractional-load
hhhhhhhhhhhhhhhhhhhhh
Fractional-Load

Router Components Buffer
-Power(mW)

Crossbar
-Power(mW)

VC Allocator
-Power(mW)

SW Allocator
-Power(mW)

Clock
-Power(mW)

0.20 4.1876 6.8415 1.3275 0.5333 4.923
0.40 7.2773 1.3557 1.4313 0.9441 4.923
0.60 10.368 20.27 1.5351 1.3550 4.923
0.80 13.455 26.985 1.6390 1.7659 4.923
1.00 16.545 33.701 1.7428 2.1768 4.923

variance-time. In Fig. 4.1 shows plots of 4 different images. The small values of m
are disregarded. The line-climb is represented as the parameter β. With the support
of β the Hurst exponent can be calculated by the equation H = (1− β)× 2−1.

2. The 2nd method is specified as RS Analysis in the time series X segment centered
on the rescaled modified spectrum. In Fig. 4.2 depicts plots of four different images.

3. Section 4.2.3 explores the 3rd method established on the periodogram by approxi-
mating the density of the time-series X spectrum.

Table 4.6 Power Estimation under different traffic pattern

Methods Implemented
Complement

pattern
Tornado
pattern

Uniform
pattern

Fast_Approxed Method 1.4780 1.4780 1.6061
CIET-Method 0.4159 0.6436 0.5862
Enhancement (%) 50.74 52.52 55.57

In Table 5.1 contains a table with the measured Hurst parameter. The value of H indicates
the presence of long-range dependency in the range between 0.5 and 1. In all three
approaches, the value in H is very close to each other, supports the existence of LRD.

It is noticed that the Whittle’s Estimation is the easiest of the 3 methods which are applied.
Given this, H and the most stable of all three is never overestimated. Whereas, due to its
complex theory, RS-method is very difficult for the application evaluation but provides the
benefit of categorizing traffic-flow. The method variance time is not so consistent between
all methods.

The RS-method is valid for deep observation of the traffic-flow particularly on end nodes.
In order to monitor traffic function of nodes especially the end nodes by sending control
information back to the final node. The process Whittle’s Estimation is a valid definition
for installing or placing nodes in the network architecture keeping the neighbor into
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Fig. 4.10 4× 4 Mesh interconnection network under distinct load average power for
distinct patterns (a) Uniform-traffic (b) Complement-traffic (c) Tornado-traffic

42



0 2,000 4,000 6,000 8,000

0.8

0.85

0.9

0.95

1

Buffer-Size (bits)

P
(Q

>
x
)

ρ=0.3
ρ=0.5
ρ=0.7
ρ=0.9

0 2,000 4,000 6,000 8,000
0.94

0.96

0.98

1

Buffer-Size (bits)

P
(Q

>
x
)

ρ=0.3
ρ=0.5
ρ=0.7
ρ=0.9

(a) (e)

0 2,000 4,000 6,000 8,000

0.5

0.6

0.7

0.8

0.9

1

Buffer-Size (bits)

P
(Q

>
x
)

ρ=0.3
ρ=0.5
ρ=0.7
ρ=0.9

0 2,000 4,000 6,000 8,000
0.85

0.9

0.95

1

Buffer-Size (bits)

P
(Q

>
x
)

ρ=0.3
ρ=0.5
ρ=0.7
ρ=0.9

(b) (f)

0 2,000 4,000 6,000 8,000

0.8

0.85

0.9

0.95

1

Buffer-Size (bits)

P
(Q

>
x
)

ρ=0.3
ρ=0.5
ρ=0.7
ρ=0.9

0 2,000 4,000 6,000 8,000

0.94

0.96

0.98

1

Buffer-Size (bits)

P
(Q

>
x
)

ρ=0.3
ρ=0.5
ρ=0.7
ρ=0.9

(c) (g)

0 2,000 4,000 6,000 8,000

0.99

0.99

1

1

1

Buffer-Size (bits)

P
(Q

>
x
)

ρ=0.3
ρ=0.5
ρ=0.7
ρ=0.9

0 2,000 4,000 6,000 8,000
0.99

1

1

1

Buffer-Size (bits)

P
(Q

>
x
)

ρ=0.3
ρ=0.5
ρ=0.7
ρ=0.9

(d) (h)

Fig. 4.11 Analytical packet loss-probability with average input-rate (m) fixed with
varying utilization (ρ) Original-files (a) 1 (b) 2 (c) 3 (d) 4 and Synthetic Traces (g) 1 (h)

2 (g) 3 (h) 4 Using Norros Technique
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Fig. 4.12 Analytical packet loss-probability with mean input-rate (m) varying with fixed
utilization (ρ) Original-files (a) 1 (b) 2 (c) 3 (d) 4 and Synthetic TracesS (g) 1 (h) 2 (g) 3

(h) 4 Using Norros Technique

44



consideration. Whittle’s Estimation is the strongest approach for specific by specifying
traffic flow behavior, and by taking measures to adjust the H meaning, e.g. by modifying
the node setbacks [49].

Data with thousands of steps in the time series are not normal in nature. Various models
have distinctive functions analogous to the traffic model SRD which is used to measure the
likelihood of buffer storage failure as the synthetic traffic model is developed with LRD.

In [104], Norros used the FBM model that exhibits the behavior of LRD, it evaluates
the likelihood of lower-bound for Q exceeding the trust of the x buffer level, assuming
boundless buffering.

P (Q > z) ∼ exp[−cz2−2H ] (4.22)

c =
m2H−1

2a
×
[(

H

1−H

)1−H

+

(
1−H

H

)H]2
×
(
1− ρ

ρ

)
(4.23)

4.6 Conclusion
The on-chip network output indicators depending are its precision and impact. The
likelihood of buffer packet-loss is depicted in Figs. 4.11 and 4.12, applying the infinite
buffer using Norro’s strategy. The queue utilization parameter ρ, the mean input factor
m, the Hurst exponent H and a is the combination of variance and mean that derived
from Figs. 4.1 and 4.2. The probability of packet-loss is measured against the bounded
buffer in these graphs. The analysis is rational on assuming infinite buffer size when
figures are plotted Figs. 4.11 and 4.12. In Fig. 4.13 are also theoretical approximations
based on the approximation of MVA, when the finite size buffer is used. As the buffer
storage is increased, the loss-probability in all traces produced is dramatically decreased.
The probability of packet-loss for the synthetic traffics generated are plotted with Hurst
exponent equal to 1

2
.

The curves in Fig. 4.11 where the mean input-rate were fixed and utilization factor is varied,
the original traffic shows a rather strong statement as a buffer-size target. There are little
differences based on parameter assessment, because the traffic-generation from original
files uses the H that can be marginally exaggerate or undervalue. Yet the description of
buffer packet-loss likelihood are similar in one and the other sections. In curve Fig. 4.12
curves are very complementary in which we set the utilization-factor (ρ) is kept fixed
and modified the input-rate (m) the curves are produced, the specification calculation
adjustments are of same trends as discussed above.

45



0 0.2 0.4 0.6 0.8 1 1.2 1.4

·104

0

0.5

1

1.5

·10−15

Buffer-Size [bits]

Lo
ss

Pr
ob

ab
ili

ty

H=0.6448
H=0.5

0 0.2 0.4 0.6 0.8 1 1.2

·104

0

0.5

1

·10−15

Buffer-Size [bits]

Lo
ss

Pr
ob

ab
ili

ty

H=0.5861
H=0.5

(a) (b)

0 0.2 0.4 0.6 0.8 1 1.2 1.4

·104

0

0.5

1

·10−15

Buffer-Size [bits]

Lo
ss

Pr
ob

ab
ili

ty

H=0.6435
H=0.5

0 0.2 0.4 0.6 0.8 1

·104

0

0.2

0.4

0.6

0.8

1

1.2
·10−15

Buffer-Size [bits]

Lo
ss

Pr
ob

ab
ili

ty

H=0.7817
H=0.5

(c) (d)

Fig. 4.13 Packet loss-probability for Synthetic-Trace (a) 1 (b) 2 (c) 3 (d) 4
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(a)

(b)

(c)

Fig. 4.14 Power [mW] for each cores by traces generated from CIET -algorithm and
Fast-Approximation technique (a) Complement-traffic (b) Tornado-traffic (c)

Uniform-traffic
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CHAPTER 5

Synthetic Traffic Performance for Non-Gaussian and Gaussian
based traffic on NoC

We took two parameters to differentiate between Gaussian and non-Gaussian flows, one
being Skewness and other Kurtosis defined in Eq. (5.1) compute the order or irregularity of
the bell-shaped distribution, if the result is positive, otherwise the bulk of the distribution
on the right part of the mean is longer and on the left it is much flatter, then the
distribution on the left of the mean is lengthy and flatter than on the left. Kurtosis
is another Skewness-like parameter which measures the distribution peak expressed in
Eq. (5.2),

s =
µ3

σ3
=

E[(X − µ)3]

(E[(X − µ)2])
3
2

(5.1)

k =
µ4

σ4
=

E[(X − µ)3]

(E[(X − µ)2])2
(5.2)

the parameters are X, µ and σ are the process-distribution, mean and standard-deviation
respectively.

The values associated with parameters defines the existence of Gaussian distribution if the
magnitude of Kurtosis is 3, and Skewness is 0. The gausianity of traffic dispersion if it
follows the statement above otherwsise it is non-gaussianity process showed in Table 5.2.
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4 traces of both traffic for non-Gaussianity and Gaussianity are used, the Skewness for
Gaussian traffic are nearly 0 and where the Kurtosis is nearly 3 then synthetic traffic
is not perfectly Gaussian rather close of being called Gaussian. Whereas, traffic with
non-Gaussianity the Skewness not near to 0 and similar situation for Kurtosis.

In Mandelbrot et al. [105] examined with respect to the self-similarity which is the idea
under which, for instance, all data are held under terms of time or space scaling, for
example the quintessence of the information continues as before whether the time and
scale changes. The comparative sub-parts amplified then they duplicate the entire item’s
structure from which it starts. To clarify the idea of self-likeness in which iteration study
was used to provide self-comparable fractals, a model is taken from Chapter 1 [106]. The
zoomed piece of every one of the fractal sub-parts from the figure uncovers the likeness
of the total adjusted picture coin, or clarifies the self-closeness word. Utilizing the self-
comparable sub-object traffic hypothesis is displayed with an ON-OFF time arrangement
hypothesis. The 1-D set lying on C= [0,1] (state) is initiated, at that point the size of the
underlying is scaled 1/3rd, at that point the sub-parts of rescaling line C are put. The
technique is monotonously named up to the infinity, at that point the subsequent set is
1D self-comparable. By anticipating the yield of recursively created batches on the flat
time position, the grouping of the ON-OFF status are given which lays the foundation of
information traffic.

Self-similarity based stochastic process, intromiting the nonpassivity or non-determinism
test may either be non-Gaussianity or Gaussianity as proposed by the evidence of traffic
determined. The investigation of non-Gaussianity circulation is earliest broke down in [55]
where the yield is determined utilizing the non-Gaussian self-comparative system traffic.
The instability is caught by the auto-correlation capacity and second-request numbers,
plotted against the time slack, diminishes polynomially rather than exponential, this
nearness of auto-correlation is alluded to as LRD, as the auto-relationship work diminishes
step by step as time slacks increase.When contrasted with the standard, short-extend
based (or Markovian) model, the LRD forms have a much more slow auto-correlation
highlight. LRD’s presence recommends that the long-go contrasts are low, and their joined
impact isn’t zero.

5.1 Hermite Process of Non-Gaussian
There is an uncommon procedure having a place with the self-comparative procedure class
Hermite which displays the property of LRD and has a place with the restrictions of Non-
Central limit theorems (NCLT). This technique authored as Rosenblatt [63], while a similar
investigation was done in [107] with the exception of the sub-partial movement. Gaussian
FBM is the least complex hermite process, and the most straightforward non-Gaussian
hermite class process is the Rosenblatt procedure. The requesting technique k ≥ 1can be
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composed as t ≥ 1 for each time as defined in Eq. (5.3).

Zk
H(t) = c (H, k)×

∫
Rk

[ ∫ t

0

(
k∏

i=1

(q − yi)
−
(

1
2
+ 1−H

k

)
+

)
dq

]
dW (y1) . . . dW (yk) (5.3)

where the term c (H, k) is the relative constant. Hurst exponent is represented by H and
is the closeness work of on-off chance that its worth lies in the

(
0, 1

2

)
set, at that point the

procedure is known to be the Short Range Dependence process and on-off chance that its
worth lies in the interval of

(
1
2
, 1
)
, at that point it is LRD process. The importance (z)+is

set to max(z, 0). The Wiener-Itô integral essential for a two-sided Brownian movement
(W (y)) y ∈ R[108]. The estimation of k concludes the nature of the technique created
if k = 1 is Gaussian or fundamentally speaking to FBM, and for k = 2 process is of
non-Gaussianity in nature analogous to Rosenblatt in terms of speaking. All Hermite-class
has crucial properties:

• The LRD, where the auto-correlation function degenerate very gradually with curve
similar to polynomial, which means the summed value is ∞.

• they have the similar function of covariance

E [Zq
H(a)Z

q
H(b)] =

1

2

∣∣[a2H + b2H − |a− b2H
]∣∣

• for this point on, the method is independent of all that has happened previously (by
separate increments), and it always has the same distribution as the initial phase i.e.(
Zk

H(v + g)−Zk
H(g)

)
for v ≥ 0 does not change for g > 0.

• they have preserved property of self-similarity that is
(
Zk

H(cv)
)

and
(
cHZk

H(v)
)

for
v ≥ 0 have similar distribution for valure of c > 0

5.2 Hurst Parameter or Exponent for non-Gaussian
process

The Hurst exponent is determined using Whittle’s Estimation [93], [91],[92], which takes
the semi-parametric method to reduce feature. In Table 5.1 Hurst parameter is determined
using Whittle’s Estimation for 4 processes based on the property of non-Gaussian and
Gaussian. This assumes approximation of the ν(λ) spectral density of the phase

νc,H (λ) = c λ 1−2H (5.4)

for starting frequencies λ. The time-series (Xk) where k ∈ [1, n] represented as TN (λ) =
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Table 5.1 Hurst Exponent for Non-Gaussian & Gaussian traces

Video Fragement Fragement-1 Fragement-2 Fragement-3 Fragement-4
Gaussian system 0.6449 0.5862 0.6436 0.7818
Non-gaussian system 0.9462 0.8691 0.9802 0.9701

Table 5.2 Gaussian’s & Non-gaussian’s traces Skewness & Kurtosis

Methods
Fragment

1
Fragment

2
Fragment

3
Fragment

4
Gaussian system Skewness (s) -0.00078 0.0032 -0.0064 -0.0014

Kurtosis (k) 2.9970 2.9960 2.9825 3.0203
Non-gaussian system Skewness (s) 2.5834 3.0935 2.1723 1.032

Kurtosis (k) 10.091 17.9433 8.0821 4.4452

1
2πn

∣∣∣∑N
t=1Xte

iλt
∣∣∣2 where λ are the non-periodic frequencies such as λj, N = 2πj

N
,

0 ≤ j ≤ dN/2e. The Whittle Estimation of the Hurst ExponentHWE(m) is calculated by
minimize the equation

m∑
j=1

log νc,H (λj, N) +
TN (λj, N)

νc,H (λj, N)
(5.5)

as per the c and H, with νc,H .

There are various methods to evaluate exponent H for instance R/S Analysis [109],Pe-
riodogram regression [110], Variance-Aggregation [111], and Wavelet-Analysis [112] and
many more found in [113].

5.3 Experimental Results
The OMNET++ framework is utilized to develop an mesh interconnection network of
8×8with the 1.6 Gbps transmission capacity extend, and different parameters are appeared
in Table 5.5. The buffer-size that is put on the switch is 1024 bytes with maximum-queued
packets being 32, of every packet-size being 8 flits with each packet devouring 4 bytes of
memory. The Gaussian made from the roundabout inserting strategy [94] which creates

Table 5.3 Non-Gaussian & Gaussian traffic’s link-utilization for traffic patterns

Traffic Uniform Tornado Neighbourhood Bit-complement
Non-gaussian system 37.847 38.77 43.34 45.358
Gaussian system 37.980 38.98 47.015 46.965
Comparison (%) 0.350 0.54 7.81 3.42
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Fig. 5.1 Gaussian Synthetic Traces average link-utilization for 64 nodes mesh
interconnection network for (a) Bit-complement-traffic (b) Neighbourhood-traffic (c)

Tornado-traffic (d) Uniform-traffic

Table 5.4 Non-Gaussian & Gaussian traffic’s avg. latency for traffic patterns

Traffic Uniform Tornado Neighbourhood Bit-complement
Non-gaussian system 916.30 1042.60 14.94 1116.20
Gaussian system 850.46 1022.85 14.92 1071.20
Comparison(%) 4.032 0.067 1.904 7.185
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Fig. 5.2 Non-Gaussian Synthetic Traces average link-utilization for 64 nodes mesh
interconnection network for (a) Bit-complement-traffic (b) Neighbourhood-traffic (c)

Tornado-traffic (d) Uniform-traffic
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Fig. 5.3 Non-Gaussian and Gaussian Synthetic Traces avg. latency for 8× 8 architecture
for (a)Uniform (b) Tornado (c) Neighbourhood (d) Bit-Complement traffic
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Fig. 5.4 Non-Gaussian and Gaussian Synthetic Traces average packet Loss Probability
for 8× 8 mesh architecture (a) Trace 1 (b) Trace 2 (c) Trace 3 (d) Trace 4
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Table 5.5 Parameters used for Simulation on OMNET++

Parameters Value
No. of Virtual Channel (VC) 2

Flit Size 4 bytes
Start time 1ns

Message Length 4 pkts
Packet Length 8 flits
Flits per VC 1
Arbitration false

Routing XY routing
Simulation duration 40ms

the FGN and to follow non-Gaussianity are delivered from the technique characterized
by [48] utilizing the brisk estimate. We completed the quest for hints of 4each for non-
Gaussian and Gaussian traffic on various traffic designs Uniform, Neighborhood, Tornado
and bit-complement. In both non-Gaussian and Gaussian traffics, start to finish activity is
resolved for each core. The start to finish uncovers the bursty multifaceted nature of non-
Gaussian traffic with a higher activity esteem contrasted with the Gaussian for the entire
of the traffic patterns recorded in the figures Bit-complement Fig. 5.3(a), Neighborhood,
Fig. 5.3(b), in Tornado Fig. 5.3(c), in & Uniform, (d) Fig. 5.3.

The qualification is made based on the normal start to finish activity execution for the
distinct traffic features in Table 5.4 traffic for non-Gaussianity and Gaussianity uncovers the
disparities between bit-complement latencies at 4.032%, Neighborhood at 0.067%, Tornado
at 1.904%, and Uniform at 7.185%.

The other parameter used to decide traffic effectiveness is normal connection use by each
port of the switch. There are 5 ports in NoC design, 4 ports interfacing with the other
adjoining core ports in 4 ways for example east, west, south & north, and 1 port is
associated with the system interface, and there are 320 ports for a 8× 8 architecture. The
normal connection use in Fig. 5.1 and Fig. 5.1 is plotted against each 320 ports for 4

non-Gaussian and Gaussian traffic designs, individually. The blue plots show the router’s
port was not utilized for packet’s transfer correspondence occurrences, while the other
shading demonstrates the assortment of different connection utilization.

In Table 5.3 depicts the connection between various traffic drifts among non-Gaussian
and Gaussian traffic, the outcome uncovers that later traffic is higher in association use
contrasted with non-Gaussianity traffic bit-complement is 3.42%, Neighborhood is 7.
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The last measurement for traffic examination is the packet loss-probability, which is the
proportion of the quantity of packets missing to the quantity of packets took care of into
the switch. Packet loss-probability is likewise used to arrange the buffer-sizes forced on the
switch, which during the early structure stage is a significant issue for the on-chip organize
manufacturer. In Fig. 6.4 the packet loss-probability is decided for the 4 traffic hints of
non-Gaussianity and Gaussianity, the plots uncover that the packet loss-probability of the
packets traffic for non-Gaussian is more noteworthy than that of Gaussian.

5.4 Conclusion
We actualized multicore engineering reenactment with non-Gaussian and Gaussian traffic
making senders and beneficiaries dissemination reliant on explicit traffic designs. Indeed,
even as non-Gaussian system traffic debases productivity comparative with Gaussian
traffic, the NoC uncovers comparative examples wherein non-Gaussian traffic turns out to
be additionally rushing in nature for gadget traffic. We additionally analyzed the outcomes
for various follows for both non-Gaussian and Gaussian traffic uncovers Gaussian traffic
effectiveness has a bit of leeway over its counterpart i.e. Non-Gaussian.

In any case, it is indicated that ongoing traffic has the minor non-Gaussian conveyance in
nature, so for the exactness of the outcomes organize planner plays out the investigation
traffic of the non-Gaussian conduct which helps in the choice of optical correspondence
assets before an engineering’s initial structure stage. In any case, we think our execution
made ready for more work to refine the devices for making better models and suggesting
strategies for compelling activity.
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CHAPTER 6

Non-Gaussian Traffic Modelling for Multicore Architecture Using
Wavelet Based Rosenblatt Process

6.1 Rosenblatt Process
A stationary Gaussian sequence process (ξn)n∈Z with zero mean and unity variance with
its function correlation represented as C(n) = E(ξ0ξn) = n

2H−2
k S(n), with hurst exponent

H ∈ (1
2
, 1) and S is a slowly varying function which lags very slowly at infinity. Let the

Hermite rank of the process k and f be the function defined as

f(x) =
∑
i≥0

ciHi(x), ci =
1

i!
E(f(ξ0Hi(ξ0))), (6.1)

where Hi(x) is the Hermite polynomial of degree i and k = min{i|ci 6= 0} ≥ 1. The
Hermite polynomial is defined as Hi(x) = (−1)ie

x2

2
di
dxi
e−

x2

2 . According to the Non-Central
Limit Theorem (NCLT), 1

nH

∑[nt]
i=1 f(ξi) converges as napproachesto∞ in the meaning of

finite-dimension distributions to the process in Eq. (6.2).
Rosenblatt process is an instance of the non-Gaussian class whose increments are fixed and
self-similar. The covariance of the Rosenblatt process and the fractional Brownian motion
(FBM) are identical in that FBM is also a self-similar process but in essence Gaussian.
For generating network traffic or econometrics data, the self-similar stochastic process has
always attracted the researcher. The method of Rosenblatt is a kind of Hermite class of
processes, which is then normalized the sum of LRD random variables. Hermite Processes
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is the simpler FMB are self-similar. The Rosenblatt process Zk (t) can be expressed as

Zk
H(t) = c(H, k)

∫
Rk

∫ t

0

( k∏
i=1

(
s− ϕi

)−( 1
2
+ 1−H

k
)

+

)
dsdB(ϕ1)dB(ϕ2) (6.2)

where c(H,k) is the normalized non-negative constant to satisfy E Zk(1)
2 = 1 ,

∫ ′

R2 is the
double Wiener-Itó multiple integral of order k, x+ = max (x, 0) for x ∈ R , whereas
B (ϕ) it is a standard FBM. The process is defined by k ∈

(
1
4
, 1
2

)
with fixed increment,

to specification it is also known by fractional Rosenblatt motion (fRm). The term k is
considered as the Hurst parameter, used to denote the processes in the Eq. (6.2). It is
calculated by various method which is defined in [48], [114] and [115]. The Zk is denoted
in terms of self-similarity index or Hurst parameter by the following equation

{
Zk(ck)

}
t∈R

m
=

{
c2kZk(t)

}
t∈R (6.3)

where c ≥ 0 and the m equality is based on finite-dimensional distribution, the example
can be found in Chapter 7 in [116].The fRm process distribution is non-Gaussian and
the tails are much heavier than the Gaussian distribution. The moments of fRm are
finite makes it different from fractional Brownian motion (fBm) although both are having
the stationary increments but fBm are Gaussian in nature whereas fRm is non-Gaussian.
Rosenblatt process is introduced by Rosenblatt in [117] and further studies can be found
in [61], [118], [56].The Rosenblatt process in Eq. (6.2) is double Wiener-Itó integral where
it can be generalized if it is single integral then it is a simple Hermite process known as
fractional Brownian motion (fBm) and if it is a double integral then it is a second-order
Hermite process also known as by fractional Rosenblatt motion (fRm). Let BH , H ∈ Z be
a zero mean time-series with stationary having long-range dependency, there covariance
in denoted byE(BHB0) = Y (k)Hα−1 where Y is gradually changing function as H → ∞
with α ∈ (0, 1).

6.2 Algorithm for generation of Fractional
Rosenblatt Process

For generating the process we use the wavelet-based FARIMA process, which uses the
Hurst parameter for the initial phase of the process, to construct the Rosenblatt process.
The generation is based on the approximation of fRm. In order to generate the fractional
filter, the initial filters are used as µ0 and ω0 where they are available from [119] page no.
196. The fractional filters can be calculated by the following equation

µg (z) = f (N+g)µ0 (z) (6.4)
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Fig. 6.1 Average Distance(number of hops) for (a) 16 (b) 64 nodes Mesh topology for
Complement, Tornado, Neighbor & Uniform traffic
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Fig. 6.2 Average estimation of End-to-End latency(ns) for (a) 16 (b) 64 nodes Mesh
topology for Complement, Tornado, Neighbor & Uniform traffic
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Complement, Tornado, Neighbor & Uniform traffic
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Fig. 6.4 Average Loss probability for (a) 16 (b) 64 nodes Mesh topology for Complement,
Tornado, Neighbor & Uniform traffic

as the value of N increases f (N+g) and h(g−N) filters decay a lot faster than usual µg (z)

and ωg (z) for further the relation between truncated off series and N zero moments can
be found in [120].

In Step 1 the parameters used for the generation for initial FARIMA processes are collected
i.e. the Hurst parameter, zero moments of multiresolution orthogonal wavelet basis, length
of the process and a scaling parameter. In the next step, another parameter used L which
lie between –M to J (which a choose parameter in the previous step). The initial filters
are chosen for both low and high pass filters which are infinite so need to be truncated. In
the next step recursively applying the Circular Embedding Technique (CIET) on initial
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Fig. 6.6 Power estimation for each tile of 4× 4 Mesh network (a) Fractional Rosenblatt
process (b) Simple Hermite process

fractional Brownian motion (fBm) [121]. The fast Fourier transform is applied on this
process generated in the previous sub-step calling it ℵ(g) . In the last sub-step of Step 2
the partial sum of ℵ(g) is generated finally generating the initial FARIMA process calling it
fractional Rosenbaltt process (fRm). In the Step 3 approximation of fRm is applied using
Eq. (6.5).

6.3 Experimental Results
For the results, we have used OMNeT++ simulator, where two interconnections architecture
is designed for a mesh network of size 4× 4 and 8× 8. The simulation parameters are the
same taken in the Table 5.5. The traffic generated from the above algorithm is used to
simulate the traffic on these two mesh network. For source-destination pair the synthetic
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Algorithm 6.1: Algorithm for Fractional Rosenblatt Motion Process
generation using Circular Embedding Technique (CIET)

Input: Hurst Parameter,Fractional Brwonian Motion
Output: Fractional Rosenblatt Motion
Step-1 :Select a parameter H ∈

(
1
4
, 1
2

)
defining fRm.

Select the multiresolution orthogonal wavelet basis,these orthogonal wavelets have
zero moments N

Time length for the fRm T = 2M Choosing the scale 2−J

Step-2 : function intial_famira(M, J, fbm)
Choosing the value of L such that −M ≥ L ≥ J

Choosing the high and low pass fractional filter µg and ωg, these filters need to be
truncated at r since it is infinite.
for k = 0, 1, . . . , r + 2(M+L)

ℵg = CIET (fBm)

end

for k = 0, 1, . . . , J − L

ℵ(g) = FFT (ℵg)

end

for k = 0, 1, . . . , 2(M+L)

W̃
(k,2)
g,0 =

∑
0≥j≥k

((
ℵ(g)
)2 − E

(
ℵ(g)
)2)

end

Step-3 : Generate the sequence using approximation of fRm using following
equation

Zk,2

(
L, J, t = g2

−J
)
= Ck2

−2kJW̃
(k,2)
g,0 (6.5)

where Ck =
Γ(k)Γ(1−k)

√
4(k−1)k

Γ(1−2k)

return Zk,2 in vector

traffic we used are four traffic patterns i.e. Complement, Neighbor, Tornado and Uniform.
In Fig. 6.1 the Average distance (number of hops) is represented against each core, the
graph shows the overlapping of curve in complement and neighbor traffic since its average
distance will be the same. The network and end-to-end latency is plotted in Fig. 6.2 and
Fig. 6.3 respectively, where the range of latencies vary in both, in the network latency it
is based on average latency between hop to hop whereas end-to-end latency is based on
source to destination. The packet loss-probability is shown in Fig. 6.4 for 4× 4 and 8× 8

respectively, the average packet-loss is 8× 8 architecture is higher as compared to 4× 4

networks.
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Fig. 6.7 Average latency estimation of End_to_End (ns) for 64 nodes Mesh topology for
non-Gaussian, Gaussian and Rosenblatt process for (a) Complement-traffic (b)

Tornado-traffic (c) Neighbor-traffic (d) Uniform-traffic

In Fig. 6.7 all four traffic patterns have an average end-to-end latency for non-Gaussian,
Gaussian and Rosenblatt process, as per the plot it can be interpreted that Rosenblatt
process is burstier than non-Gaussian and Gaussian processes. The algorithm for generating
synthetic traffic for non-Gaussian and Gaussian processes can be found in [122].

The parameter used for the simulation as mentioned above we have used 4× 4 and 8× 8

mesh topology, where message length size is of 4 packets and packet length is of size 8 flits
where the flit size is of 4 bytes. The size of the buffer is maintained by maximum queued
packets which is 16.

In Fig. 6.2 plotted mean end-to-end latencies for all 4 traffic patterns considering the three
processes as Gaussian, non-Gaussian and Rosenblatt process. As in all the four cases,
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Table 6.1 Average Packet-Loss Probability for comparison for 64 mesh architecture nodes

Methods
Complement

-Traffic
Tornado
-Traffic

Uniform
-Traffic

Neighbor
-Traffic

Non-Gaussian 0.4704 0.3688 0.5254 0.4781
Gaussian 0.3051 0.3387 0.3357 0.3349
Rosenblatt 0.8748 0.8570 0.8422 0.8570

Table 6.2 Average end-to-end latency [ns] comparison for 64 mesh architecture nodes

Methods
Complement

-Traffic
Tornado
-Traffic

Uniform
-Traffic

Neighbor
-Traffic

Non-Gaussian 1116.02 1042.59 916.29 14.93
Gaussian 1071.21 999.02 850.46 14.93
Rosenblatt 1379.67 1283.12 1039.69 1283.91

the Rosenblatt process shows more latency as comparison to non-Gaussian and Gaussian.
In Table Tables 6.1 and 6.2 simulated parameters for complement, tornado, uniform
and neighbor traffic are showing mean end-to-end latency and packet-loss probability for
Gaussian, non-Gaussian and Rosenblatt process.

In Table 6.2 it is seen that the traffic generated from Rosenblatt process is 19.10% for
complement, 18.84% for tornado, 11.86% for uniform and 88.37% for neighbor traffic
burstier than non-Gaussian processes. If it is compared with Gaussian process it is found
that 22.33% for complement, 22.14% for tornado, 18.20% for uniform and 88.37% for
neighbor traffic burstier. In comparison with the packet-loss probability it is found that
generated Rosenblatt process is 46.22% for complement, 56.96% for tornado, 37.61% for
uniform and 44.21% for neighbor is more in losing packets from the buffer as comparison to
non-Gaussian, whereas in case of Gaussian it is found to be more skeptical to packet-loss
which is 69.12% for complement, 60.47% for tornado, 60.14% for uniform and 60.92%
for neighbor. We considered a standardized flow of traffic in which average power for
Rosenblatt process is 0.71 mW whereas for the simple Hermite process it is 0.79 mW an
improvement of 11.29%.

6.4 Conlusion
All these results show that the non-Gaussian based Rosenblatt process is more data-driven
traffic, which is better analogous to the real-time traffic which comprises of gaming, high-
quality videos and other high processing data streams whose inter-arrival time of packet
arrival cannot be judged by Gaussian distribution.
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So the need for non-Gaussian process becomes the need of traffic modelling in order to
capture the true nature of the network resources that are placed inside the multicore
architecture. It will be helpful for the network designers to choose optimally network
resources inside the router, virtual channels or arbitrator, wrong selection and quantity of
these network resources can lead to the problem of buffer overflow, loss of process cycle,
huge energy dissipation and network contention.
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CHAPTER 7

Conclusions and Future Work’s Scope

7.1 Conclusions
In this thesis, the synthetic traffic generation is studied and categorized. Work aims to
address the role of synthetic traffic in the fields of multicore architecture. The primary
objective of this thesis is to address the complexity of currently available synthetic traffic
generation algorithm and the synthetic traffic generated is of old class of MPEG videos.
The communication management is generally managed by the passive monitoring system.
The generation of realistic traffics from the statistical properties of the real data flows are
made from the self-similarity principle. The traffics generated are realistic as compared to
real videos.

As the synthetic traffic consumes fewer simulation hours and also aids the network-designer
to choose optimal network-resources which are used for the designing of on-chip architecture.
We have generated the Synthetic traffic with an algorithm whose running complexity is low
as compared to other available algorithms for new real bursty data. Our result shows that
our algorithm is better in achieving resource usage optimization with different parameters
such as packet-loss probability network and end_to_end latency & link utilization. We
have designed an algorithm non-Gaussian based synthetic traffic generation and showed
the requirement of the non-Gaussian traffic for the simulation as Gaussian traffic are not
the best feature to capture the true features of the multicore architecture.

The role of machine learning is introduced for the synthetic traffic’s generation apart from
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the statistical properties of realistic data. The use of machine learning technology improves
the quality parameters of synthetic traffic and helps in the optimization of communication
resources.

7.2 Scope for Future Work
In this thesis we have addressed the issue of better Synthetic traffic generation algorithm
for the new class of MPEG data set, we have the problem of Gaussian traffic as compared
to the non-Gaussian traffic. In future, other machine learning with incorporation with the
statistical method to generate realistic based Synthetic traffic generation. To optimize the
network resources traffic is generated with faster running time and fewer simulation hours
requirement.
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Appendices
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.1 Validation of Rosenblatt-process of Hermite Class
The Hermite class of 2nd-order process is Rosenblatt-process Z(t), t ≥ 0 has stationary
increments with stable path then

ZH
k(t+ h)−ZH

k(t) (1)

for t ∈ [0, T ] is independent of h.

The function of covariance of the Eq. (1) is represented by

E(ZH
k(t)ZH

k(s)) =
1

2

(
t2HE + s2HE − |t− s|2HE

)
(2)

for consequently all s, t ∈ [0, T ]

E |ZH
k(t)−ZH

k(s)|2 = |t− s|2HE (3)

where HE is the Hurst Exponent.
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