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treated as case of unfair means.

Ql a. What are the key challenges in developing machine learning applicati

b. Explain the principle of the gradient descent algorlthm},/AccomPany your [2]
explanation with a labeled diagram., s 6

c. Differentiate between stochastic, batch and mini- batcff radie

Q2 a. What is overfitting and underfitting in machine le ni
bias and variance. o
b. Using the folIowing dataset predict the cla [4]

steps clearly

Instance Color “ QOrigin Stolen?
Domestic Yes
Domestic No
Domestic Yes
Domestic No
Imported Yes
Imported No
Imported Yes
Domestic No
Imported No
Imported Yes

Q3 a’, Whatis a dendrogram in hierarchical clustering? How to get the optimal  [3]
. number of clusters using a dendrogram?
sider the following 8 data points with (x, y) representing locations. Use [3]

t-means clustering algorithm to group these into three clusters.

Al(2, 10), A2(2, 5), A3(8, 4), Ad(5, 8), A5(7, 5), A6(6, 4), A7(1, 2), A8(4, 9)

Note: Consider the initial cluster centers as A1(2, 10), A4(5, 8) and A7(1, 2).
The distance function between two data points a = (x1, y1) and b = (x2, y2) is
defined as:

P(a, b) = [x2 —x1| + |y2 — y1|



Q4

Q5

Q6

Explam Adaboost algorithm with the help of an example.
List at least four differences between bagging and boosting ensemble
learning techniques.

What are the objectives of feature selection methods?
Consider the following set of training examples:

Instance | Classification F1 F2
1 + T T
2 + T T
3 - 1 T F
4 + F F
5 - F 7
6 - F *F%

o %{?%ﬁ

What is the mformauon gain of F2 relatlve to thé% tra- i gﬁ%xamples? Write
ediate results.

| hg accuracy of 97% and a
test accuracy of 51%. What could bey ' for the gap between
these accuracies? How this problem %

List at least four differences betwe
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