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treated as case of unfair means.

Section A

1. How can we represent PROSITE patterns using regular

Utd be used for test case prediction? (4.5)

Section C

¥ How does the committee of decision trees circumvent the problem of fragmentation and
single coverage constraint? Elaborate the different algorithms of constructing this
committee? (5)

2. Convert the production rule W-> aWbW to Chmosky normal form. Explain the

significance of this form. (2.5)



3. HMMs can be used for protein secondary structure prediction. One simple way would be
to use three states-helix, sheet and coil as the hidden states of emitting observable amino
acids. How many parameters (sum of transition, emission and prior probabilities) would
be present for such an HMM assuming a left-to-right topology? Support using an

automaton. (5)

4. Given that target=1, learning rate=1. Perform a forward pass and reverse . p the
neural network shown here. The two inputs are A= 0.1 and B=0.7. €tion

weights are wac= 0.1, wac=0.5, wap= 0.3, Wgp=0.2. wee= 0.2, wpe=0.1 {5}y "3

B
5. Explain the three typical problems in Hyt rkov models along with the algorithms

which are used to solve it. Compare y problems to the analogous problems in

transformational grammars. (5



