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                                                      ABSTRACT 
 

 

Data warehousing is a data management system that is  designed to enable and support business intelligence (BI) 

activities like analytics. Data repositories generally contain large historical data and  are intended only for the 

purpose of questioning and analysis. Considered a core component of Business Intelligence(BI), a Data 

Warehouse(DW) is used for data analysis as well as reporting. DWs are centralized collections of integrated data 

from one or more different sources. 

Data View, which is a graphic display of information and data, provides an accessible way to visualize and 

understand trending, external, and patterns in data by using  visual features such as charts, graphs, and maps, data 

display tools. Data visualization makes data easier for the human brain to comprehend and retrieve information by  

translating information into a visual context, such as a map or graph. The main goal of data viewing is to make it 

easier to identify patterns, trends and external products in large data sets. 
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                                                                        Chapter-1  

                                                                  

                                                        INTRODUCTION  
 

 

                                                                     1.1 Introduction 

 

 

● Pharma ABC was established in 1964 and is headquartered at New York 

 

● Pharma ABC is well known for key innovations and always introduces drugs in new markets 

 

● It has launched 25 drugs so far of which 7 are blockbusters 

 

● ZS team worked closely with these internal teams to identify their reporting needs 

 

As a next step, the client decided to seek our help in using the existing system to generate four reports and integrate 

them into the dashboard. 

The pharmaceutical industry acquires, develops, manufactures, and markets drugs or drugs to be used as drugs to 

be given to patients (or to administer them), for the purpose of self-treatment, vaccination, or reduction of 

symptoms. 

The United States continued to be the world's largest drug market in 2019, with revenue close to billion. Database 

stores data aggregated from singular or multiple  data sources which are remote  for query and analysis. The 

information integrated into the database is stored as visual aids. Viewing is a visual relationship defined using real 

relationships stored on a website. Physical observation is the result of a study of the related algebraic condition 

that describes the visual correlation. By using these 2 body-generated observations, user requirements and 

questions can be answered quickly and information can be obtained either directly or calculated using these 

modified physical views. A problem which is also known as the viewing problem is a way to save the modified 

view to be updated with information about actual updates in relationships to remote data sources. There are many 

algorithms that are developed to solve the issue with viewing traditional data systems. In applications, 

questionnaires outlined by ideas and real relationships are stored on the same website. Web systems understand 

visual definitions and know what data is needed to distribute updates to ideas whereas in a DW, queries describing 

views and actual relationships can be stored on a separate location such as a website located on multiple sites. 

Sources may notify the data warehouse in the event of a review but may not be able to determine which data is 
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required to update comments in the database. They can therefore only send real data updates or all updated 

relationships to the database. After getting insights like these, the data repository may find that it requires additional 

source data to review the view which is when it draws queries from other sources to request some other related 

additional source data. Some sources may review its data again before reviewing query requests in the data store. 

They will therefore send additional unrelated and incorrect data to the database, which will use it to calculate ideas. 

This condition is called a distributed maintenance anomaly. Solving the archive view problem is therefore much 

more complex.  

 

 

 

                                                                    1.2 Problem Statement  

 

The data provided has to be analyzed, cleaned and visualized using a data visualization tool tableau. 

The visualization requirements were as follows: 

● Track market share of products 

Solution centric approach to find out the market share of the product ,leveraged technology and 

visualization of the trend. 

● Track sales of different products 

Find out the TRx sales of the products 

● Track top 5 territories in the market 

Chart out the top 5 territories in the market 

● Track top 10 HCPs in the market 

Find out the top 10 HCPs based on the market from the reporting table 

 

 

 

 

 

                                                                           1.3 Objectives  
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1. Gathering data files containing raw data. 

 

2. Loading the files into the database Redshift for data cleaning and modeling. 

 

3. Apply DQM checks for data cleaning. 

 

4. Make Staging layer of data and make facts , dimensions and reporting layers 

 

5. Visualize data for the given problem statements using Tableau 

                                                                      

                                                                        

                                                                                    Procedure 

                                     

 

                                                                                   Figure 1 
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                                                         Figure 2 

 

                                                     

                                                             1.4 Methodology  

 

The entire process was divided into 4 phases. Requirement gathering and data collection, data cleaning, data 

modeling and warehousing and data visualization. 

 

 

 

 

 

 

 

 

 

                                                       1.4.1 Datasets and inputs 

 

 



 

                                                                                                    5 

Data 
Source 
Name  

Description  

Geo_Hierar
chy.txt  

This file defines the relation between territories and their parent (mapping a territory 
to a district which is then mapped to a region) 

Mkt_Desc.t
xt  

This file maps the market code to the market name.  

Person_Ad
dress.txt  

This file provides the address and zip code of the prescriber.  

Person_Pro
file.txt  

This file provides information about the specialty of a prescriber.  

Prod_Mast
er.txt  

This file gives information about the client’s as well as their competitor’s products 
in the market.  

Prod_Team
.txt  

This file gives information about which team is promoting which product.  

  
Sales.txt  

The file contains detailed information about the sales of the products segregated in 
terms of TRx, NRx divided in terms of the volume, units and dollar sales.  

Zip_Terr.txt  This file contains the mapping between the different territories and the teams.  

 

                                                         

 

 

 

                                                                       1.4.2 Data Preprocessing 

 



 

                                                                                                    6 

● Data layer[Raw] -The main aim of this layer is to ingest raw data into the DW as quickly and as efficiently 

as possible. To do so, data should remain in its native format. We don’t allow any transformations at this 

stage. With Raw, we can get back to a point in time, since the archive is maintained. No overriding is 

allowed, which means handling duplicates and different versions of the same data. Despite allowing the 

above, Raw still needs to be organized into folders. From our experience we advise customers to start with 

generic division: subject area/data source/object/year/month/day of ingestion/raw data. It is important to 

mention that end users shouldn’t be granted access to this layer. The data here is not ready to be used, it 

requires a lot of knowledge in terms of appropriate and relevant consumption. Raw is quite similar to the 

well-known DWH staging. 

● Data layer[Standardized] – It is not necessary in most DW systems. If we anticipate that our Data Lake 

Architecture will grow fast, this is the right direction. The main objective of this layer is to improve 

performance in data transfer from Raw to Curated. Both daily transformations and on-demand loads are 

included. While in Raw, data is stored in its native format, in Standardized we choose the format that fits 

best for cleansing. The structure is the same as in the previous layer but it may be partitioned to lower grain 

if needed. 

● Data layer[Cleansed] - Here, data is transformed into data sets that are useful and consumable is to be stored 

in files or tables. The purpose of the data, as well as its structure at this stage is already known. You should 

expect cleansing and transformations before this layer. Also, denormalization and consolidation of different 

objects is common. Due to all of the above, this is the most complex part of the whole Data Lake solution. 

In regards to organizing your data, the structure is quite simple and straightforward. For example: 

Purpose/Type/Files. Usually, end users are granted access only to this layer. 

● Data layer[Application]  - Here, data is sourced from Cleansed data layer and enforced with any needed 

business logic that the user might have specified. These might be surrogate keys shared among the 

application, row level security or anything else that is specific to the application consuming this layer. If 

any of your applications use machine learning models that are calculated on your Data Lake, you will also 

get them from here. The structure of the data will remain the same, as in Cleansed. 

● Data layer[Sandbox]  It is a somewhat optional layer, specifically meant for advanced analysts and data 

scientists related work. Here they can carry out their experiments when looking for patterns or correlations. 

Whenever you have an idea to enrich your data with any source from the Internet, Sandbox is the proper 

place for this. 
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                                                                            Figure 3 

 

 

                                                        1.5 Organization 

 

● Security  –Even though data lakes are not disclosed to a very wide audience, it is still pretty much important 

to consider this feature, especially during the initial phase and design. It is not the same as related 

information, which is armed with security measures. It is always better to be careful about this without 

ignoring future requirements. 

● Governance – Managing, monitoring, and listing of data is necessary from time to time to measure the 

performance and maintenance of our  Data Lake. 

● Metadata – Metadata is the data about data, and is information about every scheme, every reload interval, 

any additional description of the purpose of the data, and description of how it is intended to be utilized. 

● Stewardship – depending on the size that is required by us, either a separate group is made or this 

responsibility is transferred to the owners (users), perhaps by using other metadata solutions. 

● Master Data – an important part of providing data that is completely ready to be used . 
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● Archive – if there is another DWH related solution, the user might face some issues related to working with 

local storage. Data Lake is often used to store specific archive data from DWH. 

● Offload – if there are some other DWH related solutions, the user may want to use this site to deploy ETL 

processes / resources that can consume a lot of time, in your Data Lake, to make it cheaper and faster. 

● Orchestration + ELT processes – as we get data from the previous Layer we use the Filter for our last two 

layers i.e. the Sandbox and Application Layer. It is very much possible, that we may have to apply the 

changes and therefore we can either choose an orchestration tool that can do so, or some additional added 

on resources to use it. 
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                                                              CHAPTER-2 

                                                       

                                                      LITERATURE SURVEY  

 

List of Research Papers and Journals 

 

Title A Study on Real-Time Detection Method of Lane and Vehicle 

for Lane Change Assistant System Using Vision System on 

Highway 

 

Authors VanQuangNguyen ,HeungsukKim, SeoChangJun, KwangsuckBoo 

Year of Publication February 2016  

Web Link https://doi.org/10.1016/j.jestch.2018.06.006 

 

 

 

 

Title Lane detection for driver assistance and intelligent vehicle 

applications. 2007 international symposium on 

communications and information technologies. 1291-1296 

 

Authors Craig D'Cruz, Ju Jia Zou 

 

Year of Publication March 2016 

Link https://ieeexplore.ieee.org/document/4392216 

 

 

https://doi.org/10.1016/j.jestch.2018.06.006
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Title CNN based lane detection with instance segmentation in edge-cloud 

computing 

Authors Wei Wang, Hui Lin ,Junshu Wang 

 

Year of Publication June 2020 

Link https://doi.org/10.1186/s13677-021-00267-1 
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                                                               Chapter-3  

                                             

                                                SYSTEM DEVELOPMENT 

 

                                                     3.1 Model Development 

 

 The first layer that is the L0 layer/ Landing Layer: 

This is the layer in which the data is raw. It is the data which is brought in directly from the source or from the data 

lake. Nothing is done to the data in this layer. It is maintained in its original form. 

The second layer that is the L1/ Staging layer 

This is the layer in which we perform the pre dqm and dqm checks.  

 

                                                                            Figure 4 
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                                                                      Figure 5 

Mkt_desc table has no nulls or duplicates and therefore it is pushed to the staging layer directly. 

 

                                                                      Figure 6 

 

The geo hierarchy table had some empty rows for column Parent_ID which we filled as unassigned for data 

standardization. 
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                                                                               Figure 7 

The hierarchy table had some duplicates which were dropped, 
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                                                                             Figure 8 

We dropped the gender and email columns in person_profile as they did not have any entry. 
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                                                                                Figure 9 
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                                                                               Figure 10 
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                                                                              Figure 11 
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                                                                              Figure 12 

 

                                                                               Figure 13 
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                                                                                  Figure 14 

 

The third Layer is the L2 layer where we modify our data according to the user requirements 

Our user requirements are as follows: 

● Track market share of products 

Solution centric approach to find out the market share of the product ,leveraged technology and 

visualization of the trend. 



 

                                                                                                    20 

● Track sales of different products 

Find out the TRx sales of the products 

● Track top 5 territories in the market 

Chart out the top 5 territories in the market 

● Track top 10 HCPs in the market 

Find out the top 10 HCPs based on the market from the reporting table 

 

 

                                                                                Figure 15 
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Next we have the reporting table which will be used for data visualization. 

 

                                                                        Figure 16 
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                                                                     3.2 Tools and Techologies 

 

                                                                     3.2.1 Redshift and SQL 

 

Amazon Redshift is a data storage product that is part of Amazon Web Services' main platform. It is built on 

technology from the big data-compliant data company ParAccel, to handle large data sets and migration. 

MySQL Workbench combines management, SQL development,architecture, website design, and storage in an 

integrated, single development MySQL database system. It is a visual DB designing tool. 

 

 

                                                                            3.2.2 Tableau 

 

Tableau Software is a data visualization software company which is based in America. Business Intelligence is the 

main domain on which the company is based on. The founding year of the  was 2003 and it has its headquarters 

based in Washington, Seattle.  The Company was acquired by another Business intelligence Company Salesforce 

in the year 2019. Data Visualizations and interactive dashboards can be made efficiently with Tableau and helps 

businesses understand data and take key decisions on its basis . 

 

 

 

                                                                           3.2.3 PYTHON 

 

Python is an interpreted, high level, general-purpose programming language. Python is very easy to read and 

understand hence it is used widely. It has libraries such as Numpy ,Pandas and Pyspark which are capable of 

handling Big Data. 
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                                                                     3.3 Proposed approach 

 

 

 

 

                                                                                                  Figure 17 
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                                                              CHAPTER-4  

                                               PERFORMANCE ANALYSIS 

 

Execution Times: 

SQL server: CPU time = 424 ms 

Elapsed time = 2300 ms. 

It is therefore seen that we have a fairly accurate measure of how long it took for the query to execute and run and  

also how long it took to get parsed as well as compiled. The CPU time is a measure of how much CPU is used 

while the elapsed time tells how long it takes the query for overall execution. 

All Sql queries are optimized. 

 

Tableau performance Analysis 

 

                                                                  Figure 18 
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                                                           CHAPTER-5 

                                                              RESULTS 

 

SQl Analysis of Data 

Find out the Top 10 Districts based on Sales from last year: 

 
 

 

                                                           Figure 19 

 

Find out the Sales trend of the products for last 4 quarters: 
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                                                               Figure 20 

Calculate YTD and QTD sales for all the products in USA: 
 

               

 

              

                                                               Figure 21 

 

Calculate the sales of a product by specialty type: 

 
               
                                                Figure 22 
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                                                  Figure 23 

 

Calculate the Market share of the products: 

 

                       

                                                              Figure 24 
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Top 10 performing physicians in last 1 year based on sales: 
 

 

                                       

                                                                 Figure 25 

 

                                                

 

 

 

                                                 Tableau Analysis of Data. 
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                                                                  Graph 1 

 

                                                                       Graph 2 
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                                                                   Graph 3 
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                                                                Graph 4 

 

 

 

                                                                         Graph 5 
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                                                                    Graph 6 

 

 

 

                                                                    Graph 7 
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                                                                      Graph 8 
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                                                                Graph 9 
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                                                             CHAPTER-6     

                                                           CONCLUSION 

                                                               6.1 Conclusion 

 

● The top product is 'XOPENEX 350mg'. 

 

 

● The analyzed product with the highest market share is ‘ATRIPXEN 350mg’. 

 

 

● The analyzed  product with lowest market share is ‘PROXEN 350mg’. 

 

 

● The analyzed product with the highest market share is ‘XOPENEX 350mg’ with a market share of 10.04%. 

 

 

● The analyzed product with lowest market share is ‘DISPRINEX 350mg’ with a market share of 9.93%. 

 

 

● The product with the highest market share is ‘CLOPIGEL 500mg’ with 7.16% market share. 

 

 

● The product with lowest market share is ‘BRUFEN 350mg’ with 7.10% market share. 

 

 

● The market share is decided basis sales which is decided basis(TRX Dollar) 

 

 

● The territory with highest sales is Los Angles South, CA 

 

 



 

                                                                                                    36 

 

 

                                                      6.2 Improvements and future work 

 

Areas with scopes of Improvement: 

Implementation of Recomputation which is self maintainable  

Advantages : 

 

● The warehouse viewing functions are completely separated from the OLTP functions. 

● A discounted source will not block the process of adjusting the view of the warehouse. 

Disadvantages: 

 

●  It is complex to implement 

● Data is duplicated in the database. 

● We need added data storage to get duplicate data. 

● We are required to transfer data from sources to data storage. 

● We need to utilize and maintain data transfer processes. 

Implementation of  Incremental Maintenance which is self maintainable 

Advantages : 

 

● The tasks of archiving the view of the database are completely separated from the activities of the OLTP. 

● A discounted source will not block the process of adjusting the view of the warehouse. 

● In extreme cases, the number of lines reached to maintain the view is very low. 

Disadvantages: 

 

● It is complex to implement. 

● Data is duplicated in the database.  

● You need additional data storage to get duplicate data. 

● We are required to transfer data from sources to data storage. 

● We need to utilize and maintain data transfer processes. 
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All methods of adjusting the view of the warehouse can be divided into mainly four categories.  

They are:  

●  self-sustaining,  

● not self-sustaining revenge 

●  increasing self-sustaining, and  

● not self-sustaining care.  

 

Both retrieval methods and self-care methods completely separate the functions of data repositioning functions and 

OLTP functions. Therefore, the correction functions will not use local data sources. These functions only use DW 

resources. The warehouse viewing process may continue to work in case remote data sources are not available. 

However, little or all of the source data is duplicated in the database in order to process the archive view. This 

duplicated data takes up a lot of space. Therefore we have data transfer processes which can be used to transfer 

data from remote data sources to our particular data warehouse. Designing, implementing and maintaining all this 

is time consuming. However, these are decisions, most large companies should take if they want to differentiate 

their data repository functions with their OLTP services. Both self-regulation and non-self-regulation have a 

common disability. Since remote data sources should have to process queries from a website that uses its limited 

resources ,this will therefore make the OLTP system to slow down. 

  

In case the data source is not available, It will not be able to respond to queries sent from the site in desired time 

span. It will prevent the process of adjusting the view of the warehouse. The ever-expanding source of care has its 

drawbacks. To avoid an anomaly problem, the viewing process should be carefully designed.  

 

The data repository may issue more compensation questions if multiple updates occur in data sources.  

The two methods, both of them also have some common advantages: 

As there is  no copy of data  stored on the website, no data transfer process should be used and maintained. There 

is no additional storage space for duplicate data. Both approaches are good for small to medium-sized companies 

with their slightly busy OLTP platform programs. In all four categories, additional care is best given the space used 

in the database and the number of lines reached to distribute the update to the intended view generated in the 

database.  
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In future work we plan to develop automated data input fields and create pipelines that will make the process more 

efficient. ZS has some technologies like CCF, that are available on AWS, AZURE annd many such platform that 

make the data visualization processes for big data a lot more easier.  

We therefore plan to learn these technologies in the coming time. 
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