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About the Project

Optimal timing for airline ticket purchasing from the consumer’s perspective is
challenging principally because buyers have insufficient information for reasoning
about future price movements. In this project we simulate various models for
computing expected future pricesand classifying whether this is the best time to buy
the ticket.

1. Why this Project?

2. Problem Validation & Market Research

3. Technical Aspects

Why this Project?

Anyone who has booked a flight ticket knows how unexpectedly the prices vary.
Airlines useusing sophisticated quasi-academic tactics which they call *"revenue

management™ or "yield management'. The cheapest available ticket on a given
flight getsmore and less expensive over time. This usually happens as an attempt to

maximize revenuebased on -

1. Time of purchase patterns (making sure last-minute purchases are expensive)

2. Keeping the flight as full as they want it (raising prices on a flight which is
filling up in order to reduce sales and hold back inventory for those

expensive last-minute expensive purchases)

FLIGHT TRENDS

Do airfares change frequently? Do they move in small increments or in large jumps?

Do theytend to go up or down over time?



BEST TIME TO BUY

What is the best time to buy so that the consumer can save the most by taking the least

risk?
VERIFYING MYTHS

Does price increase as we get near to departure date? Is Indigo cheaper than Jet
Airways? Aremorning flights expensive?



Problem Validation & Market Research

According to a report, India’s civil aviation industry is on a high-growth trajectory.
India aims to become the third-largest aviation market by 2020 and the largest by
2030. Indian domestic air traffic is expected to cross 100 million passengers by
FY2017, compared to 81million passengers in 2015, as per Centre for Asia Pacific
Aviation (CAPA).

According to Google Trends, the search term - **Cheap Air Tickets™ is most
searched in India. Moreover, as the middle-class of India is exposed to air travel,

consumers hunting forcheap prices increases.
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Technical Aspects

The project is basically machine learning & statistic intensive. We used Python & R for
theimplementation of the models & automation.

. Automated Script to Collect Historical Data

For any prediction/classification problem, we need historical data to work with. In this

project, past flight prices for each route collected on a daily basis is needed.

Manually collecting data daily is not efficient and thus a python script was run on a
remote server which collected prices daily at specific time.

. Cleaning & Preparing Data

After we have the data, we need to clean & prepare the data according to the model's
requirements. In any machine learning problem, this is the step that is the most important
and the most time consuming. We used various statistical techniques & logics and

implemented them using built-in R packages.
. Analyzing & Building Models

Data preparation is followed by analyzing the data, uncovering hidden trends and then

applying various predictive & classification models on the training set.
. Merging Models & Accuracy Calculation

Having built various models, we now have to test the models on our testing set and come
up with the most suitable metric to calculate the accuracy. Moreover, many a times,

merging models and predicting a cumulative target variable proves to be more accurate.



Data Collection

Data Collection is one of the most important aspect of this project. There are various
sources of airfare data on the Web, which we could use to train our models. A
multitude of consumertravel sites supply fare information for multiple routes, times,

and airlines.

We tried various sources ranging from many APIs to scraping consumer travel
websites. Inthis section we have discussed in detail on these various sources and the

importance of parameters that are collected.

1. Data Sources

2. What and When we collected?

3. Automating the Collection

Data Sources

Historical air flight prices are not readily available on the internet. Therefore the only
optionthat we have is to use some resources and collect data over a period of time.
There are

many APIs made available by companies like Amadeus, Sky Scanner. However, the

numberof flights they returned for a domestic route in India are limited.

Thus we had to explore APIs by Indian companies. Golbibo & Expedia provide
ready to useAPIs which returns a set of variables of a certain route. However, when
Golbibo API was used to extract such flight prices, the returned set of parameters

were in a complex form & the raw data had to be cleaned several times.

Therefore, we decided to build a web spider that extracts the required values from a
websiteand stores it as a CSV file. We decided to scrape Makemytrip website using

a manual spidermade in Python.



Web Scraper (Python?2.7)

library was used to access the Makemytrip website and load the required
page a jsonobject. This object was parsed using inbuilt python functions and a csv
database was obtained. library was used to obtain a set of dates
between two dates on whichthe above functions can be applied to get the data for a
range of dates. The whole script is open-sourced on



What and When we collected?

What?

The basic structure of the script successfully extracts information from the

Makemytrip website and outputs a csv data file. Now an important aspect is to decide

the parameters thatmight be needed for the flight prediction algorithm.

Makemytrip returns numerous variables for each flight returned. However not all are

requiredand thus we selected the following -

1.
2.
3.
4.
5.
6.
7.
8.
9.

Origin City

Destination City

Departure Date
Departure Time
Arrival Time
Total Fare
Airway Carrier

Duration

Class Type - Economy/Business

10. Flight Number

11. Hopping - Boolean

12. Taken Date - date on which this data was collected
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When?

We collected prices for flights having departure date from 21st August 2016 to 21st
November. This implies that we collected data with max 92 days to departure. Our
model isrestricted to predict a maximum of 45 days to departure and thus we
collected data for maximum of 92 days. This made sure that we had enough data for
45 days of departure.



As you can observe the cascading effect of dates. Due to this, we have only one
day's data offlights having a 92 days to departure. Therefore to restrict our model to
45 days to departure,we had to collevt data till 92 days to departure to get enough
valid data.
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Automating the Collection

The above script had to be run daily to get the required data. Manually running the
file wassenseless because there are many ways to automate the script. There are
multiple cloud servers like Microsoft Azure or AWS EC2 which can be used to host

the python script.

We used Microsoft Azure initially and the process of setting up a virtual server is
quite easy. However, the free trial period was limited and thus we had to shift to our
institute's local server. Linux system provides a beautiful option called Cronjobs. It is
an in-built scheduling option that is very easy to use. You can read a detailed blog on

automating python script
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DATAPREPARATION

The kind of data that we collected from the python script was very raw and needed a
lot of work. For instance, the price was a character type and not an integer. Moreover,
for any model to work efficiently, certain variables need to be introduced by

combining or changingthe existing variables.

This section focuses on various techniques we used to clean and prepare the data.

1. Generic Exploration & Cleaning

2. Data Specific Methods

3. Trend Analysis for Predicting Number of Days to wait

Generic Exploration & Cleaning
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The collected data for each route looks like the one above. Because of the large
number of flights in the busy routes like Delhi Bombay, the data collected over time
is over a million points and hence efficiently handling such big data for faster
computation is the first aim. InR the ‘fread’ function in ‘data.table’ package was

used.
Copybomdel <- fread("bomdel.csv")
A few basic cleaning and feature engineering looking at the data. A lot of data

preparation needs to be done according to the model and strategy we use, but here

are the basic cleaningwe did initially to understand the data bette



Duplicates
There were not many, but a few repetitions in the data collected.
Days to departure

Our objective is to optimize this parameter. This the difference is the
departure dateand the day of booking the ticket. We consider this parameter to

be within 45 days.

Day of departure

Intuitively we can say that flights scheduled during weekends will have a
higher price compared to the flights on Wednesday or Thursday. Since
including this in any of themodels we use can be beneficial. We can also try
to include the month or if it is a holiday time for better accuracy.

Duration

Converting the duration of the flight into numeric values, so that the
model can interpret it properly. Also, it will be fair enough to omit

flights with a very longduration.

Time of departure

Similar to day of departure, the time also seem to play an important factor.
Hence wedivided all the flights into three categories: Morning (6am to noon),

Evening (noon to9pm) and Night (9pm to 6am)
Hoppings

The data we collected did not give very authentic information about the
number ofhops a journey takes. Hence, we calculated the hops using the
flight ids.

Outliers

We are focusing on minimizing the flight prices, hence we considered

only theeconomy class with the following conditions:



a) The minimum value of total fare for all days for a particular flight id is less
than themean fare of all the flights b) The duration of the journey is less than 3

times the meanduration.

Data Specific Methods

Tayaquerytobuy a Deparure Cay
Ieckel is mede

Cavs to departurs
Suppose a user makes a query to buy a flight ticket 44 days in advance, then our system
should be able to tell the user whether he should wait for the prices to decrease or he

shouldbuy the tickets immediately. For this we have two options:

1. Predict the flight prices for all the days between 44 and 1 and check on
which daythe price is minimum.

2. Classify the data we already have into, “Buy” or “Wait”. This then
becomes a classification problem and we would need to predict only a binary
number. However,this does not give a good insight on the number of days to

wait.

For the above example, if we choose the first method we would need to make a total
of 44 predictions (i.e. run a machine learning algorithm 44 times) for a single query.
This also cascades the error per prediction decreasing the accuracy. Hence, the
second method seemsto be a better way to predict, wait or buy which is a simple
binary classification problem. But, in this method, we would need to predict the days

to wait using the historic trends.

For this we again have two options:



1. We do the predictions for each flight id. The problem with this is that, if
there is achange in flight id by the airline (which happens frequently) or
there is an introduction or a new flight for a specific route then our analysis
would fail.

2. We group the flight ids according to the airline and the time of
departure and dothe analysis on each group. For this we need to combine
the prices of the airlines lying in that group such that the basic trend in

captured.

Moving ahead with the second option, we created the group according to the airlines
and the departure time-slot created earlier (Morning, Evening, Night) and calculated
the combined flight prices for each group, day of departure and depart day. Since
these three are the most influencing factors which determine the flight prices. Also,
we calculated the average numberof flights that operated in a particular group, since
competition could also play a role in determining the fare.
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Combining fare for the flights in one group:

1. Mean fare: This is the average of the fare of all the flights in a particular group
corresponding to departure day and days to departure. Because of high standard

deviation, taking the mean is not a very good option.

2. Minimum fare: This does not give a very good insight of the trend, as a

minimum value could occur because of some offer by an airline.

3. First Quartile: This is a good measure as we are focusing on minimizing the fare

and we do not want to consider the flights with high fares.



4. Custom Fare: This is the fare giving more weightage to recent price trend.

Total_customFare = w*(First Quartile for entire time period) + (1-w)*(First quartile
of last x days)

(We have considered: w = 0.7 and x = & days)

Calculating whether to buy or wait for the this data:

Logical = 1 if for any d < D the Total_customFare is less than the current
Total_customFare

(Here, d is the days to departure and D is the days to departure for the current row.

Trend Analysis:

After creating the train file, we shift to create another dataset which is used to predict

number of days to wait. For this, we used trend analysis on the original dataset



Determining the minimum_ CustomFare for a particular pair of
DepartureDay and Days to Departure

We input the train dataset that has been created and find the minimum of the CustomFare
corresponding to each combination of Departure Date and Days to Departure. Now with
the obtained minimum CustomFare corresponding to each pair, we do a merge with our
initial dataset and find out the Airline corresponding to which the minimum CustomFare is
being obtained.

The count on the number of times a particular Airline appears corresponding to the
minimumCustom Fare is the probability with which the Airline would be likely to offer a
lower price inthe future. This probability of each Airline for having a minimum Fare in the
future is exported to the test dataset and merged with the same while the dataset of
minimum Fares is retained for the preparation of bins to analyse the time to wait before the

prices reduce

daystodep Dept_Day Tolal_cestomFare GiouplD

Triday 4257 275 Go Nir_M-rning

2 2 -nday 4121020 Go Air MZrning

3 3 Frday 4103800 Go Alr_MZrninz
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Creation of Bins

We next wanted to determine the trend of “lowest” airline prices over the data we were

training upon. So the entire sequence of 45 days to departure was divided into bins of 5



days. In intervals of 5, the first bin would represent days 1-5, the second represents 6-10
and so on.

Corresponding to each bin, we required a value of the fare that would be optimal for
consideration in suggesting a value for the days to wait to the user. Among all the points
thatlie in a bin, the 25th percentile was determined as the value that would be the possible
lowestFare corresponding to the bin which indicates days to departure.

Comparing the present price on the day the query was made with the prices of each of the
bin, a suggestion is made corresponding to the maximum percentage of savings that can be
done by waiting for that time period.The approximate time to wait for the prices to decrease

and the corresponding savings that could be made is returned to the user.

Min_wait Max_wait PriceDrop_percentage

2339 3 7 6.6B7536
2640 3 7 6.687536
2684 3 7 B.6R7536
2512 2 b 6.687536
2639 2 B B.6B7536
2683 2 b b.687536
2638 1 5 6.687536



OUR MODEL

This section provides a birdeye view on the whole model we used. The key
components ofthe model are the training data and the testing data. The way we
built these data and the various aspects of the model that uses these datasets is very
tricky to understand. This flowchart will provide some basic understanding.
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Statistical Analysis

Histogram of delgauSTotal_Fare
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Flight prices after cleaning had the following distribution —

With the moments of Kurtosis was 10.5 and skewness was 3.4 when the entire data was

considered. For each interval, all the moments are shown:
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On observation, it was observed that the data of flight prices followed a lognormal

distribution, and upon transformation the distribution came out as follows



Histogram of df$lognorm

(@}
=
o
s
oy
a2 o S—
— t ag
8 &
13 -~
m
[ -
-
= -
w —
n —
| |
.o el é.L ¢ ¢ “gu 100

A€ lognenm

This distribution now appeared to be very much like the normal distribution, so we
decided tofurther examine the data. We calculated the moments as done above to find
out that after transformation. The skewness was 0.4 and the kurtosis was 3.8 for the

entire data with the moments for each interval as follows -
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Further examining the data, we found the QQ plots and the PP plots for the same

consideringthe transformed distribution to follow normal distribution -



Empirical and theoretical dens. Q-Q plot
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From the analysis we can see that the data almost closely resembles the normal

distribution.

Further we decided to use the hypothesis testing and find out the chi-square and p-

value. Weused the Pearson normality test for the same and the results are as below -

» [FArSOn — pearsaon. test (df {7 ognorm)
> pcarscn

Fearson chi-square norma -~ty test

cata: cTilccnorm
F — 13613C, p-value < 2,2e-16



> chizg.test(dfslognora)
Chi-zquared test Tor c¢iven probakilities

data: dfslognorm
X-squarwd — 1858.2, df — 10337C, p-value = 1

The p-value signifies that our transformed data closely follows normal distribution



Analysis and Graphs

Mumbai-Delhi is one of the busiest route in India and therefore we selected this

route tostudy the dynamics of high velocity.
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Departure Time vs Fare: Based on the trends, the timeslots can be decided and further

expanded.
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Departure Time slot histogram: Based on division of timeslot, also gives a good

insight ofairline fare in each timeslot.
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Trend for minimum custom fare as days to departure varies.

Delhi-Gawabhati is a less populated route when compared to Mumbai-Delhi. Our main
reason of selecting this route was to understand the dynamics of a low populated domestic
Indian route.
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Conclusions

From the data collected and through exploratory data analysis, we can determine the

following:

The trend of flight prices vary over

There are two groups of airlines:
Spicejet, AirAsia, IndiGo, Go Air are in the economical class, whereas Jet Airways
and Air India in the other. Vistara has a more spread out trend.

The airfare varies depending on the time of departure, making timeslot used in
analysisan important parameter.

The airfare increases during a holiday season. In our time period, during Diwali the
fareremained high for all the values of days to departure. We haven’t considered
holidayseason as a parameter now, since we are looking at data for a few months.
Airfare varies according to the day of the week of travel. It is higher for weekends
Monday and slightly lower for the other days.

and

There are a few times when an offer is run by an airline because of which the prices
drop suddenly. These are difficult to incorporate in our mathematical models,
andhence lead to error.

Along the Mumbai-Delhi route, we find that the price of flights increases or
remains constant as the days to departure decreases. This is because of the high
frequency ofthe flights, high demand and also could be due to heavy competition.
Only about 8-10% of the times, a person should wait according to the data
collectedacross the Mumbai-Delhi route, compared to 30-40% in Delhi- Guwahati

route.
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