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ABSTRACT 

 

Many people die each year due to cardiovascular diseases as compared to any other 

disease as reported by WHO in 2017. Heart disease has become the leading cause of 

death all over the world. As rural primary care is handled by unqualified practitioners 

due to lack of doctors the fatality rate of the rural area has exceeded those of urban 

areas. 

Electrocardiogram (ECG) and echocardiogram are currently the most effective ways to 

monitor one’s heart condition. However, both methods are relatively expensive. Our 

aim is to develop a reliable, fast and affordable system that can be used by anyone with 

internet access.  

In this work, we apply deep learning to recognize any abnormality in heartbeat sound 

by taking in input in stethoscope sounds and even waveforms recorded using the 

microphone of a mobile phone. We describe an automated heart sound classification 

algorithm that combines the use of time-frequency heat map representations with a deep 

convolutional neural network (CNN). 
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Chapter 01: INTRODUCTION 

 

1.1 Introduction 

Every year around 17.9 million people die due to cardiovascular conditions. According 

to a report of WHO, these deaths could have been prevented if the diseases were 

diagnosed at an early stage and even the disease can be cured. Approximately 610,000 

people die of heart disease in the United States each year– that’s 1 in every 4 deaths. 

More than 29% of the entire deaths in 2004 are due to cardiovascular conditions and the 

number is rising each day. Coronary heart disease (CHD) is the most typical type of 

heart disease, killing over 370,000 people yearly.  

Detecting primary signs of heart abnormalities is quite costly. In countries where the 

economic condition of the country is not good and under developing and developing 

countries, these tests are not at all affordable. So, there is an urgent need for a system 

that is affordable and helpful in detecting any primary signs of an abnormality in the 

heart. Hence, any method which can help remove this need will have a significant 

impact on world heath.  

For monitoring to the internal sounds of human body the medical device used is the 

stethoscope. It is a basic device to listen to heart sound. The advantage of using an 

electronic stethoscope over an acoustic stethoscope is that its characteristics like 

increased sound output, improved frequency range, ambient noise loss, etc. It consists 

of an amplifier to increase the low intensity heart sound. An Electronic Stethoscope 

transmitted sound electronically, so, it can be a wireless machine, or can be a recording 

device. It can also provide visual layout of the recorded heart sound. 

 

 

1.2 Objective 

 Our study aims to suggest a smart algorithm to discover the presence of abnormalities 

in the heart sound of patient’s data. Also, along with this, we wanted to build a likely 

and affordable result. 
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1.3 Problem Statement 

High mortality rate due to cardiovascular diseases has raised a concern among the 

public. There is a need of an efficient and easily accessible technique that can detect 

any abnormality in the heartbeat and can warn at an early stage if there is a problem. 

This way the common public will be helped without paying high costs for different heart 

tests.  

 

1.4 Methodology 

The methodology [1] proposed in this project is a basic three steps architecture data 

acquisition, pre-processing and classification. 

 

1.5 Language Used 

We are working with the Python programming language for the implementation of our 

project. Python provides a large set of libraries for deep learning, which reduce 

development time and reduces the complexity of algorithms. Such libraries include 

Keras, TensorFlow, Flask etc. which provides a wide range of algorithms for deep 

learning also with GPU support that reduces the training time. 
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Chapter 02: LITERATURE SURVEY 

 

Recent researches that have been carried out in deep neural network architectures have 

resulted in more advance and adaptive systems that are able to identify and classify 

objects in images. For the last decade, this topic is being continuously researched. These 

researches have introduced many algorithms and techniques for the task of detecting.  

A large center of deep learning has been on the automated study of image and text data, 

advances are also frequently being seen in areas that require processing other input 

modalities. One such area is the pharmaceutical domain where data into a deep learning 

system could be physiologic time series data. The recent increase in challenges in the 

medical domain like Kaggle 2014 and 2015 challenges have resulted in improvement 

to deep learning architecture. The challenge held in 2016 asked the members to 

complete investigation on heartbeat sounds obtained using digital stethoscopes. The 

main objective of this challenge was to classify the heartbeat sound as normal or 

abnormal. 

More recent research has worked on applying deep learning techniques to the same sub-

tasks. Convolutional Neural Network (CNN) can extract the required features 

irrespective of the manipulation method. Using deep learning techniques an excellent 

accuracy of more than 90% is easily achievable.  

We have selected some research papers and reviewed them. We have constructed a table 

for the comparison of the research papers.  
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Table 1: Comparison of different existing research papers 

Sr. 
No 

Title Author Year Approach 

1 Recognising 

Abnormal 

Heart Sound... 

[1] 

 

• Jonathan 

Rubin 

• Rui Abreu 

• Anurag 

Ganguli 

 

2017 

 

  The Algorithm used in this paper is to first 

convert the audio sounds to their respective 

heat maps and use those heat maps to train the 

CNN model and predict the output.                  

2 Stand-alone 

Heartbeat 

Detection… 

[2] 

• Matti Kaisti 

• Mojtaba 

Jafari Tadi 

• Olli 

Lahdenoja 

 

2018 

 

Multidimension beat to beat detection 

algorithm and uses envelope and Clustering 

methods to detect beat and then finally merge 

the beat location.  

3 Detection of 

cardiac 

abnormality… 

[3] 

• Samit Ari 

• Koushik 

Hembram 

• Goutam 

Saha 

 

2010 

 

To improve the performance of the least square 

SVM classifier based on the Least mean square 

algorithm to detect heartbeat sound, this 

method was proposed. 

4 Early and 

remote 

detection… [4] 

 

• KRZYSZT

OF WOŁK 

• AGNIESZ

KA WOŁK 

 

2019 

 

The purposed method is the utilization of CNN 

for preliminary screening of heart rhythm 

disturbances by classifying the heartbeat 

sounds. 

5 Heart sounds 

Segmentation 

and 

Classification

… [5] 

• Ashwin R. 

Jadhav 

• Arun G. 

Ghontale 

• Anirudh 

Ganesh 

2017 

 

This paper presents a 2-step approach towards 

detection of heartbeat anomaly. First the 

algorithm uses an envelope of Shannon energy 

and peak detection methods to isolate the 

peaks. After the segmentation and feature 

construction of the signal, a neural network is 

used to train and classify the heartbeat sounds 

into normal or murmur category. 

6 Detection of 

heartbeat 

abnormalities 

from 

phonocardiogr

aphy… [6] 

 

• Batyrkhan 

Omarov 

• Khaled 

Gamry 

• Aidar 

Batyrbeko

v 

 

2021 

 

 

The paper presents the application of machine 

learning (MO) methods for detecting 

cardiovascular diseases based on 

phonocardiograms. 
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Chapter 03: SYSTEM DEVELOPMENT 

3.1 Feasibility Study  

The feasibility study is to evaluate the operational, technical, economic and organizational 

point of view that whether the project is viable i.e., it is possible to do efficiently and 

conveniently or not. 

1. Technical Feasibility:  

The heartbeat anomaly detection project has a very user-friendly UI and has been 

developed on PyCharm which is one of the most famous Integrated development 

environments (IDE) for Python and Google Colab which is one of the most 

trusted platforms for development. The technologies used in our project is 

feasible. 

 

2. Operational Feasibility: 

The project is an operational feasible model and could benefit all the common 

people. It can serve its purpose of detecting heart diseases at an early stage. 

 

3. Economic Feasibility: 

The project has been developed using only open-source platforms and libraries. 

These all libraries are made available for free by the developers on the internet. 

So, project development does not involve any type of expenses. 

 

4. Market Feasibility:  

The project has been developed by keeping the demands of the clients in mind. 

Clients like digital forensic labs and other news fast check experts. It checks all 

the constraints of market feasibility.    
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3.2 Requirements on Major Project 

3.2.1 Functional Requirements 

The functional requirements are the specific demands the system should offer to the end-user 

so that user could accomplish their tasks. 

The functional requirements of this project are mentioned below. 

i. User-friendly environment for the customer with simple GUI. 

ii. When the user browses the audio file to run the detection test GUI offers a button to 

run the test. 

iii. Proper detection of the audio file. 

 

3.2.2 Non-Functional Requirements 

The non-functional requirements are the non-mandatory requirements that enhance the quality 

of the project. Some are listed below:  

i. The project provides an accuracy of more than 89% which is quite an excellent number. 

ii. The project can detect the heartbeat abnormality if any within few seconds. 
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3.3 Use Case Diagram of the Major Project 

The graphical representation of the user's interaction with the User Interface (UI), in which the 

user provides input as an audio file and then runs the detection on that file and gets output on 

the screen. The use-case diagram is shown in figure 2. 

 

 

 

Figure 2. Use-Case Diagram 
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3.4 DFD Diagram 

The Data Flow Diagram (DFD) diagram is the graphical representation of the flow of data in 

the system. It is the flow of data from the user inserting an audio file to the pre-processing and 

then passing it to the trained CNN to predict the result. 

 

 

 

Figure 3. DFD Diagram 
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3.5 Date Set Used in the Major Project 

This dataset was first used in a Machine Learning challenge for the classification of 

heartbeat sounds. Depending on the sources from where it was collected the dataset is 

divided into 2 sets. Set A data were obtained from the common public via the I- 

Stethoscope Pro iPhone app and Set B from a clinical trial in hospitals using the digital 

stethoscope DigiScope. There are 4 classes of heartbeat sounds:  

1. Normal: healthy heart sounds  

2. Murmur: extra sounds that occur when there is turbulence in blood flow that causes 

the extra vibrations that can be heard.  

3. Extrahls: heartbeats with an additional sound. 

4. Extrasystoles: additional heartbeats that occur outside the physiological heart rhythm 

and can cause unpleasant symptoms. 

           

3.6 Data Set Features 

3.6.1 Number of attributes, fields, description of data set 

Table 2: Number of images in dataset 

Set_A Set_B 

176 656 

 

 

3.7 Algorithm/Pseudo code of the model 

In this project we use the audio files as an input i.e., PCG waveform as an input to our deep 

convolutional neural network and classify inputs as either normal or abnormal. 

 

Pseudocode of the proposed method:  

i. Importing the dataset. 

ii. Pre-processing the dataset: The heartbeat sound collected from mobile phone and 

stethoscope often contains background noises. Audio files having a span of fewer than 

3 seconds are cut out because they don't contain enough data points to correctly classify 

heartbeat. The large audio files are sliced into smaller files while retaining their original 

label. About half a second from the front as well as the back has been cut from the audio 
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files to remove the noise that is caused by physical touch of the microphone with the 

body. 

iii. Feature Extraction: The raw audio data utilized .wav type (Waveform Audio File 

Format) was in the amplitude vs time frame in the time domain. We modified this one-

dimensional time-series signal into a two-dimensional heat map that catches the time-

frequency pattern of the signal. 

iv. Dataset Split: The dataset is split into training and test dataset. The training dataset 

contains 1044 images and the test dataset contains 261 images. The images were the 

result of conversion of audio files to their corresponding heat maps so, that it can be 

given as an input to CNN architecture. 

v. Training CNN: The CNN architecture is constructed and the CNN is trained with the 

training dataset. 

vi. Testing the model: The saved model is now tested using the test dataset and the results 

are duly noted. 

vii. CNN is trained using the Adam optimizer. 

viii. A proper web page is then made for this model using flask that is deployed in cloud. 

 

Below are the details of the Feature Extraction from audio files 

In the frequency domain, we have used the following for feature extraction: 

• Melspectrogram: It describes an acoustic time-frequency description of a sound. It is a 

spectrogram with the Mel Scale as its y-axis. This Mel Scale is constructed so that 

sounds of the similar in distance from each other on the Mel Scale, also “sound” to 

humans as they are similar in distance from one another 

• MFCC (Mel Frequency Cepstral Components): We decided to use Mel Frequency 

Cepstral Coefficients to achieve this conversion, as MFCCs capture features from 

audio file that more firmly match how human beings understand loudness and tone. 

MFCCs are commonly used as a characteristic type in speech recognition. 

• For the above we used inbuilt functions from the librosa library in python as follows: 

1. The preprocessed sound files are transformed into magnitude spectrogram and then 

mapped onto the mel-scale by using the inbuilt feature method of librosa to get the 

mel-scaled spectrogram. 

2. A cepstral analysis is performed on the Mel-Spectrum to obtain Mel-Frequency 

Cepstral Coefficients (MFCC) by passing the log-power Melspectogram as an 
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argument to the MFCC function. 

3. Thus, the audio file is now represented as a sequence of Cepstral vectors. These 

Cepstral vectors are then given to the model for anomaly detection. 

Below we have the visual representation of the features that was extracted from the audio files 

of both normal as well as abnormal heartbeat. 

 

 

 

     Figure 4: Abnormal Heartbeat features 

 

 

     Figure 5: Normal Heartbeat Features 

 

Below we define the architecture of CNN network. 

CNN Architecture 

The basic structure of a CNN is several convolutional layers succeeded by fully connected 

layers and a SoftMax classifier.  

The neural network accepts input as a single channel of 40 X 130 MFCC heat map and gives a 

binary classification, predicting whether the input file segment is normal or abnormal heart 

sound. 
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CNN in this project uses 4 convolution layers, 4 max-pooling layers, 4 dropout layers, 1 global 

average pooling layer and finally a dense layer. The activation function used in convolution 

layers is ReLU. The advantage of using ReLU is that its time efficient for both training and 

testing.  

 

Dropout Layer: The dropout layer provides for regularization by randomly placing any neurons 

in previous layers to zero while training. 

Max Pooling: Max pooling layer intends to down-sample a data representation. It helps in 

decreasing dimensionality and eases feature extraction. It decreases the computational load and 

the number of parameters to be learned. 

Dense layer: Here every input is connected to every output by weight. And we are using 

softmax as the non-linear activation function after this layer. 

Proposed CNN:  

i. Comprises 4 convolutional, 4 max-pooling layers, 4 dropout and 1 global average 

pooling layer.  

ii. The input of the network is a 40x130x1.  

iii. All the layers use a kernel size of 2. 

iv. The Filter size in first CNN layer is 16 then in the next layer increases to 32 and 

then 64 and finally 128. 

v. Every convolutional layer uses the ReLU activation function.  

vi. Finally, the dense layer uses the softmax activation function. 

 

The total parameter to be trained are 43570. Below is the summary of the CNN architecture 

that has been built for this project. 
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    Figure 6: CNN Parameters 

 

3.8    Screen shots of the various stages of the Project 

1. Libraries are imported.  

 

Figure 7: Libraries used 
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2. Loading Dataset and Applying Pre-processing 

 

 

 

Figure 8: Pre-processing dataset 
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4. Feature Extraction 

Converting Audio files to their respective heat maps. 

 

    Figure 9: Feature Extraction 

 

5. Train/Test Split 

 

    Figure 10: Splitting of Dataset 

 

6. Training CNN. 

6.1. CNN Layer 

The CNN architecture has 4 convolutional layers and 4 Max pooling layers and 

a global pooling layer. Every convolutional layer uses the ReLU activation function and 

then a fully-connected layer with a SoftMax classifier. 



16 
 

 

 

     Figure 11: Architecture of CNN model  

 

6.2. Fitting the model 

The model uses Adam optimizer and a learning rate of 0.001, a batch size 

of 128 and an epoch of 300. 

 

     Figure 12: Model Fitting 

 

6.3. Trained CNN 

The CNN trained is now saved as a .h5 file and then will be used to further 

test and also to predict some new data. 
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7. Flask Website 

As, we want that this model be available to the common people easily we will 

deploy our CNN model. For that purpose, first we have created a simple user-

friendly page using html and css and finally using the flask framework we have 

connected our trained CNN model with the page.  

Below is how our page looks like, 

 

 

     Figure 13: Website 

 

 

 The code for the above page is as follows. 

App.py which connects the trained model with html page 



18 
 

 

     Figure 14: flask code 

 

The html code is as follows. 

 

     Figure 15: Html code 
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     Figure 16: Html code 

 

Let’s finally see our html page doing our work and predicting the audio sound. 

 

     Figure 17: Working of website 

 

8. Deployment of Model on AWS EC2 Instance 

In order to deploy our model, we first created a website which can been above. So, 

to deploy we used AWS ec2 instance which will give us a server where we can 

deploy our flask website and hence it can be used by anyone with the link of the 

website. AWS ec2 instance is a free of cost and easy to use. We created an ubuntu 

instance using ec2 and after completing all the necessary requirements we were able 

to deploy our model correctly. 
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Ubuntu server running 

      

     Figure 18: Ubuntu  

 

 Working website deployed in AWS ec2 

     

     Figure 19: Working Website 
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Chapter 04: Performance Analysis 

4.1. Predicting the result 

 The training dataset is now used to predict the accuracy of our trained model. The test 

accuracy achieved was 89%. 

 

     Figure 20: Prediction 

 

 Prediction result was as follows 

 

     Figure 21: Result 

 

4.2. Model Testing 

 Now we will provide our model a new data and see if it is able to perform well and 

predict whether the heartbeat sound is normal or abnormal. 
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     Figure 22: Model testing 

 

4.3. Discussion on the Results Achieved 

Our model was successful in detecting heartbeat anomaly. The model achieved a training 

accuracy of approx. 89%. 

These results complete our objective of the project that is to detect heartbeat anomaly using 

CNN achieving good accuracy. 

The accuracy starts to increase from around 50% during the starting epochs. With a steady 

pace, it keeps on increasing till it becomes stable near the ending epochs i.e., around 88-89%. 

It could be seen clearly in the plotted graph in figure. 

While the loss starts to decrease from the first epoch and then it continues decreasing at a 

gradual rate until it becomes steady near the last epochs. It could be seen clearly in the plotted 

graph in figure. 
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     Figure 23: Loss Vs Epochs 

 

 

     Figure 24: Accuracy Vs Epochs 

 

4.4. Comparison 

 Now we compare our model with previously present models and finally came to a 

conclusion that our model was able to perform well just because it uses CNN and CNN has a 

very high accuracy rates and hence we were able to finally achieve our goal. We compared 

our model with a system which used LinearSVC as the algorithm to predict the result. The 

comparison chart of the accuracy is shown below. 
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Figure 25: Comparison Chart 

 

 

 

 

 

 

 

 

0%

10%

20%

30%

40%

50%

60%

70%

80%

90%

100%

Recognizing[1] LinearSVC



25 
 

Chapter 05: Conclusions 

5.1 Application of the Major Project 

There's a need for a good and stable system that can easily detect heartbeat anomaly. In the 

current world scenario, one of the leading causes of death is from heart diseases. 

Our model is capable of detecting any abnormality in the heartbeat sound. Even when the audio 

sound has been recorded from a mobile phone.  

It could be used by any medical professionals and even by non-professionals due to its simple 

GUI design, it covers a range of people. 

 

5.2 Limitation of the Major Project 

Even though our model achieved a good accuracy rate however it is still vulnerable to some 

false classifications.  

The accuracy of the model could have further been improved if the dataset had been large, as 

CNN performs well on large dataset as it is able to learn from almost all case scenarios.  

As the model can only tell if there is a problem with the heartbeat, the exact detection would 

require tests conducted by a medical professional.  

 

5.3 Future Work 

The future work includes to collect more varying type of dataset for training of the model. Also, 

as the output of our model was binary i.e., normal or abnormal, our future work could remove 

this restriction and include some more specific reasons and diagnose properly the heartbeat 

sound and give more precise results. Also, we can consider signal quality as an input for our 

architecture can improve the performance and our system will be more reliable.  
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