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                                             ABSTRACT 
 

Voice-based biomarkers can help diagnose symptoms of dementia such as Parkinson's 

disease, PD is a modern neurodegenerative disease affecting about 7 million people 

worldwide (usually adults), with about 150 thousand new scientific diagnoses performed 

each year. Historically, PD has been difficult to find and documents tend to focus on a few 

symptoms and even ignore some, depending on the scores of independent points. Due to the 

decline in motor manipulation which is a sign of illness, the term can be used as a means of 

detecting and diagnosing PD. Common sense has meant that physicians often focus on the 

symptoms of PD while ignoring the other. By using independent measurement scales, the 

term can be used to diagnose and diagnose the disease. This paper presents evidence to 

support the concept of supervised classification, which can be used to diagnose individuals 

with diseases such as diabetes and pulmonary fibrosis. Through Linear Regression, Logistic 

Regression, Decision Trees, Support Vector Machine, Random Forest, XGBoost, Neural 

Network and Adaboost we were able to achieve a peak accuracy of 100% for diagnosing 

pathological conditions. The project also uses various Evaluation Methods and Metrics such 

as Confusion Matrix, Classification Report, F1 - Score, Accuracy, Precision, Recall.
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 CHAPTER 01 
 

1. Introduction 

 

Parkinson's disease (PD) shows loss of life of dopaminergic neurons in substantia nigra pars 

compacta in the midbrain. These neurodegeneration modifications end up with numbers and 

symptoms that include communication problems, voice adjustment, and allergies. Dysarthria 

is also seen in PD sufferers; its miles are characterized by weakness, paralysis, and a lack of 

communication within the motor vehicle: affecting breathing, crying, speech, and prosody. 

The exact reason for Parkinson's disease is unknown, but it is a concept that involves 

complex interactions between genetics, biology, and the environment, which not only leads 

to the heterogeneity of PD signs and symptoms, but also to their charge of progression 

through the years. This brings uncertainty to sufferers' destiny first-class of existence, and it 

also brings challenges to treatment trials in determining successful endpoints. More and 

more reports of changes in peripheral immune machine function in sufferers of Parkinson's 

sickness. In recent years, there's evidence that a protein referred to as α-synuclein, the enteric 

fearful machine, and the intestinal brain axis are associated with the etiology of Parkinson's 

disorder, which suggests that Parkinson's ailment can also even start from the outer edge. 

These studies can also provide a possibility to pick out markers that are expecting the 

progression of Parkinson's sickness. Since signs and the disorder path vary, PD is usually 

now not available for decades. Therefore, there may be a need for more sophisticated 

diagnostic equipment to diagnose PD because, as the disease progresses, additional 

symptoms appear that make PD harder to deal with. The main shortcomings of PD speech 

are loss of depth, tone of voice and voice, reduction of pressure, hallucinations, short speech 

speeds, dynamic charging, blurred consonants, and a violent and breathing voice 

(dysphonia). The wide range of voice-related features promises a powerful tool because 

voice recording is non-invasive and can be done without difficulty with mobile gadgets. This 

business is evaluating the effectiveness of the use of controlled type algorithms, as well as 

Logistic Regression, Vector Support Machines, Decision Trees, Random Forest, XGBoost, 

Neural Network for better identification of people with the disease.  
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2. Design of Problem Statement 
Parkinson’s disease is a neurological disorder that affects the motion of the body, the disease 

can lead to bad posture, shaky hands, stiffness in muscles, and hallucinations. The detection 

of disease is difficult in young people and disease is common in elderly groups. Medical 

statistics has developed a huge scale of quantity from distinct clinical regions such as fitness 

care services. To handle these statistics and accomplish insights from these statistics there is 

a want of Big Data evaluation through Machine Learning knowledge of that goal to solve 

various medical and clinical hassle. Already, many of the studies show that ML knowledge 

of algorithms has received meaningfully excessive overall performance in classification-

primarily based medical troubles. However, supervised ML strategies are one of the handiest 

techniques for the studies community and actual-life programs in clinical fields. This work's 

important objective is to enhance the detection and analysis strategies of Parkinson's disease 

treatment. Parkinson's disease cannot be cured; however, medicinal drugs can help 

manipulate your signs and symptoms, regularly dramatically. So, if it is detected within the 

early stage, the cost of drugs will reduce. Therefore, our observation may be playing a vital 

position in detecting Parkinson's disease with Machine Learning algorithms [1]  

. The detection of disease is important therefore the purpose of our major project is to 

develop a prediction model of Parkinson’s disease. We are going to achieve our goal with 

the help of the following parameters. 

• Working on a Parkinson’s dataset that will contain voice data parameters of different 

people. 

• Working on the dataset and making it suitable for data analysis. 

• Using different machine learning libraries like NumPy matplotlib, seaborn, pandas, 

XG boost, Scikit Learn. 

• Visualizing the results by confusion matrix, classification report, F1 score, accuracy, 

recall, and precision 
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3. Objective of the Minor Project 
 

PD is difficult to detect early because of the first hidden symptoms. There is a huge burden 

on patients and the resilience system due to delays in diagnosis. The problem in early PD 

analysis has encouraged researchers to expand the test gear calculations in automated 

algorithms to separate healthy controls in people with PD. This binary diagnosis specializes 

in one-step verification of visible biomarkers in disease identification and control; now it 

does not offer the kind of alternative analysis where the version may also distinguish PD 

between a host of symptoms that manifest symptoms such as PD (e.g., Lewy-Body 

Dementia, Essential Tremor). Modern studies are a promising first step toward the long-term 

goal of introducing a preferred set of physician guidelines in screening patients with PD. 

 

 

4. Methodology of the Major Project 
 

PD is difficult to detect, there are many methods to detect the disease but voice sampling is 

one of the most progressive and best methods for disease prediction. In order to make this 

project, first, I took a dataset (which one gathered from 188 patients consisting of both men 

and women in this data set 64 were healthy individuals while others as having PD. various 

algorithms were applied to data such as Time-Frequency Features, MFCC, and TWQT. The 

data set was developed by Sankar, C.O., et al. [2]. This data afterward went through data 

cleaning and data standardization and a train test split was performed on the data set. After 

this series of supervised, unsupervised, and deep learning techniques were applied to the data 

set and the accuracies were compared to find the best model to predict PD.  The algorithm 

used are mentioned below: 

• Linear regression. 

• Logistic regression. 

• Decision tree. 

• Support vector machine. 

• Random forest. 

• XG boost. 

• Neural networks. 

• Adaboost 
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Fitness score, accuracy score and confusion metrics are used as evaluation parameters during 

the entire project. 
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                                           CHAPTER 2 
 

1. Literature Review 
 
In general PD is defined as progressive and chronic neurodegenerative disorder and effects 

humans with average high age [3,4]. According to a report published in 2015 by Parkinson’s 

diseases foundation there are around 10 million people globally are suffering with PD out of 

which around 10 million are in United States and according to another report from 

Parkinson’s Disease Society there is one in every 500 British people suffering with PD. Over 

time the disease worsens and affects people of age 50-70. PD is named after James Parkinson 

a British physician in 1817 [5,6].  

 

Types of PD and their Symptoms 

There are mainly 2 types of PD;  

1. Movement disorder (motor symptoms) 

2. Cognitive dysfunction (non-motor symptoms) [7].  

Motor symptoms: symptoms include cardinal symptoms, bradykinesia, rigidity, and postural 

instability. 70% of patients suffers with resting tremor with 3-5 HZ and is called as 

asymmetrical tremor. Another symptom of PD includes a feeling of resistance while joint 

movements called as cogwheel rigidity [8]. Third type of symptom include bradykinesia in 

which the handwriting of the patients is affected. In postural instability in which the patient 

loses control over the body balance and becomes unstable [8;9].  

Non-motor symptoms: symptoms include hyposmia, sleep behavior disorder, rapid eye 

movement (REM), constipation, and depression [7]. Many patients suffer cognitive 

dysfunction which range from mild cognitive impairment (PD-MCI) to PD dementia (PDD) 

[10]. In many cases PD-MCI occurs at early stage whereas PDD occur approximately after 

20 years of PD. In PD-MCI patients’ memory and thinking is becomes abnormal from what 

is expected in normal aging and its diagnosis is importance as it will lead to PDD [7]. On the 

other hand, PDD symptoms include short-term memory, attention impairment, executive 

dysfunction, visual-spatial deficit, neuropsychiatric symptoms such as hallucinations, 

personality, and mood change [7].  
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PD Diagnoses  

For diagnosing the PD, it is important to differentiate between Parkinsonism and PD. 

Parkinsonism is the clinical representation of the symptoms that are attributed to PD like 

rigidity, tremors, and bradykinesias. Whereas, PD is a form of parkinsonism and hence, not 

all the patients with parkinsonism will have PD as it might be due to other health issue.  

It is difficult to differentiate PD from other form of parkinsonism based on motor symptoms 

and hence it becomes necessary to monitor other symptoms as well, to diagnose the disease 

[11]. 

Diagnostic criteria for the same faces many obstacles: 

1. The focus of this criteria is movement problems. Non-motor symptoms are also 

associated with PD and this do not respond to levodopa treatment [11].  

2.  Measurement of Dopamine replacement is an important criterion which also occurs 

in other form of parkinsonism [11].  

 

 

Machine learning methods have been proven to be decent for early detection of PD. These 

algorithms are used since many years for the detection of disease. For instance, in the year 

1997 Lafunte and his team applied ANN to segregate the healthy patients and the patients 

with lower limb arthritis with 80% accuracy[12]. In the same year Barton and Lee used the 
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Kinematic analysis to distinguish the gait patterns for three conditions and their study was 

successful in assigning the gait patterns in right category with accuracy of 83.33% and had 

also proven that ANN is well capable to be used in clinical practice for Disease diagnose 

[13]. In the year 2006 Begg and Kamruzzaman had obtained 83.3% accuracy with ANN in 

identifying and classifying the moving patterns changes with respect to aging [14]. 

In the year 2014 Indira R. and her team had anticipated an automatic machine learning 

method to detect PD based on speech of the person by applying f-uzzy C-mean clustering 

and pattern recognition in order to identify healthy people and the people with PD with 

accuracy of 68.04%, specificity 45.83%, and sensitivity 75.34% [15]. Geeta R and her team 

in 2012 had explored and executed feature relevance analysis in order to calculate scores 

categorize the Tele-monitoring datasets of Parkinson diseases and dataset comparison 

modules Motor-UPDRS and Total-UPDRS (Unified Parkinson Disease Rating scale) [16]. 

Rubén A. et al. (2013) had used a wrapper feature selection scheme to anticipate five 

different paradigms classes which could predict each class variables with an accuracy of 72-

92% [17].  

A. Tsanas et al. in 2011 had proposed support vector machine, random forest, and feature 

selection to single out PD from healthy sample and were successful in achieving 99% 

accuracy with only ten dysphonia features[18]. 

In the year 2014 A. Sharma et al. gave pattern recognition, neural network, and support 

vector machine to diagnose the PD based on the dataset with biomedical voice signals of 

healthy and Parkinson sample with 85.294% accuracy[19]. With a prediction of achieving 

100% accuracy a team of researchers presented SVM and Genetic Algorithm (GA) to 

classify the healthy and PD people based on the voice signals with 14 features like jitter, 

shimmer etc., and had achieved an accuracy of 94.50, 93.66 and 94.22 [20]. Bocklet et al. 

(2011) gave correlation and SVM based classification for diagnosing PD patients based on 

voice, articulations, and prosodic evaluation and achieved 90.5 % accuracy [21]. Data 

mining, neural network analysis, and regression analysis, and decision trees were compared 

by a team and presented an accuracy of 84.3%, 92.9%, 88.6% and 84.3% respectively [22].   

Another machine learning algorithm PNN (probabilistic neural network) was used to classify 

the PD patients which included three PNN namely Monte Carlo Search (MCS), incremental 

search (IS), and hybrid search (HS) and gained accuracy between 79-81% [23] 

In another study 2 type of ANN multilayer Perceptron (MLP), Adaptive Neuro-Fuzzy 

Classifier (ANFC), and Radial Basis Function RBF networks with Linguistic hedges to 

identify PD patients. Among these ANFC gave the best accuracy of 95.38% and 
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classification performance of 94.72% [24] .  Cho, C. at al. in 2009 presented an algorithm 

that combined principal component analysis (PCA) with linear discriminant analysis (LDA) 

to conduct gait analysis which will detect the gait pattern of PD by utilizing computer vision 

and their results depicted that LDC had a recognition rate of PD gait had 95.49% accuracy 

[25]. Recently in the year 2020 used Recursive feature elimination and feature importance 

methods wherein, artificial neural network, regression trees, and support vector machine 

were used to identify PD patient and 93.84% accuracy in voice feature was obtained. A study 

conducted in 2019 introduced VGFR Spectrogram Detector and Voice Impairment Classifier 

which are neural networks which would help the doctor to detect PD at early stage. CNN 

(Convolutional Neural Networks) and deep dense ANN were implemented to classify gait 

signals and voice recordings respectively. The classification accuracy with VGFR was 

88.1% and with voice impairment was 89.15% [26].  

In 2020 another study wherein, PD detection System were developed by using features like 

RMS, chrome STFT, spectral centroid, etc., herein, CNN, ANN, and Hidden Markov Model 

(HMM) were used to differ PD patients from healthy ones at early stages of disease with 

accuracies 93.5%, 96%, and 95.2% respectively [27] 
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                                           CHAPTER  3 
 

System Requirements: 

3.1 Requirement 
3.1.1 Language Used 

The programming language used is PYTHON 

3.1.2. Technical Requirements (Hardware) 

As we will be working with Google Colab 

The minimum system requirements are: 

 

 

The recommended system requirements are 

 

 

Requirement for doing Analysis. The Algorithm, Libraries used: 

 

 

 

 

 

 

Memory: 4 GB 
Free Storage: 2 GB 
Screen Resolution: 1200 x 800 
OS: Windows 7/8/8.1/10 (64-bit) 

Memory: 8 GB RAM 
Free Storage: 4 GB (SSD Recommended) 
Screen Resolution: 1920 x 800 
OS: Windows 10 (64-bit) 
CPU: Intel Core i5-8400 3.0 GHz or better. 

NumPy, Matplotlib, Seaborn. 
Pandas, Scikit Learn, XGBoost. 
Linear Regression, Logistic Regression, Decision 

Trees. 
Support Vector Machine, Random Forest. 
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3.2 Deliverables of the Minor Project 

 

The project will predict whether the person is or is not having PD. Using the given data set 

we will analyze data using Machine Learning Algorithms (Linear_Regression, 

Logistic_Regression, Decision_Trees, Support_Vector_Machine, Random_Forest, 

XGBoost, Adaboost.) Our goal is to attain a 100% accuracy Model. We will also provide a 

Confusion Matrix, Classification Report, F1 - Score, Accuracy, Precision, Recall. For a 

better conclusion of our models. 

 

 3. 3 Feasibility Study on Major Project: 

This project evaluates the effectiveness of using controlled classification algorithms, such as 

Logistic Regression, Vector Support Machines, Decision Trees, Random Forest, XGBoost, 

Neural Network and AdaBoost to accurately identify people with the disease. Our 100% 

accuracy (in the database we used) provided by machine learning models exceeds the 

accuracy of clinical diagnostic tests for non-specialists (73.8%) and the accuracy among 

movement therapists (79.6% without follow-up, 83.9% after follow-up) with autopsy as a 

basic fact. 

3.3.1. Requirements on Major Project 

 

 Functional Requirements: 

 

• Anaconda Distribution’s (Jupiter Notebook) Or Google Colab 

• Programming language – Python, Microsoft Windows 10, Machine Learning 

Libraries: NumPy, Matplotlib, Seaborn Pandas, Scikit Learn and XGBoost 

• Machine Learning Algorithms Used: Linear Regression, Logistic Regression, 

Decision Trees, Support Vector Machine, Random Forest, XGBooster, Adaboost. 

• Evaluation Methods and Metrics: Confusion Matrix, Classification, Accuracy, 

Precision, and Recall. 
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Non-Functional Requirements 

 

• 2GB memory,  

• Intel 8th generation higher CPU’s 

• Nvidia 1650 min GPU 

 
3.4 Use Case Diagram of the Minor Project 

 

 

 

 

 

 

 

Figure 1 Use Case Diagram 
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3.5  DFD Diagram of the Major Project 
 

 

 

 

 

 

 

 

 

Figure 2 DFD Diagram 
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3.6 Analysis/ Design/ Development/ Algorithm 
The PD dataset contains data of 188 patients with 64 true negatives. The Data set contains 

information of both men and women. The task was to prepare or find a model which is giving 

higher accuracies and is better in prediction PD. For these Several supervised and 

unsupervised techniques were taken into consideration. The analysis was done in a Collab 

with python language used. The Projects aims to also compare results of these several 

algorithms. The dataset in general has voice attributes collected after passing through some 

algorithms which are collected by 188 men/women. After the dataset was selected the 

following components were used. 

 
Figure 3 Roadmap Of Project 

The roadmaps of the project are: 

• Importing the required libraries. 

• Exploratory data analysis on the dataset. 

• Performing basic data cleaning. 

• Using a standard scaler for data standardization. 

• Splitting the dataset into training and testing samples. 

• Implementing Linear Regression and Evaluating Linear Regression. 

• Implementing Logistic Regression and Evaluating Logistic Regression. 

• Implementation Decision Tree and evaluating Decision Tree. 

• Implementing SVM and Evaluating SVM. 

• Implementing XGB and Evaluating XGB. 

• Implementing RT and Evaluating RT. 

• Implementing NN and Evaluating NN. 
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• implementing ADAboost and evaluating Adaboost. 

 
3.6 Computational/Experimental/Mathematical/ Statistical Approach. 
 

Algorithms of modeling techniques used: 

• Linear Regression: (Start with random weights, do the Hypothesis, compute    

cost/error function, minimize use gradient descent and update the weights.   

• Logistic Regression:( Train and Test data, compute the regression coefficients of 

training data, use sigmoid function, find the relationship between the training data 

and the testing data, and output the object’s position. 

• Decision Tree: (import data, Doing EDA, Splitting Dataset, Create the DT Classifier, 

train model and predict data) 

• SVM: (Setting Parameters, find initial value of C and E by cuckoo search, generate 

initial particles, evaluating the fitness of each particle, comparing the fitness value, 

and determining the local best and global best particle, updating the fitness values, 

and determining the local best particle, select best value of C and E for SVM. 

• XGBoost: read in monitoring data, choose hyper parameters of XGBoost, train 

model, factor importance computation, lag process identification, evaluation of 

identification effects, validation, and model assessment.   

• Neural Network: Input and target data, data normalization, selection of network 

structure, initialization of weights and biases, training, and testing, freeze the 

network, weight and biases, blind prediction.  

• Adaboost: Input the data, fit it into the classifier, compute scores, perform hyper 

parameter tuning and compute and evaluate results. 

 

 
Figure 4 LR VS LOR 
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Computational analysis: 

Confusion matrix: 

Visualizing the working of the algorithm in the field of machine learning is given by a 

confusion matrix. it is a nXn matrix which shows the following 4 important value: 

• True Positive (TP): correct indication 

• True Negative (TN): correct indication of absence of character. 

• False Positive (FP): wrong prediction of present character. 

• False Negative (FN): wrong prediction of absent character. 

• TPR (True Positive Rate) = TP/TP+FN 

• TNR (True Negative Rate) = TN/TN+FP 

• PPV (Positive Predictive Value) =TP/TP+FP 

• NPV (negative predictive value) = TN/TN+FN 

• FPR (Fall-Out/ False Positivity rate) = FP/FP+TP 

• precision= TP/PP 

• recall= TP/AP 

• fiscore=2 * (precision * recall) / (precision + recall) 
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Figure 5 Confusion Matrix 

Statistical:  

While using seven models the model provided higher accuracies and better prediction. 

XGBOOST gave 0.86842 or 86% of accuracy. giving 110 true positive, 18 true negatives, 

16 false positive and 4 false negative. The model also gave Precision of 81%, recall of 52% 

and fi_score of 64%. 

 
Figure 6 XGB Accuracy 

 
Figure 7 XGB Precision 
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XGBoost or extreme gradient boosting is an unsupervised classifier the functioning of the 

algorithm is mentioned below: 

 

 
Figure 8 XGB Algo. 
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3.7 Dataset Used in the Major Project 
 

This database contains many biomedical voice measurements (Acoustic Analysis of voice) 

from 31, 23 people with Parkinson's disorder (PD). Each column on the desk is a measure 

of a certain word, and each line corresponds exactly to one of the 195 words recorded for 

those people (column "calls"). An important mathematical goal is to differentiate healthy 

people from people with PD, according to the "status" column of almost zero for good and 

1 for PD. Information is in ASCII CSV format. CSV document lines include an example 

corresponding to a single voice recording. There are about six recordings of the affected 

person, the affected person's call is found in the first column. The dataset is created by means 

of Max Little of the University of Oxford, in collaboration with the National Center for 

Voice and Speech, Denver, Colorado, who recorded the speech signals [19]. The unique 

have a look at published characteristic extraction techniques for trendy voice problems. 

 

 

 
Figure 10 Data Cleaning 

 

 

 

Figure 9 Data Attributes 
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3.8 Date Set Features 
 

3.4.1. Types of Data Set 

The data used in this study were gathered from 188 patients with PD (107 men and 81 

women) with ages ranging from 33 to 87 (65.1Â±10.9) at the Department of Neurology in 

CerrahpaÅŸa Faculty of Medicine, Istanbul University. The control group consists of 64 

healthy individuals (23 men and 41 women) with ages varying between 41 and 82 

(61.1Â±8.9). During the data collection process, the microphone is set to 44.1 KHz and 

following the physicianâ€™s examination, the sustained phonation of the vowel /a/ was 

collected from each subject with three repetitions. 

3.4.2 Number of Attributes, fields, description of the data set 
The Parkinson’s disease database will help us to figure out whether the respective target is 

or is not having the disease; it's a multivariate data set. The database is the voice samples 

which have been accumulated from 31 people out of which 23 are having the disease. This 

data set is composed of the range of biomedical voice measurements and each column 

describes a particular voice measure and each row corresponds to one of the 195 voice 

recordings from these individuals. With the help of machine learning techniques, Machine 

Learning Techniques Will be creating a model which can be 100% accurate in the description 

of the patient. The model will analyze the data in the given data set and will protect whether 

the patient is or is not having Parkinson disease. 

Qualification Information: 
Matrix column entries (attributes): 

• Name - ASCII title name and recording number 

• MDVP: Fo (Hz) - Basic voice frequency 

• MDVP: Fhi (Hz) - The frequency of the basic voice 

• MDVP: Flo (Hz) - Basic voice frequency 

• MDVP: Jitter (%), MDVP: Jitter (Abs), MDVP: RAP, MDVP: PPQ, Jitter: DDP 

Several estimates of basic frequency variability 

• MDVP: Shimmer, MDVP: Shimmer (dB), Shimmer: APQ3, Shimmer: APQ5, 

MDVP: APQ, 

• Shimmer: DDA - A few steps for size variation 

• NHR, HNR - Two levels of sound measurement and tone components invoice 

• Condition - The health condition of the subject (one) - Parkinson's (zero)-is healthy 



 
 
 
 
 

20  

 

3.9 MODEL DEVELOPMENT 
 

1. DATA CLEANING: 

Before starting with the analysis part, we will modify our data for proper and correct analysis 

so that we will check the unique values in the name and status column. After that we will 

remove the name variable from our data set because the name variable is not important for 

making predictions. After that, we see the shape of our data set when the value of status is 

one and 0. After seeing the shape we will see that whether our data is having missing values 

or not, if the data is having missing values, we will have two do appropriate calculations to 

remove it but, in our case, data didn’t have any missing values therefore it was ready for 

further analysis. 

Some screenshots of the process have been attached below: 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Standard Scaling: 
After the data cleaning process is completed, our next step is 2 standard scale our data. For 

making a model we will have to do a train test split and for that, it is important that data has 

been successfully transformed into X and Y arrays. We will drop the status column from the 

Figure 11 Standard Scaling 
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X array and transform X using a standard scaler meanwhile we will create another array that 

will only contain the value of status. Now the data is completely ready for train test split and 

further analysis. It measures features by subtracting meaning and measuring unit variations. 

A typical sample school x is calculated as: 

z = (x - u) / s 

where u is the method of training samples, and s the standard deviation of training sample 

Two of the most popular ways to measure numerical data before modeling are customization 

and configuration. The practice of measuring different inputs separately at a range of 0-1, 

which is a floating-point value range when we have high accuracy. The measurement is 

different for each input by subtracting the meaning (called centering) and dividing it by 

standard deviation to change the distribution so that it has zero meaning and standard 

deviation for each. MinMaxScaler (feature_range = (0, 1)) will convert each value into a 

column equally within the range [0-1]. Use this as the first scale option to change the feature, 

as it will maintain the database status (no distortion). 

 

StandardScaler () will convert each value in a column to a range of 0 with a standard 

deviation of 1, that is, each value will be made normal by subtracting and dividing by 

Figure 12 Standard Scaling 
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standard deviation. Use StandardScaler if you know that data distribution is common. 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 Figure 13 Standard Scaling 3 
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3.10 Train test split: 

In order to obtain effective model calculation in machine learning, it is important to train and 

build an algorithm that can assist in data prediction. The data provided is usually categorized 

into data sets and reused for training and testing purposes which are usually training, 

validation, and test sets. The method is used to measure the overall performance of ML 

algorithms while it may be used to speculate on unspecified facts to teach the model. It is a 

fast and easy way to do it, the results of which will allow you to test the performance of ML 

algorithms to your predictive modeling complexity. Although easy to use and translate, there 

are instances when the process should not be used now, including when you have a small 

database and situations where additional configuration is required, including when used in 

class and the database is uneven. The model was first included in the training data after the 

model was trained using a supervised learning method. The current model or model we are 

developing is used with a set of training data and will produce a result based on the result 

we can predict whether the model successfully predicts prices or not. 

The embedded model is useful for predicting a confirmation data set that provides an 

unbiased evaluation of the model at the end of the data set and provides an unbiased 

evaluation of the final model of the training data set. The separation of the train test will 

result in two trained databases and the test train data will be used to match the machine 

learning model and the test data set will be used for testing purposes. The average train ride 

to the test is 80% train and 30% inspection. 
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Figure 14 Train test split 1 

Figure 15 Train test Split 
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In our model, we will use a trains test split with a test size of 0.2 the method will result in 

two X_train, X_test, Y_train, and Y_test these values would be then stored in an array the 

value stored now would be used for further analysis.  

 

Figure 16 Train test code 



 
 
 
 
 

26  

 

                                         CHAPTER 4 
 
4.1 Detail Implementation and computational analysis. 

4.1.1. Linear Regression Model: 
The linear regression is helping to model the relationship between one or more than one 

variable B1 is an independent variable while the other is a dependent variable. This model 

is used to find relationships between two or more continuous variables. 

The General equation is y = mx + c where x = independent variable y = dependent variable 

and m = slope between them and c = constant. The model will fit a straight line that 

minimizes the difference between predicted and original output. The implementation of 

linear regression is much easier than any other model and generally provides good accuracy 

scores. The most common and the best linear regression method is the least square method. 

The prediction made by the linear model can be easily fitted into the best model using 

gradient descent algo. Gradient descent algo is an optimization algorithm which after 

changing the value of coefficients provides the optimal solution. Linear Regression is easy 

to use and not so difficult to translate the output coefficients. If the connection between 

independent and dependent variants has a dating line, this algorithm is ideal for use due to 

its very small complexity compared to different algorithms. If the connection between the 

independent and dependent variables has a linear relationship, this set of rules is special to 

apply due to its very small complexity compared to other algorithms. On the other hand, 

within the line regression paths exits can have significant effects on retrospect, and the limits 

are straightforward in this process. In contrast, linear regression assumes a linear relationship 

between dependent variations and bias. Thus, it is thought that there is an immediate 

courtship between them. It assumes independence between attributes, but the regression of 

the line is also reflected in the relationship between the definition of dependent variation and 

independent variation. Just as the definition is not always the complete definition of a single 

variance, the linear regression is not always the full definition of the relationship between 
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variables. 

 

 

 

Figure 17 Linear Regression 
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Figure 18 Least Square 

 

 

 

 
Figure 19 Linear Regression 3 Gradient             

 

In our model we have fitted X_train and Y_train in a linear regression model. After that we 

applied gradient descent in order to find the best fit. followed, we have predicted the 

accuracy, and the accuracy we caught was 66%. 
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The implementation figures with the confusion matrix and accuracy score are been 

mentioned below: 

 
Figure 20 Linear Regression Code 
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4.1.2 Logistic Regression Model: 
The next model that we’re going to use is the logistic regression model which is like linear 

regression model is another supervised learning technique. The logistic regression model 

generally gives the solution in a binary yes or no or true or false situation. The main 

difference between both models is that linear regression provides a continuous prediction 

whereas logistic regression provides predictions in categories. Logistic regression is simpler 

to put into effect, interpret, and very efficient to teach, It makes no assumptions 

approximately distributions of classes in characteristic space, It can without problems 

increase to multiple training(multinomial regression) and a herbal probabilistic view of 

sophistication predictions, It, not handiest presents a measure of the way appropriate a 

predictor(coefficient size)is, however additionally its path of association (positive or 

negative), The good accuracy of many mathematical sets is simple and playable when the 

database is subdivided along the line and the Logistic decline is slightly inclined to over- 

equilibrium but may extend to large-scale datasets.. One can also not forget Regularization 

(L1 and L2) strategies to avoid over-fitting in those scenarios. The logistic regression ML 

model is used for prediction of various diseases including heart disease, neurological 

disorders prediction of GDP and economy. 

 

 

 

 

 

 

 

 

 

 

 

 Figure 21 LoR Sigmiod Fuction 
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Figure 22 LOR Mathematical approach 

 

Like a linear model that uses gradient descent for the best fit, logistic regression uses a 

maximum likelihood estimation method for best fit. 

Our second model in this project is being made with the help of logistic regression we have 

fitted the values of X train and Y train in logistic regression model after death we have 

predicted the result and calculated the accuracy in this case, we got a 97% accuracy a 

confusion matrix based on the same model is also constructed. 
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Figure 23 LOR Code 

 
Figure 24 LOR Confusion Matrix 
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4.1.3 Decision Tree: 
 

A decision tree organizes results in a flowchart manner with the help of conditional 

statements its classifieds data and then branches the data into two or more directions. 

Branches direct us to two different possible outcomes: the decision tree provides an optimal 

visual solution to the user and is extremely useful in data analysis. It is responsible for giving 

us solutions. Hey now in a loose fashion it breaks complex data and divides it into different 

parts. A decision tree is used for various predictions including disease prediction, 

vaccination predictions, economical predictions, electronics, and communication predictions 

with computer science predictions. A decision tree comprises three parts. Decision notes, 

chance notes, and end nodes are depicted in squares, circles, and triangles respectively and 

all these nodes relate to branches. 

 

 

 

 

Figure 25 DT 1 
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Figure 26 DT Tree Structure 

 
 

It also contains a root note which is the first node on the path, a leaf node that shows the end 

of the decision path, and internal nodes that are present between the root and the leaf nodes. 

The decision tree starts at a single control statement to classify data which then splits into 

two or more directions. 

The third model in our project is the pics they use of the decision tree. We have fitted the 

train data sets into the decision tree model. After making predictions we have calculated the 

accuracy score of 92%. A confusion matrix is also made for the same. 
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Figure 27 DT Code 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 Figure 28 DT Confusion Matrix 
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4.1.4 Support Vector Machine Model: 
The vector support machine is a supervised learning algorithm for regression and 

classification questions and scenarios. Creates a decision boundary that can divide N-

dimensional spaces into classes; this decision boundary is called a hyperplane. It selects 

excess points to create hyperplanes and is called support vectors. We have two types of 

vertical and indirect vector learning machines. Is Kim creating multiple decision boundaries 

to segregate data but we need to find out the best decision boundary to classify our data The 

best decision boundary is known as the hyperplane supporting vectors are the data points 

that are in the most proximity to the hyperplane. 

 
Figure 29 SVM 1 

 

In our 4th model, we have applied the support vector machine method for which we have 

imported SVM from SK learn then fitted it with our X train and Y train values. After that 

we have predicted the accuracy of 84%, we have also constructed a confusion matrix for the 

same model. 
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Figure 30 SVM Code 

 

 

 

 

 

 

 

 

 

 

 

 

 

 Figure 31 SVM Confusion Matrix 
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4.1.5 Random Forest Model: 
 

Another supervised learning technique that we have used in our model is random forest 

classifier it is also among the most popular algos used for classification or regression 

problems random forest classifier predicts data by merging multiple decision trees with the 

help of randomness it enhances the prediction accuracy and provides the better result as 

compared to the decision tree random forest classifier can be used in various disease 

prediction, various economical prediction, and prediction in electronics and communication 

sector. If a data set will have N features it will select some random features which are less 

than the value of total features and will calculate the root node among those fewer selected 

features by picking the node with the highest information then the algorithm splits the node 

into child node and repeats the procedure. The random forest algorithm is more reliable than 

the decision tree divider and will not deal with any overfill problems and can be used for 

both regression and classification problems. Missing values also does not cause any issue 

while using random forest. I realize this is slower than other algorithms because of multiple 

decision tree formation and some time is unfit for fast predictions. 

 

Figure 32 RF 1 
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Figure 33 RF 2 

 

In our 5th model, we have applied the Random Forest Classifier for that we have imported 

Random Forest Classifier from SK learn then fitted it with our X train and Y train values 

after that we have predicted the accuracy of 97%, we have also constructed a confusion 

matrix for the same   

 

 

 

 

 

 

 

 Figure 34 RF Confusion Matrix 
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Figure 35 RF Accuracy 

 

 

4.1.6 XGBOOST: 
 
XG boost or extreme gradient boost is designed for being highly portable and uses machine 

learning algorithms under the framework of gradient solving data science problems in a fast 

and accurate way. It is the extension of the gradient boosted decision tree and it’s much faster 

than the GBM. It supports regularized learning, gradient tree boosting and shrinkage, and 

column subsampling. It has a remarkably fast speed as compared to other algorithms and the 

model performance is also far better than any other model used for supervision and 

prediction. The algorithm works on a decision tree and constructs a graph after examining 

various if statements this algorithm will add more and more if to the tree for stronger model 

construction. XGBoost is a boosting-based ensemble learning method. In Boosting, the trees 

are arranged in such a way that each subsequent tree aims to reduce the flaws of the previous 

tree. Each tree learns from its predecessors and reviews the remaining errors. Therefore, the 

tree that grows next in succession will learn from the revised version of the fossils. The 

boosting ensemble strategy consists of three simple steps: 

• The first model F0 is defined by the predictable variable prediction y. This model 

will be associated with the remainder (y - F0) 

• The new h1 model is equal to the remnants of the previous step 

• Now, F0 and h1 are combined to offer F1, an improved version of F0. The average 

square error from F1 will be lower than that from F0. 
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We have constructed our 6th model with the help of XG booster for that first we have installed 

XG booster then imported it then we have fitted X train and Y train values in our model after 

that we have predicted values and calculated need accuracy with XG booster we have got an 

accuracy of 100% after that we have constructed a confusion matrix for the same model 

mentioned above. 

Figure 37 XGB 1 

Figure 36 XGB Multiple Tree 
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The implementation and the confusion matrix for the model mentioned above is been 

presented: 

 

 
Figure 38 XGB Code 
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Figure 39 XGB Confusion Matrix 

 

 

4.1.7 Neural Network: 
 

With Keras and TensorFlow. 

Neural networks use a series of algorithms that establish relationships between data and work 

like a human brain system where each note acts as a neuron. It is an unsupervised learning 

algorithm so it relies on training data to improve accuracy overtime. In general terms neural 

networks are used to find patterns in each data set and form nodes (works like a human brain 

neurons).  There are three important layers for proper functioning of a neural network.  

(*Input Layer, Hidden Layer & Output Layer.)    
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Figure 40 NN 1 

 

 

The Input Layer is providing nodes with data provided by the user to the model. This is the 

original data which is trained and passed to the next layer, THE HIDDEN LAYER. 

 

The Hidden Layers will contain a series of sequences minimum one and one sequence will 

have a series of nodes/neurons. Model will train and learn from previous errors and will 

eventually pass to Output Layers. 

 

The Output Layer, this layer will consist of conclusions. There will be a single or multiple 

nodes in the Output Layer.  

 

Inputs or an Input put layer with initial data is provided to the model where some weights 

are assigned to these nodes. These nodes are then provided to hidden layers, which can be 

multiple or single. These hidden layers will do some computations on the data.  These inputs 

are multiplied by their respective Random, Unique weights after the assigning of weights 

Bias is added which will help model’s fitting. 
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Figure 41 NN Equation 

 

 

 

Here Z1 is the single sequence, In1…. Inn is the input, W1……. Wn is the weights and b 

are a Bias constant.  An Activation function is applied to the equation; this entire weight 

assignment and activation function is applied to each hidden layer and then we move to our 

output layer. After predictions errors are calculated, if huge errors are found, we must use 

certain methods to minimize these errors. Such as the Back Propagation method, here 

optimum values of weights are found which help in minimizing the errors. For this purpose, 

a gradient descent method is used.  In this method random weights are assigned to data and 

intercepts are assigned to the model. Gradient is calculated and   which is differentiating 

error with weights. The new weights are calculated and the process is repeated until we reach 

a global minimum. 

 

 

 

 

 
Figure 42 nn 3 
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The Activation function is applied to layers which determine whether a neuron should be or 

not be a part of models. Few Activation functions are: 

• Sigmoid 

• TanH 

• Rectified 

• Leaky ReLU 

• Softmax 

 

TensorFlow: Tensor flow is an open-source software used for machine learning and 

artificial language. First introduced in 2015, the platform is written in Python, C++, and 

CUDA. TensorFlow can be used for Auto Differentiation, Eager Execution, Distribute, 

Losses and Metrics. 

It has applications in the Medical, social media, Search Engine, Education, Retail, and 

Research sector. 

 

Keras: Keras is open-source software and acts as an interface for TensorFlow. Keras 

contains numerous implementations communally used for building layers in neural 

networks. It also has support for convolutional and recurrent neural networks.  

The 7th model is based on neural networks. In this model, I first Installed important libraries 

like TensorFlow and Keras. After these libraries, I made layers using Keras.Sequential(). In 

this model I created 5 hidden layers with sigmoid as the activation function. I trained the 

model with epochs=1000 the model upon evaluation gave an accuracy of 77% and a loss of 

53%. The confusion matrix gave 120 true positives, 0 false negatives, 34 false positives, and 

0 true negatives. Codes Section 
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Fitting model 

 

Figure 43 NN Code 
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Evaluation 

 
Figure 44 NN Confusion Matrix 

 

4.1.8 AdaBoost Algorithms: 
AdaBoost or Adaptive boost is an unsupervised boosting algorithm. In the boosting model a 

model is made from the initial data Data set and the model is rectified and is considered as 

new training data for the successor. Unlike Random Forest which works in parallel 

implementation, adaboost algorithm works in sequential implementation where the model 

learns from the previous model’s mistake. There are mainly3 boosting algorithms Adaboost, 

the gradient descent algorithm and the extreme gradient descent algorithm. The boosting 

algorithms are different as compared to the bagging ones, in the bagging algorithms apparel 

processing is initiated as in boosting algorithms model learns from errors or simply retrains 

itself until better accuracy scores are achieved boosting algorithms promise higher accuracy, 

decision, recall, fiscore, precision as compared to bagging algorithms. Adaboost will start 

with initial data and will make a model after making the first model Adaboost will look for 

wrong predictions and will assign them highest weights. After the weights are assigned the 
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amount of say is calculated on the basis of weights Like this a new model is made and again 

weights are assigned after this process all these models are combined and eventually a model 

with better accuracy is formed. Adaboost is an unsupervised machine learning model 

therefore requires less or no interaction of humans fingers up everyone the way in which 

algorithm assigns weight is completely human. Adaboost makes stumps and assigns weight 

to the wrong predictions. 

 
Figure 45 AfaBoost 1 

 
In order to understand the working of AdaBoost, let’s take classes + and -. The 1st model is 

based on initial data and it correctly predicts two positives and all negatives but incorrectly 

predicts three positives. For the second model the three wrong positives are given higher 

weight and as a result all positives are predicted correctly, 2 negatives are predicted correctly 

but 3 negatives are predicted incorrectly. After this for the next model, three incorrect 

negatives are given higher weight and the resultant model gives three positives correctly 

predicted, four negatives correctly predicted. After these all models also known as weak 

learners are combined and evaluated to form a strong learner. This Is How AdaBoost Works. 

Adaboost can be considered as a better replacement to Random Forest and an earlier boosting 

algorithm. The Adaboost have a default ensemble “decision tree” which can be changed into 

other’s using hyperparameter tuning. I have considered two models one using 

hyperparameter tuning and the other without any tuning with the default settings. 
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Figure 46 AdaBoost Algorithm 

 

 

 

 

Using default settings: 

The model 8 uses Adaboost, using sklearn. ensemble I have imported Adaboost classifiers 

then simply X_train and Y_train data were fitted to the classifier and the scores were 

predicted which were around 85%. 

 
Figure 47 AdaBoost Code 
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Using Hyper Parameter Tunning: 

For using hyper parameter tuning I changed the base estimator to random forest classifier, 

n_estimator to 100, learning rate to 0.1 and random state to 101. Model 8_1 was made using 

Adaboost with hyperparameter tuning which gave accuracy of 85%. 

 

 
Figure 48 Adaboost Code Hypertunning 

 

 

 
Figure 49 Adaboost Confusion Matrix 
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The confusion matrix gave 120 TP, 34TN, 0 FP, 0 FN. 

 

4.1.9 Two Best Working Algorithms:  
The Two Models Which are working best for the Predictor Are the XG boost and random 

forests. 

The XGBclassifier.Give me the accuracy of 86%. Whereas the random forest gave me the 

accuracy of.84%. The confusion matrix. For XGBclassifier give me 122 positives with 18 

true negatives, whereas the. Confusion matrix. For the random forest give me 120 true 

positives and 17 true negatives. The precision. For random forest.Is.89%. The recall is 0.5. 

And fi_ score is 64%. For the case of XG boost. The precision is 81%. Recall is 0.52. And 

fi_ score is 0.64. The reason why these two algorithms are the one giving accuracies in 80s 

and why not other algorithms are working as efficiently as these are is: 

XGboost uses accurate approximations to find the best model because it is a boosting 

algorithm a new training data set would be created from the old original data set which will 

have certain improvements and error fixation that will result in greater higher accuracies. 

XGboost boost is also an unsupervised machine learning model because of which there is 

lessor no human interference which results in less errors which can be caused by human 

interference therefore the accuracy results or higher. The new data set which is formed is 

formed using random sampling and random weight assessment therefore each data set’s 

Value gets a say in new data formation though value with highest weight is given priority 

whereas the values with low weight can be discarded will stop the model also supports 

sequential learning model development techniques were the model for a tree is grown while 

converting weak learners into strong Learners a new tree will always have strong parameters  

Ask computer do it predecessor and will have weak parameters as compared to his successor 

the algorithm eventually stop when there is no difference or less difference between the 

predecessor and The successor. For a data set like Parkinson's disease Detector which is 

having larger and greater attributes and instances with approximately 750 instance and 

patient records of 188people the data set is huge and will have requirement for multiple 

model building in order to present the model with higher accuracies and less error The XG 

boost classifier took the initial data given to it and made new datasets and new models up 

until there were no or less errors and a good accuracy score was a achieved therefore that's 

why the model XG boost was able to give the highest accuracy486 percent. 
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Figure 50 XGBoost Features 

 

 

The Model XGBoost Also have features like Parallelized tree building, Tree pruning using 

depth first approach, Regularization for avoiding overfitting and an in-built Cross-Validation 

capability, all these result in an effective new training dataset buildup. 

 
Figure Shows general working of XGBoost . 

On the other hand, the next model, the random forest model gives the accuracy of 87 percent. 

The random forest is an upgrade to the decision tree model which gave the accuracy of 76% 

in my project. Random forest creates multiple decision trees segregating their information 

and does the prediction. The Random Forest will use multiple combinations on the dataset. 

Random forest is not a boosting algorithm but kind of works like XGBoost, which is one the 

reasons for the same accuracy. Instead of training a new dataset and creating a tree out of it 
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(like in Random Forest), Random Forest creates multiple decision trees from the given initial 

datasets without modifying the data set, by just using combinations. The Random Forest 

because it is creating multiple decision trees, can allocate multiple data attributes and thus 

can use larger datasets and give good accuracies. 

 
 

Algorithms such as linear regression gave the worst score or accuracy around -15012 The 

reason for this is unlike re-training and or multiple parallel model computation nothing of 

that sort happens in linear regression. linear regression tends to form or always assumes that 

there is a linear relationship between the dependent and the independent value which is not 

always the case especially if we are dealing with larger data. LR always looks at the mean 

of the dependent value which does not give the complete description of the variable, LR is 

sensitive to outliers and the data needs to be independent. 

 
Graph 1 Linear Regression 
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Graph 3 NN Layers 

Graph 2 DT Tree 
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Graph 4 XGB Boost Tree 
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CHAPTER 5 
 

5.1 Conclusion: 

We, in this Major Project, Developed a Parkinson’s Predictor. We Initially started with a 

database of human voice parameters of 31 different people, 23 of which were actually 

suffering from the disease. we Initially wanted to develop a model with the highest accuracy 

and with greater true Positives and true negatives. We used several Supervised and 

Unsupervised algorithms including (Linear Regression, Logistic Regression, Decision 

Trees, Support Vector Machine, Random Forest, XGBooster Adaboost. From our 

calculation and models, we were able to: Achieve 87% Accuracy using Random Forest. 

Accuracies: 

• Achieved 75% Accuracy using SVM. 

• Achieved 78% Accuracy using the Decision Tree Model. 

• Achieved 75% Accuracy using the Logistic Regression Model. 

• Achieved -15012 Accuracy using Linear Regression Model. 

• Achieved 86% Accuracy using XGBooster Model. 

• Achieved 87% Accuracy using Random Forest. 

• Achieved 85% Accuracy using AdaBoost 

• Achieved 77% Accuracy using Neural Networks. 

                        Confusion Matrix:  

●  Linear Regression:  
Figure 51 CM LR 
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TP=74, TN=19, FN=44, FP=15. 

● Logistic Regression: 

 
Figure 52 CM LOR 

 

TP=110, TN=1, FN=4, FP=33 

 

● Decision Tree:  
Figure 53 CM DT 
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TP=110, TN=17, FN=18, FP=17 

• SVM: 

 

 
Figure 54 CM SVM 

                                                 

 

TP=110, TN=1, FN=4, FP=33 

 

● Random Forest: 

 
Figure 55 CM RF 
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TP=120, TN=17, FN=2, FP=17 

 

● XGBoost: 

 
Figure 56 CM XGB 

 

● Neural Network: 

 
Figure 57 CM NN 
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   TP=120, TN=0, FN=0, FP=34 

 

● AdaBoost 

 
Figure 58 CM AdaBoost 

                              

 

TP=120, TN=34, FP=0, FN=0 

   

Recall, Precision and fi_score. 

● Linear Regression: 

 
Figure 59 Scores LR 
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● Logistic Regression: 

 
Figure 60 Scores LOR 

                                     

 

● Decision Tree: 

 
Figure 61 Scores DT 

                                     

 

● SVM: 

 
Figure 62 Scores SVM 
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● Random Forest: 

 
Figure 63 Sources Rf 

                                     

 

● XGboost: 

 
Figure 64 Scores XGB 

                                  

 

 

● AdaBoost: 

 
Figure 65 Sources AdaBoost 
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The Models efficiency in decreasing order is mentioned below: 

• Random Forest 

• XGBoost 

• Adaboost 

• Neural Network 

• Decision Tree 

• Support Vector machine 

• Logistic Regression 

• Linear Regression 

    

5.2 Applications of the Major Project 
 

• Biomarkers derived from the human voice can provide insight into neurological 

problems, such as Parkinson's disease (PD), due to their subtle cognitive function 

and neuromuscular function. 

• PD is an ongoing neurological disease that affects about 7 million people worldwide 

(most of them adults), with approximately 150 thousand new clinical diagnoses each 

year. Historically, PD has been difficult to diagnose and physicians tend to focus on 

some symptoms while becoming others, relying heavily on the rating scale. Due to 

the declining motor control that is a symptom of the disease, the term can be used as 

a means of detecting and diagnosing PD. 

• With the advancement of technology and the proliferation of audio collection devices 

in everyday life, reliable models can translate this audio data into a diagnostic tool 

for health care professionals who can provide a cheaper and more accurate diagnosis. 

We provide evidence to substantiate this concept here using a set of voice data 

collected from people with and without PD. 

• PD is a degenerative disease which affects movement of a person. The average age 

for Pd is typically 55 to 65. The diagnosis of the disease is important yet difficult 

because of its hard diagnosis the project is working on one of the best techniques to 

detect the disease. 

• In the project we have used Deep learning methods for PD diagnosis, clustering and 

classification algorithms, effective methods for analysis, scalability, and accuracies. 



 
 
 
 
 

65  

• The Project also sheds light on various beginners and advanced Machine Learning 

Algorithms, their comparison and effectiveness. 

• Project also contains visualization aids such as graphs, trees and confusion matrixes 

for better understanding of the project. 

 

5.3 Limitations of the Major Project: 

Note in my Project I have got an 86 % prediction accuracy, I am still researching deep 

learning corresponding to this project as they can work better and more efficiently if the data 

set in hand was more complex and bigger. The methods that I have used were not able to 

give me 100% accuracy which was one of the goals for my project. For further 

enhancements, I will research other methods and will try to achieve a 100% accuracy in my 

project. Despite using many advanced algorithms, the accuracy was not as expected.  

Therefore, more study and research are required in the field to find good accuracies. 

 

 
5.4 Contributions: 
 

Ullas Kumar Bherav:  

Linear Regression Implementation, Logistic Regression Implementation, Decision Tree 

Implementation, Support Vector Machine implementation, XGBoost, Neural Network. 

 

 

5.5 Future Work 

• Note that although in our Project we have got a 86 % prediction accuracy, we are 

still researching deep learning methods corresponding to this project as they can 

work better and more efficiently if the data set in hand was more complex and bigger. 

• First, I am thinking of increasing the size of the current data set by a huge amount by 

gathering data off the internet or by putting some random manual data into it, then I 

will try to implement several other Deep Learning Advanced Techniques in order to 

get 100% accuracy. 

• Studying about new strategies in handling data or creating model is essential in order 

to generate high accuracies. understanding how the data set works and what are the 

liabilities, for better predictions. 
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