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Abstract

Time series analysis is a statistical paradigm that is suitable for a variety of continuous research
designs. Sole investigators or experimental divisions are more often assessed continually at
periodic intervals over a large number of points in such systems. Time Series analytics may very
well be conceived of as an instance of something like a longitudinal design. A time series
analysis can assist us in addressing the underlying dynamical mechanism, the variation through
time, or analyzing the repercussions of a scheduled or unscheduled intervention. We will
describe time series analytics as it is often used in psychological research, outlining both the
technique's prior record and future trends. Time series designs are becoming a more acceptable
method for discovering significant psychological aspects as information system technology
progresses.

Time series forecasting is a data science strategy which is widely used in business, finance,
supply chain management, manufacturing, and inventory planning. Numerous projection
challenges have a time component and hence need time series extrapolation for forecasting. Time
series forecasting is indeed a key field of machine learning (ML) that may be regarded as a
supervised learning technique. It may be used with ML approaches such as Regression, Neural
Networks, Support Vector Machines, Random Forests, and XGBoost. Forecasting is the process
of employing models fit on previous data to anticipate future discoveries.

Forecasting or anticipating potential value throughout time is referred to as time series
forecasting. It entails devising simulations based on historical data and using them to discover
information and plan the future business strategies. Based on what has already occurred, the
potential is projected or anticipated. Time series conveys time order correlation among samples.
This interdependence is both a limitation and a component that offers an extra source of
information.

A forecasting time series begins with a prior time series. Forecasters study existing data for time
decomposition characteristics such as trends, seasonal patterns, repetitive patterns, and
predictability. Many departments inside firms, such as marketing, finance, and sales, employ
some sort of time series forecasting to estimate likely technical costs and customer demand.
Time series data models may take numerous shapes and reflect many stochastic processes.
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Introduction

1.1 Problem Statement

We were expected to forecast the revenue generated by the customers, for the company. We were

given the records of 1495 customers, along with their go-live date, Biller Type, Industry Type

Fees and revenue generated from those customers from January 2012 to September 2020. We

wanted to forecast the future earnings from those customers. The important thing to note is that

we were given the data on a monthly basis. So the problem here is best handled using a time

series approach as we were provided a time component in the data, but just forecasting the

revenue generated by the customers was not our ultimate goal. We wanted to create an API for

the task in hand as well as any other time series problems coming our way in the future. That is,

we wanted to automate the whole process and keep it as simple as possible.

When you are presented with a new time series forecasting problem, there are many things to

consider. The choice that you make directly impacts each step of the project, from the design of a

test harness to evaluate forecast models to the fundamental difficulty of the forecast problem that

you are working on.

It is possible to very quickly narrow down the options by working through a series of questions

about your time series forecasting problem. By considering a few themes and questions within

each theme, you narrow down the type of problem, test harness, and even choice of algorithms

for your project.

1
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1.2 Methodology

The whole project works in two phases:

Phase 1: Client Server connection

The user will connect to the server and pass the required information to the server using the http
protocol.

Phase 2: Hyperparameter tuning on selected models

After getting the information server, it will compute the results on all the models generated, and
after selecting the best model, the user will be served with the predictions of the best model.



1.3 Organization

Paxcom:

We are a team of 200+Ecommerce enthusiasts, passionate about using technology to simplify

Digital Commerce and Payments for brands across the globe. Paxcom is a part of the Paymentus

group -a leading

Global paperless electronic billing and payment solution providers

4
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LITERATURE SURVEY

What is Time Series?

Time-series data is data that has data points that have been cataloged or spliced in time-based

order. Time-series data includes the height of the ocean tides, the number of sunspots, and even

the daily closing time of stock trades.

Time-series forecasting is one way of formulating a model for predicting future values using

current and past time series data. The Time-series is based on four principles:

Trend: an increase or decrease of data; could be linear or nonlinear (logistics growth).

Seasonality: a characteristic of time-series data when it experiences regular and

predictable movement after a fixed period of time.

Cyclic: a cyclic pattern exists when the data experience rises or falls (regular or periodic

fluctuations in data).

Irregularity: the residual of time series after the trend-cycle and seasonal component

are removed.

8



Models Used:

ARIMA:

ARIMA is an acronym that stands for autoregressive integrated moving average. It is a statistical

analysis approach that tends to make use of time series data to decipher the data set or identify

patterns.

Autoregressive statistical models anticipate future values based on prior values. For example, an

ARIMA model may try to forecast a company's profitability based on previous periods or to

forecast a stock's future price based on historical data.

9



SARIMA:

Premised on the idea of seasonal trends, a seasonal autoregressive integrated moving average

(SARIMA) model derives from an ARIMA model. Seasonal impacts are consistently observed in

time series data. Consider the average temperature measured in a four-season area. On an annual

basis, there will be a seasonal influence, and the temperature in this season will undoubtedly

have a significant association with the temperature observed last year in the same season.

10



FBProphet:

FBProphet employs a decomposable time series model featuring three major components:

seasonal, trends, holidays or events of influence, and error, which are integrated in the following

equation:

f(x) = g(x) + s(x) + h(x) + e(t)

FBProphet employs time as a regressor and attempts to fit many linear and nonlinear time

functions as components. FBProphet will fit the data using a linear model by default, but it can

be modified to a nonlinear model (logistics growth) using its parameters.

11



Holt Winters' Triple Exponential Smoothing:

Simple Exponential Smoothing: As the name implies, simple exponential smoothing is used for

forecasts when the data set has no characteristics or seasonality.

Holt's smoothing approach: Holt's smoothing technique, also known as linear exponential

smoothing, is a well-known smoothing model for anticipating trending data. Winter's Smoothing

Method: The Winter's Smoothing Method incorporates seasonality into the prediction along with

the trend.

12



System Development

DataSet :

The dataset contained the revenue generated by clients for a particular organization. Our goal is
to forecast the revenue generated by them in the future, or in simple terms, which clients will
generate more revenue in the future.

Other than the revenue column, our dataset contained columns such as:

1. ClientCode
2. TLA
3. Biller Information
4. Industry Type
5. Fee Type
6. GoLiveDate
7. State

Fig. 0 shows EDA on the Data Set.

13



Fig 1 shows the top 10 clients from our dataset.

Fig 2 shows the bottom 10 clients from our dataset.

The dataset was non-time indexed data and had missing values and outliers in it.
14



Fig. 1 shows the first five values and missing values in the dataframe.

Fig 2 shows the outliers in the data set.
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Converting to Time Series Data:

Steps for conversion:

1. Convert the column names from the range of Jan 2012 to Sept 2022 into the form of

datetime, like 2012-01-01 to 2020-09-01 on a monthly basis.

2. Since the data didn’t have all the client codes, we created our own column containing

numbers from 0 to 1499, representing all the clients.

3. Extracting every client's individual time series, converting it to a dataframe with a

column named as "client no." and placing it in a dictionary (ts), also removed clients

based on the last 5 months of data.

Figure 3 depicts the first client dataframe.

16



Preprocessing for Outlier Detection:

Every time series had a different starting point, but our dataframe was started from 2012-01-01

for every series, so to handle those missing values, we dropped the rows till we encountered the

first billing month.

After removing the first NaN values from the time series, we would like to handle the missing

values that were in between the new time series. For that, we used the interpolation approach to

fill in those missing values.

What is interpolation?
Interpolation is typically utilized when engaging with time-series data because we want to

substitute incomplete data with the prior one or two values in time-series data. For example, if

it's temperature, we'd rather populate today's temperature with the mean of the past two days than

the mean of the month. Moving averages can also be calculated via interpolation.

Fig 4 shows Client 0 after preprocessing.
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Outlier Detection:

There are many methods for outlier detection in time series analysis. Here we used two of them:

1. Hampel Filter

2. Outlier Detection

Hampel Filter:
The Hampel filter is utilised to find oddities in time series data. It is primarily a scrolling

window with a parameterizable size. Each interpretation will be analyzed towards the

Median Absolute Deviation for each window (MAD). If the observation exceeds the MAD

by n fold, it will be labeled an abnormality (the parameter n is also parameterizable).

It also allocates the quantity of the mean absolute deviation to the abnormality.

Fig 5 shows the client 0 before and after outlier detection.
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InterQuartile Range(IQR ):

The interquartile range is an evaluation of where a data set's "middle fifty" is sited. Whereas a

range is a metric of where the upper and lower limits of a set are, an interquartile range is a

representation of where the large percentage of the readings are. That is why, when posting stuff

like academic results or SAT scores, it is recommended above most other measures of dispersion.

The interquartile range is computed by deducting the first quartile from the third quartile

IQR = Q3 – Q1

Upper Limit = Q3 + 1.5* IQR

Lower Limit = Q1 - 1.5* IQR

Fig. 6 shows client 1 before and after the IQR method.
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As it is difficult to process the data for 1495 customers, we first used a clustering based approach

to the problem at hand. The motive for a clustering based approach was to make clusters for the

same types of customers and hyper tune the parameters for individual customers.

Clustering Algorithms and Approaches Used:

Preprocessing for clustering:

1. First we have to make the length of every time series even.

2. For making it even, we use the interpolation method for making it even.

3. After making all the time series, we normalize it using a min-max scaler to make

them ready for clustering algorithms.

Fig 7 shows client 0 after interpolation and normalization.
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Clustering Methods Used:

1. K-means

2. Self-organizing maps

3. Grouping the data based on industry type and then using a clustering algorithm

on it

K means clustering:

K-means Clustering is a process for assembling n entries into k clusters, for each data point

referring to the region with the least mean (cluster centroid). It is one of the most common and

fundamental clustering techniques, and it may be shown as Voronoi cells.

We created 38 clusters using k means.

Fig. 8 shows the clusters created using K Means.
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Self Organizing Maps:
Self-organizing maps are a sort of neural network that is trained via unsupervised
learning to generate a map, which is a low-dimensional representation of the
training samples' input space.

Furthermore, self-organizing maps differ from other artificial neural networks in
that they use competitive (or cooperative) learning rather than error-correction
learning (such as backpropagation with gradient descent), and they use a
neighborhood function to preserve the topological properties of the input space.

Fig. 9 shows clusters created by SOM.
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Grouping the data based on industry type:
In this method, we first group the data according to the industry type they belong to, and

after that, we do the clustering for individual groups.

Groups:

1. Accountants

2. County And Municipal Taxes

3. City Services

4. Financial Services

5. Government Services

6. Health Care

7. Insurance

8. Miscellaneous

9. Telecommunications

10. Transportation

11. Utilities
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Without Clustering Approach:
The core concept behind this mechanism is to establish a time series for each client because the

clustering algorithm is ineffective due to the limited amount of data.

So we generated fbprophet, ARIMA, SARIMA, and Holt's winter exponential model for each

client, and this is the final strategy we will employ because it provides a better match to the data

than the clustering approach.

Prophet Model:

FBProphet employs a decomposable time series model featuring three major components:

seasonal, trends, holidays or events of influence, and error, which are integrated in the following

equation:

f(x) = g(x) + s(x) + h(x) + e(t)

FBProphet employs time as a regressor and attempts to fit many linear and nonlinear time

functions as components. FBProphet will fit the data using a linear model by default, but it can

be modified to a nonlinear model (logistics growth) using its parameters.

Tuned parameters:

1. n_changepoints

2. change_point_prior scale

24



Fig. 10: Prophet model results
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ARIMA Model:

ARIMA is an acronym that stands for autoregressive integrated moving average. It is a statistical

analysis approach that tends to make use of time series data to decipher the data set or identify

patterns.

Autoregressive statistical models anticipate future values based on prior values. For example, an

ARIMA model may try to forecast a company's profitability based on previous periods or to

forecast a stock's future price based on historical data.

Tuned parameters:

1. p: the number of lag observations in the model; also known as the lag order

2. d: the number of times that the raw observations are differenced; also known as the

degree of differencing

3. q: the size of the moving average window; also known as the order of the moving

average.

Fig. 11. ARIMA model results for one customer
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Holt Winters’ Model:

Simple Exponential Smoothing: As the name implies, simple exponential smoothing is used for

forecasts when the data set has no characteristics or seasonality.

Holt's smoothing approach: Holt's smoothing technique, also known as linear exponential

smoothing, is a well-known smoothing model for anticipating trending data. Winter's Smoothing

Method: The Winter's Smoothing Method incorporates seasonality into the prediction along with

the trend.

Tuned parameters:

1. Trend
2. Seasonal_periods

Fig.12: Holt Winters’ Model results for one customer
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SARIMA:

Premised on the idea of seasonal trends, a seasonal autoregressive integrated moving average

(SARIMA) model derives from an ARIMA model. Seasonal impacts are consistently observed in

time series data. Consider the average temperature measured in a four-season area. On an annual

basis, there will be a seasonal influence, and the temperature in this season will undoubtedly

have a significant association with the temperature observed last year in the same season.

Tuned parameters:

1. p: Trend autoregression order.

2. d: Trend difference order.

3. q: Trend moving average order.

4. P: Seasonal autoregressive order.

5. D: Seasonal difference order.

6. Q: Seasonal moving average.

7. m: The number of time steps for a single seasonal period.

Fig.12: SARIMA model results for one customer.
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Flask Development:

Flask is a Python-based web application framework. It was created by Armin Ronacher, who

heads the Pocco worldwide network of Python aficionados. Flask is built with the Werkzeug

WSGI toolkit and the Jinja2 template engine. Both are Pocco initiatives.

I chose Flask as the backend framework as it is lightweight, easy to use, and is open source.

Fig. flask structure
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The API has three decorator functions:

1. helloworld(): this function renders our index template.
a. Input: NA
b. Working: Renders the index.html template from our templates folder.
c. Output: index.html

index.html
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2. forecast(): this function calls in all the models' functions and handles all the
preprocessing for the forecasting.

a. Input: Form elements.
b. Working: Preprocessing, model training, and forecasting.
c. Output: Forecast.csv, graphs of all the models.

Options.html
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3. downloadforecast(): this function serves the zip folder containing forecast.csv, test.csv,
and graphs of all the selected models.

a. Input: NA
b. Working: Serves the folder to the client.
c. Output: timestamped zip folder

Forecast.zip folder
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Contents of Forecast.zip folder:

1. Forecast.csv:
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2. Test.csv:
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3. SARIMA graph:

4. ARIMA graph:
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5. Holt Winters’ graph:

Conclusion:

Without  clustering approach, it works better most of the time, but the data still   has some time

series that have very low data points. For such short-term series, forecasting will not be that

efficient, and API makes it very flexible to use.
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