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ABSTRACT 

Scheduling algorithm helps easing decision making in an efficient manner. Scheduling 

becomes necessary when the request for computing ability increases. Task scheduling and 

load balancing are two central and perplexing areas in the field of computer engineering. 

Distributing processes to the processor in such a manner such that total execution time is 

reduced. Improving the load on processors by way of balancing the load of processes is 

termed as load balancing. An algorithm is used using round robin and priority scheduling 

to help transferring packets in efficient manner. It provides a fair chance to each class to 

be executed successfully and without starvation. Scheduling is required in vast number of 

applications like reservations, process efficiency, medical appointments etc. All such 

applications use scheduling to perform operations efficiently. In this report, we describe 

the five types of scheduling algorithms along with their merit and limitations. First Come 

First Serve, Shortest job first, Priority Scheduling, Round robin, Multilevel Feedback 

Queue are the scheduling algorithms included. We tried to focus on the two algorithms 

i.e. Priority Scheduling and Round Robin as they are fairest of all the other algorithms. 

We implemented this algorithm in UDP and TCP architectures to transfer the packets and 

compare our proposed algorithm with all the other basic algorithms: 

Chapter 1 introduces the basic scheduling algorithms explaining their execution criterions 

with suitable examples by plotting their Gantt charts and finding turnaround and waiting 

time for each. 

Chapter 2 provides the literature survey showing important factors that play major role in 

selecting an efficient algorithm through the research papers published during recent years. 

In chapter 3, we present the system design overview in which we explained the choice of 

programming platform with its features and some general related terms. We also 

explained our proposed algorithm with steps and implemented the same on network 

architectures (TCP & UDP) analyzing the various class diagrams. 

Chapter 4 presented the experiment results and analysis. 

Concluding remarks and future directions are in Chapter 5. 

 



1 

 

CHAPTER 1 

Scheduling Algorithms: An Introduction 

 

1.1 Introduction & Scheduling Algorithms: 

For the better understanding of the difficult set of rules and procedures which are 

used to run theiorder iniwhich tasks are executediby theiprocessor we need 

scheduling algorithms. Many CPU scheduling algorithms have been established for 

the modern multiprogramming operating system [1]. 

 

1.1.1 Issues in scheduling algorithms:  

     Different issues as described below, 

 Processor can migrate from one class to another.  

 Distribution in shortest possible time. 

 Utilizing all the resources. 

 Circulation of processes without any progress. 

 Requirement of fair scheduling. 

 Non-uniform and non-pre-emptive nature of distributed system. 

 

1.1.2 Arrangement based on pre-emption[2]: 

Preemptive Scheduling: When a higher priority job arrives in a system it can interrupt 

the system’s current flow of execution. This type of scheduling is present in all kind of 

systems. Figure 1 shows the preemptive scheduling: 
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                                                                Figure 1 

 

Non-Preemptive Scheduling: When a higher priority job arrives in a system it cannot 

interrupt the system’s current flow of execution. FCFS is a non-pre-emptive type of 

scheduling. Figure 2 shows the non-preemptive scheduling: 

 

 

                         Figure 2 
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1.1.3 Basic Scheduling Algorithms[2]:: 

 

Some basic scheduling algorithms are discussed below: 

I. First Come First Serve Algorithm.  

II. Shortest Job First Algorithm.  

III. Priority based Algorithm.  

IV. Round Robin Algorithm.  

V. Multilevel Feedback Queue Algorithm. 

 

I. First Come First Served Scheduling  

In this algorithm the jobs are processed in the order of in which they appear in the ready 

queue. All the jobs are put into one ready queue. The PCB isilinked onto theitail of the 

queue. In this type of algorithm the waiting time is very long. Below are the processes 

from P1 to P3 with their arrival time equal to 0: 

Table 1ishows theiprocess execution. 

 

 

 

Table 1: Process execution in FCFS 

Process  Burst time Waiting Time Turnaround time 

P1 

P2 

P3 

48 

6 

6 

0 

48 

54 

48 

54 

60 

Average - 34 54 
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Below given Gantt chart can be obtained in case of FCFS if order is above 

mentioned. 

 

 

 

Table 2:Gantt chart for FCFS 

P1                                                             P2 P3 

0                                                                                                                  48        54 

60 

 

If the order of the processed is P3, P3,P1: 

Table 3: Gant chart  

P2                                                             P3 P1 

0                                                                 6                                                           12 

60 

 

 

This algorithm cannot utilize parallel resources and waiting time is long=6 ms. 

 

II. Shortest Job First Scheduling:  

This algorithm takes into account the burst of next process to be executed. CPUiis 

assigned to theiprocess that hasismallest burst time. If the burst of two processes is same 

then FCFS criteria can be used. Below example depicts the algorithm briefly: Table 4 

shows the process execution. 
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Table 4: Process execution in SJF 

Process  Burst time Waiting Time Turnaround time 

P1 

P2 

P3 

P4 

12 

16 

14 

6 

6 

32 

18 

0 

18 

48 

32 

6 

Average - 14 26 

 

ms 

 

Following gantt chart can be obtained when SJF scheduling is observed with process 

order  as: 

 

 

 

 

Table 5:Gantt chart for SJF 

P4                                                             P4 P3 P2 

0         6                    18                                            32                                        48         

 

 

 

 

For given processes the SJF generates minimum average waiting time. The only 

complexity with this algorithm is that it’s hard to find out the burst of next process. 

If short term scheduling is required then this algorithm can be implemented. This 

algorithm is either preemptive or non preemptive. 
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III. Priority Scheduling:  

Priority is given to everyiprocess according to any criteria i.e. it can be numbers like 0 to 

20 or alphabets A to B. Process with highest priority will get the CPU. FCFS criteria can 

be followed if two processes with similar priority are encountered. Below chart depicts 

the algorithm adequately: Processes are from P1 to P5 and lowest number represent 

highest numbers. Table 6 shows the process execution. 

 

 

 

Table 6: Process execution in PS 

Process  Burst time Priority Waiting Time Turnaround 

time 

P1 

P2 

P3 

P4 

P5 

20 

2 

4 

2 

10 

6 

2 

8 

10 

4 

12 

0 

32 

36 

2 

32 

2 

36 

38 

12 

Average -  16.4 24 

 

 

 

 

 Following Gantt chart can be obtained using the priority scheduling: 
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Table 7:Gantt chart for RR 

P2                                                             P5 P1 P3 P4 

0         2                    12                                                                         32             36 

38         

 

 

 

This algorithm can either be preemptive or nonpreemptive. Process with highest 

priority will be pre-empted other it will be placed on the head of the ready queue. 

This algorithm suffers from indefinite blocking i.e. starvation. 

 

 

 

 

IV. Round Robin Scheduling:  

This is oneiof the fairest algorithm of all the other algorithms and yet very simple. In this 

algorithm time quantum is defined which is basically a time interval for which the process 

will have CPU allocated to it. A circular queue of all the incoming processes is 

maintained and the scheduler goes round the queue to pick the process and execute it for a 

time slice. Process will give up the CPU voluntarily if its time is completed. If the process 

still needs more time it will be attached to tail of the circular queue. This algorithm has 

maximum average waiting time. Below chart explain the process adequately. Time 

quantum is 4ms. Table 8 shows the process execution. 
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Table 8: Process execution in RR 

Process  Burst time Waiting Time Turnaround time 

P1 

P2 

P3 

48 

6 

6 

12 

8 

14 

60 

14 

20 

Average - 11.33 31.33 

 

 

 

 

Following Gantt chart can be obtained in RR algorithm: 

 

Table 9: Gantt chart for RR 

P1 P2 P3 P1 P1 P1 P1 P1 

0              4                 7                   10                14                  18              22                  26 

30 

 

 

No process gets the time quantum more than 1 defined quantum. It is pre-emptive. 

 

 

 

V. Multilevel Feedback Queue Scheduling:  
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In this algorithm once a process arrives in the system it assigned to a permanent queue. 

No change of queue is allowed after that. This algorithm has the less overhead of all other 

basic algorithms. Due to that it is highly inflexible also. This algorithm does have a 

mechanism of changing a process from one queue to another. It can be performed as: 

 

I. Process will be moved to a less priority queue if it is consuming moreiCPU time. 

II. Process will be moved to a high priorityiqueue if it can be executed fast. 

Figure 3 shows the Multilevel queue scheduling: 

 

 

 

 

 

 

   Figure 3:Multilevel Feedback Queuing 
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1.1.4 QUALITATIVE PARAMETERS [2] 

 

Following are the parameters used to judge the efficiency of above written algorithms.  

I. CPU Utilization/Efficiency: Utilization of the CPU to its full potential.  

II. Throughput: maximizing the throughput is the motive.  

III. Turnaround time: Minimize the time between a process is submitted and 

processed.  

IV. Waiting time: The time spent in theiready queueishould beiminimized.  

V. ResponseiTime: Minimising response to a process.   

VI. Fairness: Every process should get fair share of the process. 

 

1.2 Benefit of Using Priority Scheduling Round Robin[]: 

 

After analysis of above mentioned algorithms it’s made quite clear that the algorithm is 

said to be efficient if it executes job in a fairimanner and result in less avg. waitingiand 

turnaround time. 

Now we have established in coming literature survey that time quantum and priority 

serves as a bottleneck for efficiency of various scheduling algorithm. How two or more 

algorithm works together based on dynamic properties is another concept. What should 

be the limit of time quantum for optimality of RR algorithm is perplexed question to 

encounter. Another question of dynamicity comes which is not easy task to take under 

consideration. But the solution should satisfy performance goals and should be accepted 

by operating system. 

Researches shows that although the so much efforts has been put into taking response 

time and other related factors to be first criteria but vast amount of work has been done to 

select right time quantum and dynamic properties. For these reasons RR and PS scheduler 

are the first algorithm to choose from. 
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Also we must add that processes are different types like I/O bound and CPU bound etc. so 

efficiency of an algorithm is highly subjective and an efficient algorithm is represented by 

goal it is meant to achieve. 

 

 

1.3 PROBLEM STATEMENT: 

I. To find out an efficient scheduling algorithm that will provide fair 

packet transfer with better turnaround time and waiting time etc. 

II. To implement the found algorithm using java platform. 

 

 

1.4 OBJECTIVES 

I. Implementation of efficient Scheduling Algorithm. 

II. To reduce turnaround time and waiting time as compared to existing 

algorithms. 

III. Notify the user of packet loss  

 

 

1.5 METHODOLOGY 

I. To understand what are scheduling algorithms and its types. 

II. To find improvements in the algorithms.  

III. Implementing the proposed Algorithm on Java Platform. 

IV. To find the results initerms of turnaroundatime and waitingitime. 
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CHAPTER 2 

LITERATURE SURVEY 

 

Three important factors play crucial role in scheduling algorithms-  

I. Arrivalitime of a process present in the ready queue  

II. Priorityiof a process present in theireadyiqueue  

III. CPU burst timeiof the processesiin the readyiqueue.  

 

Vast number of scheduling algorithms has been developed.  

We categorized the research field accordingly:-  

 

(i)The static time used in the RR scheduling is attempted to make dynamic and  

(ii) Research on priority as one of the main factor in determining the efficiency of an 

algorithm is also given enough thoughts in following papers. Doing this lead to 

development of more number of applications than that of Static time.  

 

Kiran et al.[10] have presented an algorithm callediMDRR. Theirisuggested algorithm 

analyses the mean burst timeiof all theiprocesses in the readyiqueue. Then it discover out 

the variance between a processiburst time and intended meaniburst time. This step is 

repetitive for all the processes in the ready queue. It is executed for one time slice. After 

the expiration of time slice next process can be executed  

 

The authors have presented [11] an algorithmiERR which apply dynamic timeiquantum 

in RRischeduling. In the planned approach, timeiquantum is the ratio of the sum of the 

burst times to the no. of processes. 
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Kishore et al.[8] gave a scheduling algorithm based on Median based time quantum. All 

jobs are first ordered in increasing order ofitheir burstitime and then RR scheduling is 

implemented.  

 

Bisht et al. [13] used dynamic time quantum in RR scheduling. But this time it only needs 

fractional value of time quantum given to the processes for their execution.  

 

In[8], highest burst time and median is used to calculate time quantum and then it is used 

for execution of processes. 

 

Hagery[5] proposed a method called SRRQT. He considered all the RR scheduling 

basics. It provides one of the best results used by via dynamic quantum time.  

 

Bhoi et al.[15] presented a paper which provided harmonic mean to calculate time 

quantum. 

 

Al-Husainy[3] proposed BJF algorithm that takes into consideration the fact that 

scheduling algorithm are mostly analyse via three properties priorityi,arrival time ,CPU 

burst time. He calculate a factorif that takes into account the fact that the job with highest 

priority, iless CPU burst and came first will be executed first. This algorithm is actually 

far better than FCFS, SJF, RR, PS etc. 

 

 

Yaashuwanth and  Ramesh[17] presented this paper gave the idea that small size 

processor can be used which will take the load of other processes to be executed. A new 

design was proposed in which all the defects of the RR scheduling algorithm were 

removed. Considered time slice was different for each Process and independent of each 

task. 
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Saxena and Agarwal[12] presented this paper shows concept of RR scheduling is 

elongated by calculating fp i.e. precedence factor and IST i.e. intelligent time slice that 

measure order and time given to each process for its execution. RR scheduling becomes a 

lot better. 

 

Varma  et al.[14] calculated mean average as time quantum and used bp for precedence to 

improve RR scheduling further.  

 

Behera and Swain[16] presented a PRRDTQ algorithm. This algorithm gives precedence 

to the processor with shorter burstitime and theniapplies RR on it. Turnaround time and 

response time becomes much better. Algorithm performsibetter thaniMRR [16] and 

PBDRRi [29] w.r.t. CPUiperformance. 

 

Jamal and Zubair[4] tried to improve performance of round robin by considering the 

factors like the waitingitime and turnarounditime along with number of contextiswitches. 
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                                                            CHAPTER 3 

SYSTEM DEVELOPMENT 

 

3.1 Design Overview: 

Design involves basic UDP and TCP architecture with the estimation of delay and 

bandwidth measurements. It was designed by the way of a client uploading the file to the 

server. Any project is worked out by designing appropriate diagrams. Likewise the design 

was realized with the help of various diagrams. Two diagrams explain the model of the 

project for UDP and TCP both. Class diagrams and activity diagrams were also drawn for 

better understanding of the project. Once theidesign is over it is we require to decide 

which softwareiis suitable for the application. The platform used for the project has been 

explained via describing its major features and common termsiused. 

   

 

Java Technology[19] 

 

Java technology is both a programming language and a platform. 

 

The Java ProgrammingiLanguage 

 

The Java programmingilanguage is a high-levelilanguage that can beicharacterized by all 

of theifollowing buzzwords: Figure 3 shows the Major features of java: 
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                                   Figure 4: Major Features of Java Language 

 

 

Guideline on the PC. Aggregation happens just once; understanding happens each time 

the program is executed. The accompanying figureidelineatesihow this functions. 
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                                               Figure 5: Java Compilation 

 

 

 

                                                    

                                             Figure 6: Java Compiler Parts 
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The Java Platform[20]: 

 

A platform is the hardware or softwareienvironment in which a program runs. We’ve 

alreadyimentioned some of the most popular platforms like Windows 2000, Linux, 

Solaris, and MacOS. Most platformsican be described as a combination of the operating 

system andihardware. The Java platform differs from mostiother platforms in that it’s a 

software-onlyiplatform that runs on top ofiother hardware-based platforms.  The Java 

platform has two components:  

 The Java VirtualiMachine (Java VM)  

 The Java ApplicationiProgrammingiInterface (Java API)  

You've just been acquainted with the Java VM. It's the base for the Java stage and is 

ported onto different equipment based stages.  

 

The accompanying figure delineates a program that is running on the Java stage. As the 

figure appears, the Java APIiand the virtualimachine protect the programifrom the 

equipment. Figure 7 shows Java Compiler Parts: 

 

 

                                         Figure 7: Java Compiler Parts 
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Localicode will be codeithat after you assemble it, the ordered code keeps running on a 

particulariequipment stage. As a stage free condition, the Javaistage can be a bitislower 

than local code.  

 

In anyicase, shrewd compilers, very much tuned mediators, and in the nick of time byte 

code compilers caniconvey execution near that of localicode withoutiundermining 

compactness. 

 

 

 

 

                                                       Figure 8: A Java Platform 

Why Java: 

 Getistarted quickly 

 Write lessicode 

 Writeibetter code 

 Develop programs more quickly 

 Avoid platformidependencies with 100% Pure Java 

 Writeionce, run anywhere 

 Distribute softwareimore easily 
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                                     Figure 9: Java Program Compilation 

TCP/IP stack[21] 

The TCP/IP stack is shorter than the OSI one. Figure 10 shows OSI layer: 

 

                     Figure 10: OSI layer 

UDP:  

UDP is likewiseiconnectionless and temperamental. What it adds to IP is aichecksum for 

the substanceiof the datagram andiport numbers. These areiutilized to giveia 

customer/serveridisplay - see later.  

TCP: 

TCP supplies rationale to give a dependableiassociation situated conventioniaboveiIP. It 

gives a virtualicircuit that twoiprocedures can use to impart.  

Java Program 

 

Compilers 

Interpreter 

My Program 
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3.2 Proposed Algorithm Approach: 

 

 Combination of two techniques i.e. Priority and Round robin Algorithm. 

 After doing the literature survey three points are major for a process: Burstitime, 

Arrival time, Priority. 

 New factor can be calculated by considering all above factors [3]. 

 In a real time environment, factor f is the more deciding factor than the arrival time 

and burstitime. 

 F=(priority*priority_ratio)+(burst_time*burst_time_ratio)+(arrival_time*arrival 

time_ratio) 

 Then CPU burst time can be consideredimore important factor than theiarrival time. 

 Therefore, in this equationimore weight is given toipriority (80%). 

 CPU bursts should be 80 % shorter than the time quantum [1] (rule of thumb). 

 To make target at least 70%, 0.7 weight is given to the Burst time. 

 F=(priority*0.8)+(burstitime*0.7)+(Arrivalitime*0.2) 

 Based on the priority and arrivalitime of packet, factor f is given to each packet.  

 As performance of RR algorithm is directly proportional to time quantum. 

 Small value generates too many context switches otherwise FCFS. 

 To impart dynamicity nature Harmonic mean[4] is taken into account as: 

                          TQ=n/(1/bt1+1/bt2+1/bt3+1/bt4+……..+1/btn) 

 

n=no. of packets  

Bti=CPU bt of ith packet. 
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3.2.1 Proposed Algorithm: 

 

Input: CPU BT, AT, and Pi of each process. 

I. Start the algorithm with all packets ready. 

II. Give every packet a number BTT such that packet with low burst time has high 

value of BTT. 

III. Give every packet a number ATT such that packet with low burst time has high 

value of ATT. 

IV. Calculate the factor f; 

 

F=(Pi*0.8)+(BTTi)+( ATTi *0.2) 

Pi     = Priority of packets 

BTTi = Burst time of packets 

ATTi = Arrival time of packets 

 

V. Packet with highest f will be executed first. 

VI. Calculate the time quantum TQ according to harmonic mean; 

 

TQ=n/(1/bt1+1/bt2+1/bt3+1/bt4+……..+1/btn) 

 

VII. Assign the TQ to packet(i=1 to n) 

VIII. Execute the packet in Round Robin fashion until ready queue is empty. 

IX. Stop. 
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 3.3 Module Description: Implemented on Java Platform using Eclipse IDE Version: 

Oxygen.2 Release (4.7.2) 

 

 

 

           3.3.1 Module Description for UDP: Figure 11shows UDP Model Diagram 
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                                             Figure 11: UDP Model Diagram 

 

• Number of Modules=5 

• Name of modules: 

• Server 

• Receiver 

• Message 

• Client 

• Sender 

Initiation of connection starts from the Server class which prepares the initial packet to be 

received. It helps in capturing the connection data i.e. IP and Port to open a port for that 

DatagramSocket. The client for each DatagramSocket is handled by a thread.  

  

A Receiver object is instantiated by the thread for the file being received from a client. 

The receiver is hoping for an initial packet containing file name and size. It helps in 

creating necessary buffers and output buffers. After that we keep track of bytes from 

incoming packets in a continuous loop.  

 

With the help of an abstracted object called a Message packets are deserialized which 

serves as a container for the packet size, data, and segment ID. This loop continues until 

we reach bytes received to greater than file length.  

 

Once the user generates the send command in the client side, an initial packet regarding 

the action of the user and connection details i.e. IP and Port is sent to the Server.  

 

Now to handle the sending we will call the Sender.java class. In this class after setting up 

the streams, we start by keeping in check our position using current_pos and loop 

continuously until file length is smaller than current_pos. the packet timeout time is 2sec* 

the estimated connections delay so far following the original TCP RTT time algorithm. In 

the next step based on our buffer size read fixed amount of data from the file to be sent 

and make a Message object that contains the data, length of the data and segment ID. A 

packet is sent containing the Message object and RTT timing starts. Once we receive 

acknowledgement or reply that’s the end time for RTT. But in some case we don’t get 
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reply due to the time out that means packet has been lost. We just continue with our next 

packet without retransmitting the packet. 

 

 

RTT(Round Trip Time):  

 

The time it takes for a bundle to cross the web is a troublesome incentive to compute. In 

view of the Round-Trip Time (RTT), a clock is set. It is started when the bundle is sent, 

and is ended when the sender gets an affirmation from the beneficiary demonstrating the 

bundle's finished conveyance. We can diminish the measure of time squandered amid 

web correspondence by nearly evaluating this movement time. The first estimation 

calculation is named after its engineer Jacobson, and has been executed since the 

introduction of online information exchange.  

 

TCP/IP is a five layer convention suite. It characterizes the trading of transmissions over 

the web, with the most essential conventions being TCP and IP. The convention most 

nearly connected with this venture is TCP. This is the vehicle layer in the convention 

suite and manages a higher level of information transportation, as opposed to the bits of 

information. In this layer, the whole bundle of data is contemplated. In light of the extent 

of this parcel, a RTT is evaluated. This is the time needed to make information  go from a 

source to goal and after that get affirmation of the entry. The RTT has numerous 

applications to TCP. A standout amongst the most critical is the Retransmission Time-

Out (RTO) clock. This clock is kept up with every association; what's more, if the sender 

does not get affirmation upon the termination of the clock, TCP will retransmit the 

information and restart the clock. This clock depends on the extent of the bundle. Since 

every bundle might be an alternate size, the clock can't be a settled esteem furthermore, 

thusly depends on a precise estimation of the RTT. Another use of RTT is computing the 

quantity of retransmissions of an information bundle, which in a perfect world is kept to 

zero guaranteeing unbroken correspondence. The time too measures the throughput and 

good put, which are the quantity of transmissions sent over the system and the quantity of 

positive transmissions recognized individually. In this manner, it is critical that the RTT 

be figured absolutely to or as near the genuine incentive as could be allowed. 
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Jacobson's Algorithm: 

 

The estimation includes a straightforward four-advance process requiring just two info 

values and settled weights to ascertain the RTT and RTO (showed in figure 5). Basic 

math is included: expansion, subtraction, and augmentation. Figure 12 shows Jacobson’s 

Algorithm: 

 
 

 

 

                                             Figure 12: Jacobson’s Algorithm 
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3.3.2 Class Diagram for the model: Figure 13 shows UDP class Diagram 

 

 

  

 

 

 

                                           Figure 13: UDP class Diagram 
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3.3.3 Module Description for TCP: Figure 14 shows TCP Model Diagram 

 

 

 

 

                            Figure 14: TCP Model Diagram 

 

• Number of Modules=2 
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• Name of modules: 

• Client 

• Server 

TCP architecture follows a basic and a concurrent model and Server-Client architecture. 

Its different in way that client.java which is a very convenient class (because it allows 

once to send not just send bytes but also java primitive types) sends file name and length 

information via a DataOutputStream. Data is segmented based on our buffer size which is 

1024. This segment data is written out and is flushed. This operation is timed to RTT. Its 

timed this way as TCP sends a continuous stream of data. 

 

3.3.4 Class Diagram for the model: Figure 15 shows TCP Class Diagram 
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                                                        Figure 15: TCP Class Diagram 

 

 

 

3.3.5 Activity diagram of the process: Figure 16 shows Activity Diagram 

                                              

                                                      Figure 16: Activity Diagram 
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CHAPTER 4            

                     EXPERIMENT RESULT AND ANALYSIS 
 

4.1 Test Cases For UDP: 

Table 10: Priority Scheduling Algorithm 

Process  Burst time  Priority  Waiting 

Time  

Turnaround 

time  

P1  

P2  

P3  

P4  

P5  

5  

3  

9  

2  

4  

9  

10  

1  

5  

8  

0  

9 

11  

15 

20  

9 

11 

15 

20 

23  

Average  -     11.0  15.6  

 

 

Table 11: Proposed Algorithm 

Process  Burst 

time  

Arrival 

Time  

Priority  Waiting 

Time  

Turnaround 

time  

P1  

P2  

P3  

P4  

P5  

5  

3  

9  

2  

4  

2 

3 

4 

1 

5  

9  

10  

1  

5  

8  

0.0  

12.17 

13.78  

10..17 

14.0  

3.0 

17.17 

17.58 

12.17 

23  

Average  -      9.98  14.58  
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Table 12: Round Robin Scheduling  

Process  Burst time  Time 

Quantum  

Waiting 

Time  

Turnaround 

time  

P1  

P2  

P3  

P4  

P5  

5  

3  

9  

2  

4  

3  

3  

3  

3  

3  

11  

3  

14 

9 

16  

16 

6 

23 

11 

20  

Average  -     10.6  15.2  

 

 

 

Table 13: Proposed Algorithm 

Process  Burst 

time  

Arrival 

Time  

Priority  Waiting 

Time  

Turnaround 

time  

P1  

P2  

P3  

P4  

P5  

5  

3  

9  

2  

4  

2 

3 

4 

1 

5  

9  

10  

1  

5  

8  

0.0  

12.17 

13.78  

10..17 

14.0  

3.0 

17.17 

17.58 

12.17 

23  

Average  -      9.98  14.58  
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4.2 Experimental Result And Analysis for UDP: 

 

 Figure 17 shows Transferring the packets and receiving the acknowledgement: 

 

 

 

 

                                                Figure 17: UDP Packet Transfer 
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 Figure 18 shows comparing the basic algorithms with proposed algorithm: 

 

 

 

Figure 18: UDP Proposed Algorithm 
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 Figure 19 shows Calculating turnaround and waiting time for any algorithm(Round 

Robin) 

 

 

 

Figure 19: Calculating Time 
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 Figure 20 shows finally calculating average waiting time and turnaround time for 

proposed algorithm: 

 

 

Figure 20: Calculation Time For Proposed Algorithm 
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4.3 Test Cases For UDP: 

Table 10: Priority Scheduling Algorithm 

Process  Burst time  Priority  Waiting 

Time  

Turnaround 

time  

P1  

P2  

P3  

P4  

P5  

5  

3  

9  

2  

4  

9  

10  

1  

5  

8  

0  

9 

11  

15 

20  

9 

11 

15 

20 

23  

Average  -     11.0  15.7  

 

 

Table 11: Proposed Algorithm 

Process  Burst 

time  

Arrival 

Time  

Priority  Waiting 

Time  

Turnaround 

time  

P1  

P2  

P3  

P4  

P5  

5  

3  

9  

2  

4  

2 

3 

4 

1 

5  

9  

10  

1  

5  

8  

0.0  

12.17 

13.78  

10..17 

14.0  

3.0 

17.17 

17.58 

12.17 

23  

Average  -      9.98  14.59  
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Table 12: Round Robin Scheduling  

Process  Burst 

time  

Time 

Quantum  

Waiting 

Time  

Turnaround 

time  

P1  

P2  

P3  

P4  

P5  

5  

3  

9  

2  

4  

3  

3  

3  

3  

3  

11  

3  

14 

9 

16  

16 

6 

23 

11 

20  

Average  -     10.6  15.3  

 

 

 

Table 13: Proposed Algorithm 

Process  Burst 

time  

Arrival 

Time  

Priority  Waiting 

Time  

Turnaround 

time  

P1  

P2  

P3  

P4  

P5  

5  

3  

9  

2  

4  

2 

3 

4 

1 

5  

9  

10  

1  

5  

8  

0.0  

12.17 

13.78  

10..17 

14.0  

3.0 

17.17 

17.58 

12.17 

23  

Average  -      9.98  14.58  
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4.4 Experimental Result And Analysis for TCP: 

 

 Figure 21 shows Transferring the packets and receiving the acknowledgement: 

 

 

 

 

                                                Figure 21: UDP Packet Transfer 
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 Figure 18 shows comparing the basic algorithms with proposed algorithm: 

 

 

 

Figure 22: UDP Proposed Algorithm 
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 Figure 23 shows comparing the basic algorithms with proposed algorithm: 

 

 

 

Figure 23: Calculating Time 
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 Figure 20 shows finally calculating average waiting time and turnaround time for 

proposed algorithm: 

 

 

 

 

 

Figure 24: Calculation Time For Proposed Algorithm 
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CHAPTER 5 

CONCLUSION 

 

Different algorithms are compared on the basis of qualitative parameters in this report. 

Analysis is done by way of comparing several of scheduling algorithms with certain 

parameters. If either the AWT or ATT is required to be shortest, the SJF algorithm can be 

used. Also if either avg. CPU utilization or avg. throughput is to be minimized the FCFS 

can be used. Algorithm which is fair to every process is Round robin. The highly efficient 

and low scheduling overhead is achieved with multilevel feedback queue. Any type of 

simulation of anyaalgorithm has very limited accuracyatherefore a lot of effort and hard 

work has been put to make the algorithm fair and starvation free.  This research establish 

that  

I. Fairness and starvation free qualities of execution of processes required a lot of 

effort.  

II. Dynamic behaviour of the time quantum should be considered if the goal is to 

minimize turnaround time and response time.  

III. We are trying to make new algorithm out of RR and PS by way of calculating 

time quantum and executing processes in that manner.  

IV. Highest priority is given highest chance. 

 

Future Work: The future work includes implementing this algorithm in real time routers. 

Obviously it will need more research in the field of networks and existing applications of 

OS based scheduling algorithms in the packet transmission from any source to 

destination.  
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