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B.Tech 5™ Semester (ECE)
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Course Name: Introduction of Machine Learning
Course Credits: 03
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Note: All questions are compulsory. Carrying of mobile phone during exﬂmnatrans will be

treated as case of unfair means. Marks are indicated in Square brackets a‘ig:gmst %%?h question.
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Q1. Write short notes on:

[CO1)
a. Overfitting {1]
b. Confusion Matrix [1]
¢. Decision Boundary 1]
d. Regularization (1]
¢, F-score {1}
Q2. ] [co1)
o} 2]
cur carld AUC value help measure how good a model is? [1]
}10n equation of regularized Logistic Regression model. i)
Q3. a. %at is “Curse of Dimensionality”? How does it affect KINN? [2] [C02}
Wha?l& Bias-variance tradeoff? Explain with example, (3]
4. Answer following questions related to given Bays Net: [CO3]
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a. Are A and B conditionally independent, given D and F? (1]

b. Are A and B conditionally independent, given C? 1]

¢. Are D and E conditionally independent, given C? (1}

d. Are D and E conditionally independent, given A and B? [1]

e. Are I and E conditionally independent? ' [1]
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Q5. a. Calculate Recall, precision and accuracy for given actual and predicted g‘gﬁﬁg #13]  [CO4)
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" Q6.

RID age income student i eredit_rating | buys_computer [7]
1 <=30 high no fair no
2 <=30 high no excellent no
3 31-40 high no fair yes
4 >40 medium no fair
5 >40 low yes fair
6 >40 low yes excellent
7 31-40 low yes excellent
8 <=30 medinm
9 <=30 low
10 >40) medium
11 <=30 medium
12 31-40 medium
13 31-40 high
14 >40 medium
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