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Note: All questions are compulsory

Q.No.1 Perform vertical -and horizontal edge detectio
convolution operator for following 6*6 grey scal
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Q.No. 2 (a) Does deep learning have%%s and Wartance Trade-off ?
Justify your answer wi uft@W example.
(b) Discuss distributién ”’ft;)f%’};;'fammg/l)evelopment/Testmg
dataset in deep learm g;? Vi,

%,

Q.No.3 High bias and i%g @éﬁgﬁce are one of the major challenge
when trammg dpép . heural networks. Answer following
questlon%y ﬁ@ax};g;ng suitable examples.

(a) What c@se%hlgh bias and high variance in deep neural
ne erkg‘? “uff
Gs ”Wha re the basic possible solutions for removing high

#2bias antd high variance in deep neural networks.

(a)-How regularization removes the overfitting problem in
, deep neural network?

+(b) Discuss Dropout Regularization for deep neural network
taking an example neural network.

Q.No. 5 Discuss following algorithms with relation to optimization of
training neural network?
(a) Mini-Batch algorithm
(b) RMSProp optimization algorithm.
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