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ABSTRACT 
 

The sophistication possible in a software defined radio has now reached a level where each 

radio can conceivably perform many beneficial tasks that help the user and network. It can 

minimize spectral congestion. This thesis exploits the NeXt generation communication 

system called cognitive radio. CR is a key to end an epoch of spectrum scarcity by 

utilizing spectrum band with licensed user to provide wireless communication services. 

CR foremost senses the spectrum band of licensed user to be utilized for wireless 

transmission. In this fashion CR contributes proficient employment of frequency spectrum. 

Main functions of CR are, namely, spectrum sensing, spectrum management, spectrum 

sharing and spectrum mobility. This thesis emphasize on spectrum sensing in cognitive 

radio. Spectrum sensing is a challenging task because determining the available spectrum 

holes and revealing the presence of licensed user is difficult.  

 

In non-cooperative spectrum sensing, matched filter is a technique which faces the 

challenge of low frequency offset tolerance in very low SNR environments. Hybrid 

matched filter architecture is utilized to improve this frequency offset tolerance. But, in 

very low SNR region, where primary user is highly mobile, the multipath profile outcomes 

in unknown phase of signal. Such kind of signal cannot even be detected by HMF. So, 

combination of hybrid match filter and single cycle cyclostationary detector is proposed to 

enhance the detection of architecture. This technique enhanced the detection of such type 

of architecture. This results in both high frequency offset tolerance as well as fine 

detection of signal with unknown phase in very low SNR levels. Simulations results have 

shown that significant improvement in the probability of detection and false alarm of the 

proposed scheme. 
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CHAPTER 1 

INTRODUCTION 

1.1 History of Cognitive Radio (CR) 

    Radio refers to the wireless transmission of signals. Any wireless device needs radio 

frequency spectrum to operate. At present, the radio resources are very expensive and 

scarce. Federal Communication Commission (FCC) [1]-[3] report says that beyond 70% 

of radio spectrum is underutilized. To solve this problem, Cognitive Radio (CR) is 

introduced. Cognitive radio is prominent solution to end the era of spectrum scarcity. The 

word cognitive defines the way of learning, knowing and understanding things.  

     In 1999, the concept of Cognitive Radio [4] was first coined by Joseph Mitola and 

G.Q. Maguire. In 2001, J. Mitola again described as follows [5],  

   “Cognitive radio is a goal-driven framework in which the radio autonomously 

observes the radio environment, infers context, assesses alternatives, generates plans, 

supervises multimedia services, and learns from its mistakes. This observe-think-act cycle 

is radically different from today’s handsets that either blast out on the frequency set by the 

user, or blindly take instructions from the network. Cognitive radio technology thus 

empowers radios to observe more flexible radio etiquettes than was possible in the past”. 

    After six years of J. Mitola’s first article of Cognitive Radio, Simon Haykin 

enumerates idea of cognitive radio as brain empowered wireless communications. In 

2005, Simon Haykin defines [6] CR as,  

   “An intelligent wireless communication system that is aware of its surrounding 

environment (i.e., outside world), and uses the methodology of understanding-by building 

to learn from the environment and adapt its internal states to statistical variations in the 

incoming RF stimuli by making corresponding changes in certain operating parameters 

(e.g., transmit-power, carrier frequency, and modulation strategy) in real-time, with two 

primary objectives in mind: 

 Highly reliable communications whenever and wherever needed; 

 Efficient utilization of the radio spectrum.” 

 

The FCC uses precise definition for cognitive radio [2][3] as,  



 

         “A radio that can change its transmitter parameters based on interactions with the 

environment in which it operates”. 

 

    In general, from J. Mitola’s description we can define the Cognitive Radio [7] as a 

radio or system which has the adequacy of sensing its operative electromagnetic 

surroundings to find spectrum fortuity, employing spectrum holes to disseminate 

anywhere and at any time needed and hence rising spectrum utilization. The amount of 

traffic carried by wireless networks in the radio frequency band is constantly rising, due to 

the rising number of users and new commercially emerging applications which often have 

higher data rate requirements. Cognitive Radio has been proposed as a potential solution 

for aforesaid problems and its scenarios describe primary users, who hold official licenses 

to use spectrum band, and secondary users that opportunistically access that spectrum 

when it is not used by primary users[8]-[11]. 

 

   Cognitive Radio is a collaboration of Software Defined Radio (SDR) and artificial 

intelligence which pivot on the principle of more efficient use of spectrum, shown in 

figure 1.2. The Cognitive Radio is also known as Dynamic Spectrum Access network, 

unlicensed users or Secondary users because CR cannot be exert in desired band of 

spectrum. 

 

1.2 Software Defined Radio 

           Cognitive Radio is based on the principle of efficient use of spectrum. Software 

Defined Radio (SDR) is the procreator of Cognitive Radio. SDR is a technology in which 

software curriculums run on hardware platform consisting of DSP and GPP 

microprocessors to implement radio functions [12]. The basic diagram shows in figure 

1.1. Definition of SDR is given as [13]: 

 

         “Software defined radio is a radio transmitter or receiver utilizing a technology 

which acknowledge the RF operating parameters along with modulation scheme, 

frequency ranges, and output power to be set or modified by software, eliminating 

difference to operating parameters which appear during the usual pre-installed and 

prearranged operation of a radio according to a setup requirement or standard.” 

 

 



 

 

 

Figure 1.1 Block diagram of Software Defined Radio 

 

 

1.2.1Artificial Intelligence (AI) Technology 

The heart of a CR is artificial intelligence which has the capability to improve 

performance through sensing, learning and optimization. The process of learning is 

described as the process of acquiring information based on the recognized impact upon 

applying the action. Different AI techniques used in CR networks (e.g. based on Hidden 

Markov model, reinforcement learning, neural network, or genetic algorithm) [14][15]. 

 

 

Figure 1.2 Block diagram of Cognitive Radio 

 

 

1.2.2 Open System Interconnection Reference Model with SDR 

 Another and considerably different view of the Software Defined Radio [13]-[15] is 

in terms of usual Open System Interconnection (OSI) Reference model of a wireless 



 

communication system, the SDR mainly consist of the two lowest layers and parts of 

network layer as shown in figure 1.3 This figure shows that bottom two layers and the half 

of the network layer are implemented in SDR. It is very clear that SDR is a reconfigurable 

radio technology, not the applications that are implemented on the radio, which is based 

upon the OSI reference model [16]-[18]. SDR is key enabling technology for flexible 

radio systems like multi-band, multi-standard, multi-service, reconfigurable and 

reprogrammable by software. SDR is core technique for DSA which enables 

reconfigurations of radio characteristics. However, an SDR [13] can reconfigure itself 

only on demand, it is not capable of reconfiguring itself into the most effective from 

without its user even knowing it. 

 



 

 

 

Figure 1.3 OSI Reference Model in regards with SDR 

 

 

1.2.3 Pros 

 Configure itself automatically 



 

 Reduced component cost because hardware specific component replaced by DSP and 

FPGA. 

 Allows for multiple types of radio modulation schemes internal to single systems. 

 Flexibility 

 Increases system efficiency 

 Open architecture allows multiple vendors 

 Condensed parts stock 

 

 

1.2.4 Cons 

 Security 

 Overall cost 

 Ideal SDR design employs non-existing technology 

 Longer development time 

 Power consumption  

 Software reliability 

 Technology implications 

 

 

1.2.5 Applications 

 Public safety 

 Commercial  

 Military 

 Amateur and home use 

 Better performance 

 Full connectivity 

 

Table 1.1 Comparative Studies of Conventional Radio, Software Defined 

Radio,   and Cognitive radio 

 

Types of 

communication 

devices 

Application Design 

 

Upgrade cycle 



 

 

Conventional 

Radio 

Supports fixed number 

of systems. 

May hold multiple 

service, but chosen at 

the time of design. 

Reconfigurability 

determined at the 

moment of design. 

Traditional RF design. 

Traditional Baseband 

design. 

Cannot be made 

“future proof”. 

Typically radios are 

not upgradeable. 

Software 

Defined Radio 

Dynamically support 

multiple variable 

systems, protocols. 

Interface with diverse 

systems 

Provide a broad range 

of services with 

changeable QoS. 

Conventional Radio + 

Software Architecture 

Reconfigurability 

Provisions for easy 

upgrades 

Ideally software radios 

could be “future proof” 

Many different 

external upgrade 

mechanisms 

Over-the-Air(OTA) 

Cognitive Radio 

Can create new 

waveforms on its own 

Can negotiate new 

interfaces 

SDR + Intelligence 

Awareness Learning 

Observations 

SDR upgrade 

mechanisms 

Internal upgrades 

Collaborative upgrades 

 

 

 

 

 

 

 

1.3 Cognitive Cycle 

J. Mitola’s Cognitive Radio [4][5] was an essential extension of SDR. A cognitive 

cycle may interact with the environment is illustrated in fig. 1.4. Joseph Mitola epitomized 

the dominant functions to readjust the transmission parameters in varying environment 

through a Cognitive Cycle. The six stages of cognition cycle explained as follows: 

 

Observe 



 

The radio receives information about its operating environment (outside world) through 

direct observation or through signaling. 

 

Orient 

Information which is observed, the radio considers determining its importance and 

relevance. 

 

Plan 

Based on this oriented information, the radio determines its alternatives (plan) for resource 

optimization 

 

Decide 

Chose an alternative in a way that presumably would improve the judgment including the 

contemporary action. 

 

Act 

Assuming waveform change was necessary, the radio then implements the substitute (act) 

by adapting its resources and performing the convenient signaling. These modifications 

are then communicated to the outside world in the interference profile represented by CR. 

 

 

 

Learn 

The cognitive radio then utilizes these observations and decisions to improve the 

operation of the radio (learn), possibly by creating new modeling states, generating new 

alternatives, or designing new judgments. 

 

 



 

 

 

Figure 1.4 Joseph Mitola’s cognitive cycle 

 

           Though Simon Haykin agreed with Joseph Mitola’s description about CR and he 

determined his cognition cycle for Opportunistic Spectrum Access (OSA). OSA is an 

extensible approach to measure spectrum where users can actively search for unutilized 

spectrum (white spaces or holes or spectrum holes) in licensed band and conveying 

information utilizing these white spaces.  

 

         Opportunistic Spectrum Access is maintained by Federal Communication 

Commission (FCC) [1]-[3] and European Communication (EC) [8][9]. Cognitive Radio is 

unlicensed user, also called secondary user, coincide with licensed user (that is primary 

user) to operate over given frequency bands. The spectrum is perpetually sensed by the 

CR and detects its “spectrum holes” for opportunistic conversations termed opportunistic 

communications. The main disputes to expand an opportunistic cognitive radio network 



 

are how to construct an efficient ant adaptive channel access scheme which helps dynamic 

channel selection. Simon Haykin described [6] six important features of cognitive radio 

which is given as: 

 

 Awareness 

 Intelligence 

 Learning 

 Adaptability 

 Reliability 

 Efficiency 

 

    This combination of capabilities is achievable today with the help of machine 

learning, computer software and hardware, splendid achievements of digital signal 

processing and networking. Another capability of CR is reconfigurability which is 

contributed by SDR. In Haykin’s cognition cycle [6], CR mainly subsist two components 

which is environment awareness (radio-scene analysis and channel estimation) and 

adaptability (transmit power control and dynamic spectrum management). The cognitive 

process begins with the static sensitivity of RF stimuli and terminates with the action. 

Haykin defined three cognitive tasks: 

 

1) Radio-scene analysis, which contains the pursuing terms: 

 Detection of spectrum holes, and 

 Estimation of interference temperature of the radio environment. 

2) Channel identification, which contains the pursuing terms: 

 Prediction of channel capacity for use by the secondary transmitter; 

 Estimation of channel-state information (CSI). 

3) Transmit-power control and spectrum management. 

 

       In fig 1.5, task 1) and task 2) are formed in the receiver, and task 3) is formed in 

the transmitter. The interference temperature is a limit set at communication system’s 

receiver that contributes an exact amount for the sufficient level of radio frequency 

interference in the frequency spectrum of interest; any transmission in that spectrum is 

deliberate to be “harmful” if it would raise the noise part above the interference-

temperature limit.  



 

 

             Thus, secondary user can utilize the frequency spectrum of primary user until CR 

transmission does not pass over the interference-temperature limit set at primary receiver. 

The cognition also involves languages and communication. The CR languages include a 

set of signs and symbols that grants different internal components of the radio to 

communicate with each other. The task of learning language is discussed in Joseph 

Mitola’s Ph.D dissertation [4][5]. 

 

 

 

Figure 1.5 Simon Haykin’s Cognition cycle 

 

          By this concise summary [6], it is perceptible that the cognitive part in the 

transmitter should work in synchronization with the cognitive part in the receiver. To 

prolong this synchronization between the CR transmitters and receiver at all times, we 



 

require a feedback channel which unite the receiver to the transmitter. During this 

feedback channel, the receiver is making possible to transfer the information on the 

presence of the channel to the transmitter [19][20].  

  

            The cognitive radio is, consequently, by requirement, a paradigm of a feedback 

communication system [16]-[18]. Spectrum can shared with primary user in two ways that 

is, if user may directly select a spectrum hole and make its cognitive cycle over that hole. 

Another way is that the secondary user may construct its cognitive cycle over a spectrum 

band which is presently utilized by primary user with such a transmit power that 

interference temperature limit at primary receiver does not exceed [7][19][20]. This 

spectrum management [21] and transmit-power control should be completed in most 

efficient and secure way as possible. 

 

 

1.4 Cognitive Radio Capabilities 

As a part of earlier analysis it is to be demonstrated that CR needs at least the 

subsequent capabilities [22]: 

 

Flexibility and agility: It is the capability to modify the waveform and other radio 

operational parameters build upon environment circumstances. When CR is built on top of 

software defined radios then full flexibility becomes possible. One more essential 

requirement to accomplish flexibility [4] is the ability to reconfigure. 

 

 Sensing: The capability to monitor and determine the environment circumstance, 

including spectral occupancy. Sensing is essential if the device have to modify its 

operation based on its existing information of RF environment. 

 

 Learning and adaptability: The capability to evaluate sensing information, to 

distinguish patterns, and modify internal operational behavior based on the analysis of a 

latest condition, not only based on the precoded algorithms but also on a result of a 

learning mechanism. 

 

Reconfigurability: This approach mentioned to program the radio dynamically without 

creating any alteration to its hardware section. CR is a software defined radio and not 



 

hardware based so it has the capability to toggle between distinct wireless protocols along 

with support to number of applications. This approach provides the reconfigurability 

[5][6] to the CR. Through this it can simply toggle between frequencies, modify 

modulation schemes and observe power levels without disturbing any of the hardware 

provided. 

 

 

1.5 Cognitive Radio’s Key Benefits 

    Cognitive Radio recommends optimal diversity in modulation scheme, frequency, 

power, coding, space, time, polarization etc. which show the way to [7][18][22]: 

 

 Improved Quality of Service (QoS): Suitability, accessibility and consistency of 

wireless services will get better from the user’s point of view. 

 

 Spectrum Efficiency: It allows future requirement for spectrum to get together. It 

is the essential purpose of employing CR.  

 

 Graceful Degradation of Services: When there is no idealistic scenario; a refined 

degradation of service is offered, as conflicting to the fewer desirable total and unexpected 

loss of service. This is very important feature of CR which provides services to the users 

particularly while they are highly mobile.  

 

 Higher Bandwidth Services: Requirement of MBMS is continuously on the 

climb which will be assisted by the execution of CR. 

 

 Commercial Exploitation: CR encourages spectrum liberalization. A business 

case may occur for flattering a spectrum broker, by which a third party handles the deal 

among provider and demander and collects a commission. 

 

 Future-Proofed Product: A cognitive radio is capable to modify to services, 

protocols, modulation, spectrum etc. without required for a user and/or producer to 

promote a new device. 

 



 

 Benefits to the Service Provider: Further clients in the market and/or raised 

information transfer rates to accessible customers. Additional players are able to arrive in 

the market. 

 

 Flexible Regulation: Regulation may perhaps be changed relatively fast and when 

essential, easing the load on regulators by utilizing a form of policy database. 

 

 Benefits to the Licensee: Cognitive Radio can cover the way for spectrum 

trading, where licenses would be permitted to lease a part of their spectrum rights to third 

parties on a temporal, spatial or further suitable basis to regain some of the expenditure of 

24 hour per day license plus even build cash [23]. 

 

 Emergency Service Communications: Combined operations during key events 

would advantage greatly as coastguard, ambulance, fire and police force might be 

connected mutually in one radio with each radio user sensing the spectrum being utilized 

through the further parties and reconstructing itself. 

 

 Common Hardware Platform: Manufacturers will benefit from it because they 

no longer require to built numerous hardware variants, instead utilizing a single general 

platform to lope a broad range of software. This feature also supports in fast service 

deployment. 

 

 

 

 

 



 

 

 

Figure 1.6 Protocol stack for XG networks 

 

 

1.6 Cognitive Radio Architecture for Next Generation (XG) 

Communication System  

          Defense Advanced Research Projects Agency (DARPA) [8] commenced the NeXt 

Generation (XG) program for efficient utilization of the spectrum. Here, key idea is to 

utilize the dynamic spectrum access mechanism through CR for XG networks. In such a 

network, a CR user should be capable to sense spectrum availability and also detect the 

presence of licensed users in a target frequency band; so that it is able to use the frequency 

spectrum when the licensed users are not present [23][24]. 

        These functions are referred to as spectrum sensing, spectrum management, spectrum 

sharing, and spectrum mobility [25]. The positions of these functionalities in the XG 

network protocol stack are shown in figure 1.6. 

 

 



 

 

 

Figure 1.7 XG network architecture 

 

         The general architecture of an XG network is shown in fig 1.7. In this XG 

communication system architecture, there are two foremost groups of wireless systems, 

that is, licensed system and unlicensed system. In a licensed system, wireless connections 

for the licensed users are provided by the base station or access point. The unlicensed 

system may have infrastructure or ad-hoc [23]. For infrastructure based unlicensed 

system, a XG base station is used to manage the spectrum access by the XG users. Such a 

base station may connect to a spectrum broker for synchronization with other XG 

networks in order to support coexistence. 

          Spectrum broker owns a part of spectrum and distributes dynamic spectrum 

subleases to contending base stations in the area according to the demands. In case of ad-

hoc XG communication mode, an XG network gateway can be used to connect the 

unlicensed system to the licensed system. Ian F. Akyildiz provides detailed survey on the 

related works in XG networks.  

 

         There are several cognitive radio systems which are based on the XG network 

architecture as follows: 

 CORVUS 

 DIMSUMnet 

 DRiVE/OverDRiVE 



 

 OCRA network 

 

 

1.7 Potential Application of Cognitive Radio 

    The Cognitive Radio theory can be related to a variety of wireless system states, 

some of these briefly described as [22]-[25]: 

 

Emergency Network 

The concept of cognitive radio is utilized for public safety and emergency network to offer 

secure and flexible wireless communication. For e.g., the standard communication 

infrastructure may perhaps not be accessible in disaster situation, for that reason an 

emergency network may be required for disaster recovery. To enable wireless 

transmission and reception in excess of a wide range of the radio spectrum, CR network 

concept is used in such type of networks. 

 

Wireless eHealth Services  

There are many types of wireless technologies which are accepted in healthcare services 

to recover efficiency of the healthcare and patient care management. Though, utilizing 

wireless communication devices in healthcare application is restrained by Electromagnetic 

Interference (EMI) and Electromagnetic Compatibility (EMC) necessities. Since the 

medical equipment and bio signal sensors are sensitive to EMI, the transmit power of the 

wireless devices has to be carefully controlled. In addition, distinct biomedical devices 

(for e.g. monitoring devices, diagnostic and surgical equipment) are used for RF 

transmission. To avoid interference among each other, spectrum usage of these devices 

has chosen carefully. The CR concept is applied in this case. For e.g., various medical 

sensors are designed to manage in the ISM (industrial, scientific, and medical) band, 

which can utilize the CR concept to select the suitable transmission band to avoid 

interference. 

 

Military Networks 

The wireless communication parameters can be dynamically adapted based on the time 

and location as well as the mission of the soldiers with CR. For example, if some 

frequencies are jammed or noisy, the CR transceiver can search for and access alternative 

frequency bands for communication. In addition, location-aware CR can control the 



 

transmitted waveform in a particular region to avoid interference to the high priority 

military communication systems. 

 

Coexisting of Different Wireless Technologies 

IEEE 802.22 based WRAN [26] is developed to reuse the radio spectrum allocated to 

other wireless services for example T.V. services. To provide coexistence among these 

distinct technologies and wireless services, cognitive radio is a solution. For example, 

WRAN users can opportunistically utilize the TV band when there is no TV user nearby 

or when a TV station is not broadcasting. Spectrum management and Spectrum sensing 

will be essential components for IEEE 802.22 standard-based WRAN technology to avoid 

interference to TV users and to maximize throughput for WRAN users. 

 

Intelligent transportation system (ITS) 

ITS will increasingly use different wireless access technologies to enhance the efficiency 

and safety of transportation by vehicles. There are two types of communication scenarios 

which can arise in an ITS system: Vehicle-to-roadside (V2R) communication and 

Vehicle-to-vehicle (V2V) communication [23].  

 

In V2R communication, information is exchanged between RSU (roadside unit) 

and OBU (onboard unit) in a vehicle.  

 

 In V2V communication, a special form of ad-hoc network, that is, a vehicular ad 

hoc network (VANET) is formed between vehicles to exchange safety-related 

information.  

             

             High mobility of the vehicles and rapid variations in network topologies pose 

significantly challenges to efficient V2R and V2V communications. CR concept can be 

utilized in both RSUs and OBUs so that they can adapt their transmission to cope with the 

rapid variations in the ambient radio frequency environment. With multi-radio capabilities 

at the OBUs, they should be able to adaptively choose the radio to communicate with the 

RSUs. 

 

Next Generation Wireless Networks 



 

 CR is a key technology for next generation heterogeneous wireless networks. CR will 

make intelligence available to both the user-side and provider-side equipments to manage 

the air interface and network efficiently [24].  

 

            At the user-side, a mobile device with multiple air interfaces (e.g. Wifi, Wimax, 

cellular) can observe the status of the wireless access networks (e.g. transmission quality, 

throughput, delay, and congestion) and make a decision on selecting the access network to 

connect with.  

 

            At the provider-side, radio resource from multiple networks can be optimized for 

the given set of mobile users and their requirements. Based on the mobility and traffic 

pattern of the users, efficient load balancing mechanism can be implemented at the service 

provider’s infrastructure to distribute the traffic load among multiple available networks to 

reduce network congestion. 

 

 

1.8 Problem statement 

There are four main aspects in cognitive radio: spectrum sensing, spectrum 

management, spectrum sharing and spectrum mobility in cognitive radio [25]. Most of the 

research is focused on the aspects of spectrum sensing, spectrum management and 

spectrum mobility. 

 

            This thesis emphasizes on the non-cooperative spectrum sensing in cognitive 

radio. The matched filter technique of non-cooperative spectrum sensing has the fastest 

sensing time but experiences low frequency offset tolerance in very low SNR 

environments. Zhang Zhang et. al. [27] used novel hybrid structure of matched filter for 

IEEE 802.22 to overcome the frequency offset and maintain the fast sensing time of 

matched filter. But hybrid matched filter results in coarse detection which renders it 

useless in multipath fading profile of wireless channel.  

 

 

1.9 Thesis Layout                

 

Chapter 1 – Introduction  



 

The history of cognitive radio, right from the time when the term was coined to the 

present day is looked into and potential application of CR, thesis layout is discussed 

systematically. 

 

Chapter 2 – Cognitive Radio –A Review 

In this chapter, dynamic spectrum access and its models, physical architecture of cognitive 

radio and its protocol stack, spectrum hole concept are presented in this section. Functions 

of cognitive radio and WRAN features are discussed thoroughly. 

 

Chapter 3 – Spectrum Sensing in Cognitive Radio  

In this chapter, Spectrum sensing in CR is discussed. Concept of hypotheses model, non-

cooperative sensing and its functions, cooperative spectrum sensing, and interference 

based sensing are explained. This section also presents advantages and disadvantages 

these techniques. 

 

Chapter 4 – Proposed Work and Simulation Results 

In this chapter, hybrid matched filter and single cycle cyclostationary detector are 

discussed. The proposed scheme of combined hybrid matched filter single cycle 

cyclostationary detector is also discussed in this chapter. The simulation results are also 

discussed.  

 

Chapter 5 – Conclusion and Future Work  

The overall conclusion of the thesis and some of the future research areas which can be 

taken up in this field is outlined in this section. 

  



 

CHAPTER 2 

COGNITIVE RADIO-A REVIEW 

           Cognitive radio is emerging technique which is build up on the concept of 

Dynamic Spectrum Access by unlicensed users, conflicting to the existing spectrum 

allocation model of fixed spectrum access. With the conventional approach of assigning 

frequency spectrum to wireless transceivers, it is noticed that few frequency bands are 

highly occupied in some locations, while others are occupied for short period of time in 

other locations. Thus, spectrum opportunities are accomplished. With the help of software 

defined radio, a wireless transceiver can change its parameter according to requirement. 

Dynamic Spectrum Access is used to beget for distinct wireless systems with different 

capabilities and operating behavior. 

 

2.1 Dynamic Spectrum Access (DSA) 

          DSA can be defined [28] as, “A mechanism to adjust the spectrum resource usage 

in a near-real-time manner in response to the changing environment and objective, 

changes of radio state and changes in environment and external constraints”. Figure 2.1 

[28] shows the DSA in cognitive radio. 

 

Figure 2.1 Dynamic Spectrum Access (DSA) 

 

2.2 Dynamic Spectrum Access Models 



 

           DSA models can be categorized in three parts as Exclusive-use model, Shared-use 

model, and common models, [29] which is shown in figure 2.2.  

 

2.2.1 Exclusive-Use Model 

          In exclusive-use model [23], a licensed user can grant permission to the unlicensed 

user for a definite amount of time, to access the specific frequency spectrum. The licensed 

user may not employ allocated spectrum every time and everywhere. Consequently, 

cognitive radio users get the permission to access the spectrum. In this case, cognitive 

radio user is defined as unlicensed user. To achieve better performance, cognitive radio 

user enhances the spectrum management. Exclusive-use model is further classified in 

Long-term exclusive-use model and dynamic exclusive-use model. 

 

Long-term and Dynamic Exclusive-use model 

In Long-term exclusive-use model [24], the spectrum is designated to specific amount of 

time. When spectrum is licensed, the different type of wireless services uses this spectrum 

according their requirement.  

           In flexible-type sub-model, the unlicensed user i.e. cognitive radio user can change 

the type of wireless service. In a fixed-type sub model, the licensed user describes the type 

of wireless service and the limitations for spectrum approaches by the CR user.  

             In Dynamic exclusive-use model, only single user can approach the spectrum at 

any instant of time. 

 

2.2.2 Shared-Use Model 

             In this type of spectrum access model, licensed user and unlicensed user share the 

allocated spectrum. The licensed user is assigned to frequency spectrum which is tactfully 

accessed by the unlicensed users if it is not utilized by the licensed user [23]-[29]. 



 

 

Figure 2.2 Dynamic Spectrum Access models 

 

             In Shared-use model, unlicensed user can access the spectrum in two ways i.e. 

spectrum overlay and spectrum underlay which is used for opportunistic access of 

spectrum, shown in figure 2.3. 

 

Spectrum Overlay  

This technique has exclusive permission to access the spectrum. If the primary user is not 

utilizing spectrum, the secondary user can access that spectrum opportunistically at 

specific time. Consequently, spectrum sensing is performing by secondary user to 

determine the existence of primary user in that particular band. If spectrum hole is 

accomplished, secondary user may access the frequency spectrum. This technique does 

not necessarily impose any strict restriction on the transmission power by secondary user. 

This technique is used for CR in various wireless technologies like FDMA, TDMA, or 

OFDM. 



 

 

 

Figure 2.3 Spectrum overlay and Spectrum underlay[23] 

 

Spectrum Underlay 

In this technique, secondary user can transmit along with the primary user. The spectrum 

underlay approach restraints the transmission power of secondary user so that they operate 

below the interference limit of primary user. Spectrum underlay technique used for CR in 

distinct technology like CDMA and UWB. 

 

2.2.3 Commons Model 

             In this type of model, spectrum is open for access all type of users. This model is 

categorized in three model, which is uncontrolled, cooperative, and private commons-use 

model. [30] These are described as follows: 

 

Uncontrolled- Commons Sub-Model 

In this type of sub-model, only maximal transmit power restraints apply to a secondary 

user. This technique is already used in ISM band (2.4 GHz) and U-NII (5GHz) unlicensed 

band. The secondary user suffers from uncontrolled interference or controlled interference 

because spectrum access is out of control. Uncontrolled interference occurs due to the 



 

outside network devices. Controlled interference occurred due to the neighboring devices 

in the network [30]. 

 

Cooperative Commons Sub-Model 

This type of sub-model ignores the problems of uncontrolled commons sub-model. This 

sub-model technique concedes spectrum as resources which is required to be controlled by 

set of CR. In this case, CR must follow the rules and limitations to access the spectrum. 

To manage these rules and limitations, this management protocol is required.  Some 

objectives of the management protocol are given as: 

 Support advanced and efficient device design, services, and business model. 

 Minimize communication and coordination overheads for spectrum access. 

 Provide flexibility for protocol changes in the future to support new technology. 

 Promote fair spectrum access among the cognitive radio users. 

Private - Commons Sub-Model 

In this type of model, a licensee (spectrum owner) can define a protocol and a technology 

for the CR users to access the spectrum. The spectrum owner may give a command to the 

CR user [23]-[31]. This command may possibly include the transmission parameter (that 

is frequency band, transmit power, and time) to be utilized by CR user. Instead, a CR user 

may opportunistically sense and connect the spectrum without disturbing the licensee. 

 

2.3 Physical Architecture of Cognitive Radio 

              In general, the cognitive radio physical architecture utilizes a transceiver which 

contains a RF front end and a baseband signal processing entity which executes 

modulation/demodulation [7][23] and encoding/decoding tasks.  



 

 

Figure 2.4 RF front end of Cognitive radio 

 

 

In figure 2.4 the RF frontend is being shown which consists following parts: 

 RF Filter: This is a band-pass filter which decides on the frequency band of 

interest.  

 Low Noise Amplifier (LNA): This is employed for amplifying the preferred signal 

and more over for suppressing the noise part. 

 Mixer: This is employed for converting the frequency to Intermediate Frequency 

(IF) in order to make possible further processing.  

 Voltage Controlled Oscillator (VCO): It develops the signal through specific 

frequency essential for mixing. 

 Phase Locked Loop (PLL): Assure that frequency is fixed and does not change 

with time. 

 Channel Selection Filter: Works as channel selector and rejecter filter. It chooses 

the desired frequency bands and dismisses the adjacent bands. 

 Automatic Gain Control (AGC): It maintains the output power level literally 

constant above a large range of input signal. 



 

 A/D Converter: Signal is converted in analog form to digital information. Hence, 

signal can be measured by the baseband processing unit. 

 

2.4 Cognitive Radio Protocol Stack 

            Figure 2.5 shows the architecture of cognitive radio protocol stack. The RF front-

end of CR is situated on the SDR transceiver in the physical layer. The adaptive protocols 

in Medium Access Control (MAC) layer, network layer, transport layer, and application 

layer must be alert to the distinctions in the CR environment [23].  

              

             The traffic actions of the primary user, secondary users transmission requirement, 

and differences in channel quality, etc. are considered by the adaptive protocols. To 

connect all modules, a CR control is utilized to establish interfaces along with the adaptive 

protocols, SDR and wireless applications and services.  

               This CR module employs intelligent algorithm for the progression of the 

deliberate signal from the physical layer, and obtain information on transmission 

necessities from the applications to manage the protocol parameters in the distinct layers 

[32].  

 

 



 

Figure 2.5 Cognitive Radio Protocol Stack 

 

2.5 Spectrum Hole Concept 

             Cognitive radio is a new paradigm wireless communication systems which aims 

to enhance the utilization of the radio frequency (RF) spectrum. The motivation behind 

cognitive radio is the scarcity of the available frequency spectrum, increasing demand, 

caused by the emerging wireless applications for mobile users [33]. Most of the available 

spectrum has already been allocated to existing wireless applications. Some frequency 

bands are heavily used by licensed user in particular locations and at particular time, but 

that there are also many frequency bands which are only partly occupied or scarcely 

occupied.  

  

              The right to access the spectrum (or license) is generally defined by frequency, 

space, transmit power, spectrum owner (or licensee), type of use, and the duration of 

license. Normally, a license is assigned to one licensee, and the use of spectrum by this 

licensee must conform to the specification in the license (e.g. maximum transmit power, 

location of base station) [23][31]-[33]. In the current spectrum licensing scheme, the 

license cannot change the type of use or transfer the right to other licensee. This limits the 

use of the frequency spectrum and results in low utilization of the frequency spectrum. 

Essentially, due to the current static spectrum licensing scheme, spectrum holes [34] or 

spectrum opportunities arise which is shown in figure 2.6 [31]. Spectrum holes are defined 

as frequency bands which are allocated to, but in some locations and at sometimes not 

employed by, primary users, and, hence, might be accessed by secondary users. 

 



 

 

Figure 2.6 Spectrum Hole (White spaces) 

In provisions of occupancy, sub bands of the radio spectrum could be classified as 

follows: 

 White spaces: These are open for RF interferers, excluding for noise due to natural 

and/or artificial sources. 

 Gray spaces: These types of spaces are partially engaged by interferers as well as 

noise.  

 Black spaces: These types of spaces are fully occupied by the RF interferers due to 

the mutual occurrence of communication and probably interfering signals plus 

noise. 

 

2.5.1 Limitations in Spectrum Access 

            The limitations in spectrum access due to the static spectrum licensing scheme can 

summarized [23][24][35] as follows: 

 Fixed type of spectrum usage: In the current spectrum licensing scheme, the type 

of spectrum cannot be changed. For example, a TV band which is allocated to National 

Television System Committee (NTSC) - based analog TV cannot be used by digital TV 

broadcast or broadband wireless access technologies. However, this TV band could 

remain largely unused in many locations due to cable TV systems. 



 

 Large chunk of licensed spectrum: A wireless service provider is generally 

licensed with a large chunk of radio spectrum (e.g. 50MHz). For a service provider, it may 

not be possible to obtain license for a small spectrum band to use in certain area for a 

short period of time to meet a temporary peak traffic load. For example, a CDMA2000 

cellular service provider may require a spectrum with bandwidth of 1.25 MHz or 3.75 

MHz to provide temporary wireless access service in a hotspot area. 

 Licensed for a large region: When a spectrum is licensed, it is usually allocated to 

a particular user or wireless service provider in a large region. However, the wireless 

service provider may use the spectrum only in areas with a good number of subscribers, to 

gain the highest return on investment. Consequently, the allocated frequency spectrum 

remains unused in other areas, and other users or service providers are prohibited from 

accessing this spectrum. 

 Prohibit spectrum access by unlicensed users: In the current spectrum licensing 

scheme, only a licensed user can access the corresponding radio spectrum and unlicensed 

users are prohibited from accessing the spectrum even though it is unoccupied by the 

licensed users. For example, in a cellular system, there could be areas in a cell without any 

users. In such a case, unlicensed users with short-range wireless communications would 

not be able to access the spectrum, even though their transmission would not be able to 

access the spectrum, their transmission would not interfere with cellular users. 

 

2.6 Functions of Cognitive Radio 

             The architecture of CR network varies tremendously depending on the preferred 

applications [36]. CR network can be centralized wherever a central node synchronizes 

spectrum sensing, allocation and management of every serviced node, shows in figure 

2.7(a) [37]. Moreover, nodes in a distributed CR network correspond to each other in an 

ad-hoc manner to synchronize CR tasks which is show in figure 2.7(b) [37]. In general, a 

centralized CR network simplifies the communication and computation load of every end 

node, although necessitates more infrastructure and costs. However, distributed network is 

more structurally flexible and requires little infrastructure at the expense of increased 

complexity [37].  

 



 

 

(a) Centralized                                                     (b) Distributed 

Figure 2.7 Centralized and Distributed cognitive radio network 

Centralized: CR users communicate through the central node. 

Distributed: CR users communicate directly with each other and converge to a unified 

decision on the presence or absence of primary users. 

            Apart from architecture, CR must be flexible in detecting variations in primary 

user (PU) activities; hence the cognitive tasks must be performed periodically. 

Communally, cognition cycle ensures the integrity of CR network and protection of 

primary user actions. The cognition cycle is already discussed in chapter 1 which focused 

on the spectrum sensing and cognitive intelligence feature of CR. Although cognitive 

tasks may fluctuate between application and implementations, the main functions which 

consist of cognitive cycle: spectrum sensing, spectrum analysis, spectrum decision, and 

spectrum mobility. 

 

 

 

2.6.1 Spectrum Sensing 

              The main object of spectrum sensing is to establish the status of the spectrum and 

the commotion of the licensed users by infrequently sensing the objective frequency band. 



 

The CR transceiver identifies an unutilized spectrum or white space [28] and as well 

determines the transmit power and access duration without interfering with the 

transmission of licensed user. Sensing can be performed in-band or out-of-band. In-band 

sensing is used to detect primary user on the spectral channel currently used by the 

secondary user. Out-of-band sensing is used to recognize additional probable spectrum 

spaces besides the channel currently in use. Out-of-band sensing is advantageous in 

locating possible back-up channels in case in-band sensing failed, or assisting alternative 

secondary user in detecting a usable channel. Parallel search senses multiple channels 

unitedly while sequential search senses single channels iteratively. Spectrum sensing is 

the main focus of this research; therefore an in-depth review will be presented in the 

following chapter. Once white spaces are detected, the secondary users go into next task 

of spectrum analysis [35]-[38]. 

 

2.6.2 Spectrum Analysis 

              The information acquired from the spectrum sensing task is utilized to schedule 

and plan spectrum access by the SU. It depends on the transmission, spectrum frequency, 

and propagation characteristics of certain channels may be unable to support the desired 

operation, like unsatisfactory QoS, insufficient coverage, etc. In spectrum analysis [23]-

[25], information from spectrum sensing is analyzed to gain knowledge about the 

spectrum holes. Afterward, a decision to access the spectrum is made by optimizing the 

system performance given the desired constraints and objectives. 

 

 

 

2.6.3 Spectrum Access 

            This function decides on which spectrum space to continue communication and 

will influence all nodes within the secondary user network. The decision may initiate the 

nodes to stay behind the current channel if primary user is not detected, or immediately 

shuffle to the subsequently backup channel if primary user is present. If the secondary 

user network is changing to a distinct channel, then each secondary user nodes must 



 

distinguish which channel to modify [37]. Spectrum access is performed based on 

cognitive medium access control (MAC) protocol, which intends to avoid collision with 

primary users and moreover with other secondary users. The CR transmitter is also 

required to perform negotiation with the CR receiver to synchronize the transmission so 

that transmitted data can be received successfully. A cognitive MAC protocol could be 

based on a fixed allocation MAC (e.g. FDMA, TDMA, CDMA) or a random access MAC 

(e.g. ALOHA, CSMA/CA). 

 

2.6.4 Spectrum Mobility 

            This is a function which is related to the change of operating frequency band of 

secondary users. When PU initiates the accessing of a radio channel which is currently 

being utilized by SU, the SU can change to a spectrum band which is idle. This operating 

frequency change is referred to as spectrum handoff.  

              These protocol constraints at the distinct layers in protocol stacks have to be 

familiar to equivalent the latest functioning frequency band throughout spectrum handoff. 

These conditions have to try to make sure that the data transmission by the secondary user 

can continue in the new spectrum band. While CR is moderately new conception, there are 

already various applications proposed to implement DSA. The subsequent sections will 

briefly evaluate some applications of CR, in particular the draft standard IEEE 802.22 

WRAN, and applications for a cellular network scenario. 

 

2.7 IEEE 802.22 Wireless Regional Area Network (WRAN) 

               WRAN is a standard in development by IEEE working group 802.22. The 

objective of the WRAN is to deliver wireless broadband to rural area utilizing a DSA 

model on spectrum allocated for TV broadcast [26][31]. WRAN implements a centralized 

infrastructure, where multiple customer premise equipment (CPE) is serviced by a single 

base station (BS), and BS communicate with each other through infrastructure [39]. The 

proposed network architecture of WRAN is illustrated in figure 2.8 [39]. 

 



 

 

Figure 2.8 Network Architecture of WRAN 

 

Various cognitive functions are included in WRAN to protect primary user and ensure 

efficient spectrum utilization. Both CPE and BS have geolocation capabilities and BS 

maintains the locations of all associated CPE. The incumbent user database is dynamically 

updated and contains information of protected PU operation in surrounding areas, like 

protection contour, transmission power limit etc. This information is utilized to 

supplement spectrum sensing capabilities. The BS schedules quiet periods for 

synchronized sensing to ensure sensing results are not corrupted by other secondary user 

transmission. Both CPE and BS perform spectrum sensing, while CPE return sensing 

information back to BS for central decision. The sensing detector is not specified by the 

standard, but spectrum sensing must be performed in the current operating spectrum as 

well as identifying possible backup spectra. A newly projected IEEE802.22 WRAN is 

typically targeted at remote and rural areas, its coverage range is almost <100 km. A 

comparison among different IEEE802.11 standards is given in figure 2.9 [40]. 

 



 

 

Figure 2.9 IEEE 802.22 WRAN classifications as compared to other popular wireless standards 

 

 

 

Table 2.1 Physical Layer Parameters for IEEE 802.22 (WRAN) 

Parameters  Specifications 

Data Rate 4.54 – 22.69 Mbps 

Frequency Range 54-862 MHz 

Spectral Efficiency 0.76- 3.78 bits/s 

Channel Bandwidth 6-8 MHz 

Multiple Access OFDMA 

Payload Modulation 16-QAM, 64 QAM, QPSK 

Coding Block Conventional Code 



 

FFT size 2048 

Duplex TDD 

Cyclic Prefix Mode 1/4, 1/8,1/16,1/32 

 

 

2.7.1 Transmitter and Receiver Description 

             The significant functional components of transmitter section of WRAN can be 

explained. The coding scheme consists of scrambler, Forward Error Correction (FEC), bit-

interleaving and modulation or constellation mapping. Bit-interleaver arranges the data in 

a non-contiguous manner and thus helps in increasing the performance by reducing the 

error.  

There are 3 different modulation schemes 

 Distance (D) < 15 km - 64 QAM  

 D≥ 15 km and D<22 km – 16 QAM  

 D ≥ 22 km – QPSK  

           Thus, it can be seen that the modulation schemes are adaptive with respect to the 

distance of communication. Depending on the modulation scheme used the total 

bandwidth is sub-divided into carriers with each point of the constellation being mapped 

into a single sub-carrier. Pilot Inserter and Preamble Inserter are used for synchronization 

purposes. They further aid in channel estimation. The serial bits are converted to parallel 

so that Inverse Fast Fourier Transform (IFFT) can be performed on it [2][26][40].  

 



 

 

Figure 2.10 Transmitter section of WRAN 

 

 

Figure 2.11 Receiver section of WRAN 

 



 

            After performing IFFT the bits are gain converted to serial form and cyclic prefix 

is added to it. Cyclic prefix helps to prevent ISI caused by the channel delay spread. The 

OFDM symbol is extended by the cyclic prefix that contains the same waveform as the 

ending part of the symbol. The bits are then converted to analog domain to facilitate 

transmission. The Transmitter and receiver section is shown in the figure 2.10 and figure 

2.11, respectively [40]. The Receiver part is just the reverse of the transmission part and 

each unit does the opposite function performed by it in the transmission part. 

  



 

CHAPTER 3 

Spectrum Sensing in Cognitive Radio 

          While spectrum sensing technique is barely a single module of CR, it is already a 

broad field to explore with much intricacy and countless research problems. This chapter 

appraises aspects of spectrum sensing technique to offer greater knowledge in the 

operation, applications, difficulties and challenges related to this issue to support the 

argument of the remaining thesis. The review includes topics such spectrum sensing, types 

of spectrum sensing, and brief review of non-cooperative spectrum sensing. In Cognitive 

Radio networks, the major task of signal processing is spectrum sensing for detecting the 

unemployed spectrum as well as sharing it with no damaging interference to further users. 

One important requirement in cognitive radio network is sensing spectrum holes reliably 

and efficiently.  

             Spectrum sensing technique [35][36] can be classified into three categories. First, 

cognitive radios must be capable of determining the condition of a signal from a primary 

transmitter which is nearby there in a fixed spectrum. Some approaches are utilized for 

transmitter detection, like energy detection, match filter detection, Cyclostationary feature 

detection, and wavelet detection. Second, collaborative detection indicates the methods of 

spectrum sensing where information from various CR users is subjugated for primary user 

detection. Third, the sensing devices can be separated from the secondary users and can be 

deployed into the cognitive network by the cognitive radio service provider.  

              By doing this, the cost of the secondary user devices can be reduced and hidden 

terminal problem/exposed terminal problem can be moderated. Figure 3.1 shows the 

spectrums sensing techniques and their parts. 

 



 

 

Figure 3.1 Different types of spectrum sensing in the physical layer 

 

3.1 Concept of Two Hypotheses (Analytical Model) 

            Non-cooperative spectrum sensing (transmitter detection) is utilized by secondary 

(unlicensed) user to distinguish the transmitted signal from a primary (licensed) user by 

employing local assessments and local scrutiny. Spectrum sensing can be reduced to an 

identification problem, designed as Hypothesis test [37]. The model for signal detection at 

time t  can be illustrated as: 

                                                 ( ) ( )x t n t   ,                     0H                                      (3.1) 

                                                 ( ) ( ) ( )x t h s t n t    ,       1H                                       (3.2)  

Where, ( )x t is received signal of secondary user. 

( )s t  is the transmitted signal of the primary users. 

( )n t  is the additive white Gaussian noise (AWGN). 



 

h is the channel gain. 

             Here, 0H  and 1H is defined as Hypothesis. 0H  Hypotheses indicate absence of the 

primary user and that the frequency band of interest simply has noise while 1H Hypothesis 

points towards presence of primary user with noise. Therefore, the two state hypotheses of 

important cases are: 

 1H  Hypotheses brings out to be TRUE in case of presence of primary user, namely, 

1 1( )P H H is identified as Probability of Detection ( dP ). 

 0H  Hypotheses brings out to be TRUE in case of presence of primary user, namely, 

0 1( )P H H is identified as Probability of Miss-Detection ( mP ). 

 1H  Hypotheses brings out to be TRUE in case of absence of primary user, namely, 

1 0( )P H H is identified as Probability of False Alarm ( fP ). 

               The probability of detection ( dP ) is major concern because it provides the 

probability of properly sensing for the presence of primary users in the desired frequency 

band [37][39]. Probability of miss-detection ( mP ) is just the complement of the detection 

probability. The aim of the sensing techniques is to maximize the detection probability 

and minimize probability of false alarm ( fP ). 

 

 

 

3.2 Non-cooperative Spectrum Sensing Detectors 

              A number of methods have been developed for detecting the presence of primary 

user in a particular frequency band [41]. Several approaches utilized the signal energy or 

various exacting characteristics of the signal to recognize the signal and even its type. 

Some of the most common methods occupied for the spectrum sensing in terms of their 

operation, pros and cons can be acknowledge as [42]: 



 

 

3.2.1 Transmitter Energy Detector 

           The energy detector, also known as radiometry or periodogram based detector is 

the optimal method for spectrum sensing technique when the information from a primary 

user is unavailable [43]. The output signal from a bandpass filter is squared and integrated 

over the observation interval, in energy detection. This detector has elementary analytical 

model, therefore low computational complexity and can be simply employed in either 

software or hardware.  

           Further, this is comprehensive as the detector does not necessitate any information 

regarding primary user that's why the implementation is not very much dependent on 

primary user. There are two prior requirements which are required for energy detection 

operation [44] that is noise should be statistically stationary and noise power (variance) 

known to the detector. Whereas there are circumstances that may nullify these 

assumptions, many authors believe them as a reasonable approach. The energy detector 

has inferior detection performance as compared to other signal detectors and faces 

complexities in detection of spread spectrum signals.  When noise is non-stationary or 

noise-power not identified ideally then energy detector performs very poorly. An energy 

detector is a non-coherent detector. The basic block diagram of energy detector shown in 

figure 3.2 which is as follows: 

 

 

 

 

 

 

Figure 3.2 Principle of Energy Detection 

In figure 3.2, the energy detector has following components: 

 Band-pass filter – It limits the bandwidth of the received signal to the frequency band 

of interest. 
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 Square Law Device – It is used to square every term of the received signal. 

 Summation Device – Add all the squared values to compute the energy. 

            

           Here, a threshold value [45] is required for comparison of the energy initiate by the 

detector. If energy is greater than threshold value then it points out the presence of 

primary user. The energy is calculate as 

                                                     

2

0

( )
N

n

E x n



                                                  (3.3) 

Now, the energy is compared to a threshold for checking which hypotheses turn out to be 

true. 

                                                    1E H 
                                                  (3.4) 

                                                   0E H                                                     (3.5) 

An energy detection algorithm was proposed in [46] for a non-fading environment and the 

expressions for probability of false alarm ( fP ) and probability of detection ( dP ) were 

obtained. The output of energy detector is given as test statistic and computed as the total 

energy (or total power) of the received signal which can be performed in either frequency 

domain or time domain in hardware or software. The energy detector performance is 

influenced by signal power, time of detection, and noise power wherever high signal 

power, extended detection time, and small noise power outcomes in enhanced 

performance. The energy detector can get better performance but the cost is increasing 

detection time. The detector output is measured up to a decision threshold to accomplish 

different detection performance reflecting design approaches. Threshold can be chosen to 

minimize decision error (ME) [47]; however such approach needs the accurate noise and 

primary user signal power. There are many techniques to estimate signal and noise power, 

but noise power is more static and can be more exactly estimated, but primary user signal 

strength can change relaying upon distance and transmission characteristics. 

             The threshold utilized in the energy detector relies on the noise variance; therefore 

noise variance errors known as noise uncertainty will result significant performance 

degradation [45][47]. In face of a constant noise uncertainty, energy detector shows an 



 

affect which is known as ‘SNR wall’, by which energy detector cannot detect a primary 

user signal beyond a minimum SNR indifferent on the detection time duration [48]-[50]. 

To solve this issue exact noise estimation algorithm is used that are capable to separate 

primary user signal and noise from the observe signal. 

 

Pros 

 Very simple to implement. 

 No prior knowledge of PU signal’s required. 

Cons 

 Spectrum sensing speed is relatively slow. 

 Threshold for detection is very susceptible to the noise level and in-band interference. 

 Energy detector cannot differentiate modulated signal, noise, and interference. 

 PU and SU cannot be distinguished, while only the primary user’s transmission 

should be protected. 

 Energy detection cannot work for spread spectrum signals. 

 

3.2.2 Matched Filter Detector 

            The Matched Filter technique is very important in communication as it is an 

optimum filtering technique which maximizes the received signal to noise ratio (SNR) for 

measured signal [51]-[55]. Matched filter is generally utilized to detect a signal by 

comparing a known signal, namely, a template with the input signal.  Thus, if the 

information of the signal from a primary user like packet format and modulation scheme 

or order, pulse shaping etc. is known, a matched filter is an optimal detector in stationary 

Gaussian noise.  While a template is utilized for signal detection, a matched filter 

necessitates merely a little amount of time. Though, if this template is not accessible or is 

incorrect, the spectrum sensing performance degrades drastically.  



 

            Matched filter detection is appropriate when the transmission of a primary user has 

preambles, pilot, synchronization words or spreading codes, which can be utilized to 

create the template for spectrum sensing. Due to the coherent nature of matched filter, 

detection can be very fast. But if there are multiple primary users, the secondary users 

have to be equipped with multiple dedicated receivers. The secondary sensing node must 

be synchronized to the primary system and it must be able to demodulate the primary 

signal. The operation performed is equivalent to a correlation. The received signal is 

convolved with the filter response which is the mirrored and time shifted version of a 

reference signal. The matched filter operation shows in figure 3.3 as follows: 

 

 

 

 

 

                              Figure 3.3 Block Diagram of Matched Filter Detection  

 

The operation of matched filter detection is given as: 

                                                 

[ ] [ ] [ ]
k

y n x k h n k




 
                                               (3.6) 

Where, [ ]x n  is the received signal, and  

             [ ]h n is the filter response.  

After this decision is made by hypotheses test, here 0H shows absence of user and 1H

shows presence of primary user. 

Pros  

 Optimal detector as it maximizes the SNR. 
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 The sensing time is low as compared to other detectors but more than waveform 

based detector.  

Cons  

 Requires prior knowledge of the primary user signal.  

 Computational complexity is high as compared to other detectors.  

 Since the requirement is for large number of receivers so different algorithms need to 

be evaluated and thus power consumptions is large.  

 

3.2.3 Cyclostationary Feature Detector 

            Cyclostationary feature detection [56]-[59] is used to detect the cyclostationary 

signatures and features which is exclusive to the primary user. The transmitted signal 

normally has periodic pattern. Basically, this periodic pattern is referred as 

cyclostationarity. In the wide sense, a signal is cyclostationary if the signal statistics such 

as mean and autocorrelation is a periodic pattern. Communication system signals usually 

have provoked cyclostationary features because information data is over and over again 

modulated onto periodic carriers. The basic approach is based on the autocorrelation 

function and the power spectral density. The spectral correlation function has a cyclic 

spectrum with cyclic frequency.  It can work in low SNR.  

            Since, cyclostationary detection is based on cyclic spectral density (CSD), it is 

capable to separate primary user signal from noise due to the fact that white noise has 

little correlation hence its cyclic spectral density is weak. A pattern recognition scheme is 

based on a neural network can be utilized to implement cyclostationary feature detection 

for spectrum sensing. The basic block diagram is shown is figure 3.4 as follows: 
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                     Figure 3.4 Block diagram of Cyclostationary Feature Detection 

 

Pros 

 Robust the noise uncertainties. 

 Performs better than energy detector. 

Cons 

 Requires prior knowledge of primary user. 

 High computational complexity. 

 Long sensing time. 

 

3.2.4 Wavelet based Detector 

          The wavelet detection [60] determines benefits for wideband spectrum sensing 

above the conventional utilization of multiple narrow band filter banks in stipulations of 

implementation cost and flexibility. A change in frequency of a signal results in limits in 

the frequency spectrum. These assets can be extremely useful in detection algorithms. The 

frequency band is sub-divided into a number of sub-bands which is characterizing by its 

own variations in frequency. On these sub-bands, wavelet transform is made to assemble 

the information regarding the irregularities or transitions.  

           Wavelet transform is applied and not conventional Fourier transform as wavelet 

transform gives the information about the exact location of the different frequency 

location and spectral densities. On the other hand Fourier transform is only able to show 

the different frequency components but not the location. The entire frequency range is 

divided into sub-bands. Wavelet transform is applied to each of these sub-bands. The 

spectral densities of all the sub-bands are searched for edges which represent transition 

from empty to occupied band. The presence of an edge indicates the presence of primary 

user in the band. Figure 3.2 shows the wavelet based sensing. 
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Figure 3.5 Principle of Wavelet based sensing 

 

Pros 

 Implementation cost is low as compared to multi-taper based sensing technique. 

 It can easily adapt to dynamic PSD structures.  

Cons 

 In order to characterize the entire bandwidth higher sampling rates may be required.  

 

3.2.5 Waveform based Detector 

            This type of sensing makes use of Preambles, Mid-ambles, pilot carrier and 

spreading sequences. These are added to the signal intentionally as knowledge of such 

patterns help in detection and synchronization purposes. Preambles are set of patterns that 

are sent just before the start of the data sequence whereas mid-ambles are transmitted in 

the middle of the data [60][61]. The more the length of these known patterns, more will be 

the accuracy of the detection. The figure 3.6 highlights the main functional units of the 

detector. The received signal is correlated with the known patterns. The output of the 

correlator is compared with a threshold. In case the received signal is from the primary 

users then it must have the known patterns and thus the correlation will be more than the 

threshold or the case will be opposite in case of noise. 
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Figure 3.6 Waveform Based Sensing 

 

Pros  

 The sensing time required for the waveform based detector is low as compared to 

energy detector.  

 It is more reliable than energy detector.  

 

Cons 

 Higher accuracy requires a longer length of the known sequences which results in 

lower efficiency of the spectrum.  

 

 

 

 

 

 

 

 

Table 3.1 Comparison among Spectrum Sensing Techniques 

 

Spectrum 

Approach 
                 Advantage                  Disadvantage  



 

Energy 

detection 

 No prior information 

required. 

 Low cost. 

 Cannot work in low 

SNR. 

 Cannot distinguish 

primary and other 

secondary users. 

Matched filter 

Detection 

 Optimal performance. 

 Low cost. 

 Prior knowledge of 

primary user signal is 

required. 

Cyclostationary 

Feature 

detection 

 Robust in low SNR 

and interference. 

 Partial information of 

primary user. 

 High computational 

cost. 

Wavelet 

detection 

 Effective for 

wideband signal. 

 Not usable for spread 

Spectrum signals. 

 High computational 

cost. 

 

 

3.3 Cooperative Spectrum Sensing 

            Transmitter detection (non-cooperative detection) techniques depend on the fragile 

signals from the primary transmitters because of inadequacy between primary users and 

secondary users. The unlicensed transmitter cannot always be capable to sense the signal 

from a primary user due to its geological severance and channel fading. In figure 3.7, 

transmitter and receiver of the secondary user cannot reveal the signal from the transmitter 

of primary user because they are out of range. So, this problem is introduced as hidden 

node problem [62].  



 

 

 

Figure 3.7 Hidden Node Problem 

 

           In this scenario, when the transmitter of unlicensed user transmits, it will interfere 

with the receiver of the licensed user. 

            Solution of this hidden node problem in non-cooperative spectrum sensing is 

cooperative sensing. In this type of sensing, information from several secondary users are 

interchanged along with each other to detect the presence of primary user. By utilizing 

cooperative spectrum sensing information the hidden node problem can be resolved and 

the detection probability can be considerably enhanced in a heavily shadowing 

atmosphere. Though, this acquires a larger communication and computation overhead 

compared with non-cooperative sensing. In cooperative sensing, there are two distinct 

networks, namely, a sensor network and an operational network can be organized to 

perform spectrum sensing and spectrum access, respectively [63].  

Pros 

 Plummeting sensitivity requirements 

 Agility improvement 

Cons 

 Limited bandwidth 

 Short timescales 

 Large sensory data 



 

 

Table 3.2 Non-cooperative versus Cooperative Spectrum Sensing 

Sensing 

Method 
Advantages Disadvantages 

Non-

cooperative 

Sensing 

 Computational and 

implementation 

Simplicity. 

 Hidden node 

problem. 

 Multipath and 

shadowing. 

Cooperative 

Sensing 

 Higher accuracy. 

 Reduced sensing time. 

 Shadowing effect and 

hidden node Problems 

can be prevented. 

 Complexity. 

 Traffic overload. 

 The need for a 

control channel. 

 

 

3.4 Interference based Sensing 

          In this type of sensing, algorithm will determine the interference level from all 

sources of signals at the receiver side of the primary user. This information is utilized by 

secondary user to control spectrum access without violating the interference temperature 

limit. On the other hand, secondary user transmitter may monitor the feedback signal from 

the primary user receiver to achieve knowledge on the interference level. 

  



 

CHAPTER 4 

PROPOSED WORK AND SIMULATION RESULTS 

            Now a days, wireless services have arrive a long way since the roll out of the 

voice-centric cellular systems. The requirement for wireless access in voice and high rate 

data multi-media applications has been rising. New generation wireless communication 

systems are aimed at accommodating this demand through better resource management 

and improved transmission technologies. 

 

4.1 Hybrid Matched Filter  

            The hybrid model for matched filter [27] for non cooperative detection for IEEE 

802.22 standard is the combination of orthogonal, parallel, and segmented matched filter. 

The traditional matched filter has benefit of short sensing time over other methods [64]-

[66]. The only flaw of this method is low frequency offset tolerance in IEEE 802.22 

standard. To solve this problem, a combination of orthogonal, parallel and segmented 

matched filter, namely, hybrid matched filter was proposed [27][67]-[69]. The important 

parameter of MFD (Matched Filter Detection) performance is sampling frequency sf . 

The sensing time of MFD is / sN f , where N is total number of samples. The sensing time 

is reduced by over sampling and frequency offset tolerance can be improved.  

              The segmented matched filter [69] is used to reduce frequency offset sensitivity. 

In GPS receiver [70][71], Matched Filters in FIR (Finite Impulse Response) structure are 

transformed to FFT-IFFTs pairs to perform the synchronization function. Each matched 

filter matches an assured residual demodulate offset in parallel matched filter structure. 

This parallel MF structure [66] endures the large frequency offset without rising the 

sensing time but it increases the hardware complexity. To solve this problem segmented 

matched filter (SMF) [67][69] is proposed which is extensively used in GPS system. It can 

tolerate large frequency offset and reduces the hardware structure. The only drawback of 

this method is its sensing time. SMF increases the sensing time very greatly. In 802.22 

standard, spectrum holes utilization decreases with this increasing sensing time. To 

overcome these problems HMF (Hybrid Matched Filter) is proposed [27].  

 



 

 

                            

Figure 4.1 Structure of Hybrid Matched Filter detection 

 

            HMF is the combination of orthogonal, parallel and segmented matched filter 

where each parallel branch is demodulating the received signal at different residual offset 

frequency and consists of several segments. Furthermore, each segment is orthogonal 

matched filter. Therefore instead of performing sequential checks on different residual 

frequencies to identify the correct offset, each parallel branch performs parallel check at 

the same time which enhances the sensing time. If minf  is the minimum frequency offset 

tolerance of a matched filter then the desired frequency offset tolerance TOf  is given by:  

                                                        minTo segf N f                                                      (4.1) 

Where segN  is the number of segments in one parallel branch of HMF. 

           Let N  be the number of samples of a transmitted waveform taken over one period 

during sampling. When the received signal is demodulated to baseband frequency and 

sampled at a certain frequency sf , then the sensing time is given by / sN f . The sampling 

frequency is given by: 

 



 

                                                          s seg sf N N                                                      (4.2) 

Where sN  is the number of samples per segment.  

 

            Thus, increasing the sampling frequency has a twofold benefit. It increases the 

frequency offset tolerance because increasing the sampling frequency leads to increase in 

segN which will increase TOf as can be seen from (4.1). The sensing time can also be 

improved by over sampling at the receiver by increasing the number of samples. Once the 

number of segments is fixed in order to acquire a desired frequency offset tolerance, then 

number of samples can be further increased by increasing the number of samples per 

segment. Thus, as a result of over sampling each segment further consists of certain 

number of samples. Therefore, HMF also results in reduced sensing time in low SNR 

scenarios along with high frequency offset tolerance by deploying different parallel 

branches each working on certain residual offset frequency. 

 

4.2 Single Cycle Cyclostationary Detector 

            Cyclostationary feature detector determines the difference between noise and 

primary user signal by using its periodicity [72]-[74]. The periodicity is ingrained in pulse 

trains, transmitted signals are conjoined with sine wave carriers, spread codes, hopping 

sequences or cyclic prefixes. Autocorrelation function of the transmitted signal shows 

periodicity so these signals are distinguished as Cyclostationary. All of these features are 

identified by considering spectral correlation function. Noise energy can be differentiated 

from transmitted signal energy by using spectral correlation function. Cyclostationary 

feature detector performs better than energy detector in low SNR regions. The 

mathematical preliminary of Single Cycle Cyclostationary detection is based on the 

Gardner’s work, of which full description is given in [75]. Gardner defines single-cycle 

cyclostationary detector in which magnitude-squared autocoherence (MSC) estimation is 

utilized as a metric to differentiate whether the signal is present or not. Thus, probability 

of detection and probability of false alarm is determined in noise-only (absence of primary 

user) scenario. The figure 4.2 shows the single cycle cyclostationary detector.         
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Figure 4.2 Single cycle Cyclostationary Feature Detector 

 

Gardner’s definition of cyclostationarity says that a signal is said to have cyclostationarity 

if the mean value of its second order delay product exhibits periodicity. The mean value of 

second order delay product is also called autocorrelation function. There are two 

approaches towards the cyclostationary analysis of a signal: Stochastic as well as non-

stochastic approach. In this paper, our focus is on stochastic approach where the received 

signal is modeled as a stochastic process having several sample functions [76]-[80]. 

Therefore, the autocorrelation function is given by: 

 

                                                    ( ) [ ( ) ( )]XR X t X t                                            (4.3) 

 

Where, [ ] 
 

is the expected value operator which is the mean value equivalent in 

probability space theory. Furthermore, ( )X t and ( )X t  are the two random variables at 

time instants, t  and ( )t  . 

 

            Now, if the received signal exhibits cyclostationarity then the probability space 

autocorrelation function will be periodic in behavior. Since, it is known that any periodic 

function can be represented using Fourier series, therefore, the probability space 

autocorrelation function is given as: 
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Where, 
XR are the Fourier coefficients of individual components at different cyclic 

frequencies, .  



 

              Furthermore, these Fourier coefficients are equal to the CDFs (Cumulative 

Distribution Functions) evaluated at different sampling instants and hence we can re-write 

the above equation as: 
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Where, 
XF

 
is a Cumulative Distribution Function which is defined as: 

 

                                                   [ ( ) ]XF Prob X t x                                              (4.6) 

 

              Therefore, probability space autocorrelation function can also be found out by 

evaluating Cumulative Distribution Function at every sample of a sampled signal. If this 

autocorrelation function is periodic or polyperiodic then it is called cyclic autocorrelation 

function and shows the presence of a signal.  

 

 

4.3 Proposed Methodology 

4.3.1 Combined Hybrid Matched Filter Single Cycle Cyclostationary 

Detector 

             Matched filter technique is a technique of spectrum sensing in Cognitive Radio 

(CR) which faces the challenge of very low frequency offset tolerance in very low SNR 

environments. HMF is used to improve the frequency offset tolerance. Primary user is 

eminently adaptable in low SNR than the multipath profile results in unknown phase of 

signal in low SNR region. This kind of signal is tough to recognize by Hybrid Matched 

Filter. To detect these weak signals we are proposing Combined Hybrid Matched Filter 

Single cycle Cyclostationary Detector.  

              

              This architecture increases the probability of detection as compared to the Hybrid 

Matched filter alone. By this architecture we have the advantage of high frequency offset 

tolerance and fine detection of signal in low SNR region. Simulation results show 

significant improvement in the probability of detection and false alarm of the proposed 

scheme over Hybrid Matched Filter.  

                



 

               The desired frequency offset tolerance of HMF (Hybrid matched filter) is given 

by equation (4.1). Therefore, total number of samples per parallel branch of HMF is given 

by: 

 

                                                    
s total s segf N N N                                                (4.7) 

Where, totalN is the total number of samples per parallel branch of HMF.  

             sN
 
is the number of samples per segment.  

 

Now, assume that the transmitted signal is given by:  

 

                                              ( ) ( ) 2 cos(2 )b Mm t c t S f t                                   (4.8) 

Where, ( )c t is the code word waveform which is modulated over one of the M-ary PSK 

waveform, S  is the signal power, bf is the baseband frequency, m one of the values of M-

ary phase.  But because of channel impairments such as Doppler shift and Additive White 

Gaussian Noise (AWGN), the receiver will receive ( )m t  in the form given below: 

                                     ( ) ( ) 2 cos(2 ( )) ( )b Mr t c t S f t t n t                              (4.9) 

 

Where, ( )t is a dynamic phase due to Doppler shift which is the function of time. ( )n t  is 

the AWGN process. Therefore, the received signal can be represented as: 

 

                                     ( ) ( ) 2 cos(2 ( )) ( )br t c t S f t t n t                                   (4.10) 

 

Where, ( ) ( )Mt t    and is the total dynamic phase shift. The received signal, ( )r t is 

then demodulated at different residual offset frequencies whose number is equal to the 

number of parallel branches in HMF structure, where each branch samples ( )r t into  totalN
 

samples. The following demodulation process explained for a single branch will get 

replicated for all the branches-     

                 cos[2 ( ) ]b ri Mf f t    

 

  

 
XI1 XI2 XI3 XI4 

                                                       

 

 rd(t) 

I-Phase 

Yi 



 

 

 

 

 

 

                 sin[2 ( ) ]b ri Mf f t    

Figure 4.3 Diagram of demodulation process of signal 

Therefore, the demodulated received signal in branch i , ( )i

dr t  is given by: 

          

                               ( ) ( )[cos(2 ( ) ) sin(2 ( ) )]i

d b ri M b ri Mr t r t f f t j f f t                           (4.11) 

 

Where, rif
 
is the residual offset frequency of branch . Furthermore, 

 

                             ( ) [ ( ) ( )] [ ( ) ( )]i i i i i

d I I Q Qr t r t n t j r t n t                                     (4.12) 

Where, 

                ( )i

Ir t
 
is the I-phase component of the received demodulated signal, 

                ( )i

In t
 
is I-phase component of the AWGN process,  

                ( )i

Qr t is the Q-phase component of the received demodulated signal, and 

                ( )i

Qn t is the Q-phase component of AWGN process.  

 

The equation of ( )i

Ir t and  ( )i

Qr t can be elaborated as: 

  

                           ( ) ( ) 2 cos[2 ( )] cos[2 ( ) ]i

I b b r Mr t c t S f t t f f t                               (4.13) 

 

                           ( ) ( ) 2 cos[2 ( )] sin[2 ( ) ]i

Q b b r Mr t c t S f t t f f t                               (4.14) 

 

Similarly, the I-phase and Q-phase components, ( )i

In t
 
and ( )i

Qn t respectively of AWGN 

process are given as: 

 

                                            ( ) ( )cos[2 ( ) ]i

I b r mn t n t f f t                                     (4.15) 

 



 

                                           ( ) ( )sin[2 ( ) ]i

Q b r mn t n t f f t                                      (4.16) 

 

The received demodulated signal ( )i

dr t is sampled at sampling instants of 1/s totalT N   

which results in column vectors. Therefore,  

 

                                          ( ) [ ( ) ( )] [ ( ) ( )]i i i i i

d s I s I s Q s Q sr T r T n T j r T n T                     (4.17) 

Where, every element is a column vector. Furthermore,  

 

                                       ( ) [ ( )] [ ( )]i i i

d s I s Q sr T X t nT j X t nT                    (4.18) 

Where, 

              ( )i

I sX t nT
 

and ( )i

Q sX t nT are the column vectors of Gaussian distributed 

random variables with mean as the corresponding elements of the column vectors  ( )i

I sr T

and  ( )i

Q sr T respectively and the variance set according to specific SNR.  

 

Then the magnitude squared values of the statistic to be observed is calculated for every 

branch i as: 

 

                                        
2 2

1 1

[ ( )] [ ( )]
total totalN N

i i

i I s Q s

n n

M X t nT X t nT
 

               (4.19) 

 

          This statistic results in a column vector as for every single cyclic shift of codeword 

by one sample, one element of iM will be produced. Therefore, V will be two dimensional 

vector such that 1 2[ .............. ]BV M M M  where B  is the total number of parallel 

branches and iM  is a column vector.   

 

          Therefore, after a complete cyclic shift at every branch, the output will be a row 

vector of normalized correlation coefficients, 1 2 3[ ......... ]BC c c c c  calculated from 

individual columns of two dimensional vector V . Every element of C is the correlation 

coefficient of the corresponding branch. Hence, the received demodulated signal of branch 

j
 

is selected for further processing if max{ }j ic c  where i j . Furthermore, the 

autocorrelation function,
 

{ }( )jR    of received demodulated signal of branch j is given by: 



 

                                   
{ } { } 2 { } 2

, ,( ) [ ( )] [ ( )]j jI jI jI jQ jQ jQR F N iF N                             (4.20) 

 

Where, 
{ }

jIF 
 is the Cumulative Distribution Function evaluated for the Normal 

Distribution 
2

,( )jI jIN   and 
{ }

jQF 
is the Cumulative Distribution Function evaluated for the 

Normal Distribution 
2

,( )jQ jQN   . The { } in the suffix shows that it is a set which can 

consist of one cyclic frequency or multiple cyclic frequencies  If it consists of only one 

cyclic frequency as zero then primary user signal is not present. If it consists of only one 

cyclic frequency then primary user signal is present and cyclostationary otherwise 

polycyclostationary.  

            The degree of similarity between transmitted signal and received signal is further 

determined by computing magnitude squared autocoherence value,
 jMSAC   which is 

given by: 

 

                                         

2

{ } { }

( )

( ) ( )
2 2

j

j j

M f
MSAC

R f R f  


 

                        (4.21) 

 

Where,
 

( )M f is the power spectral density of the transmitted signal. In order to perform 

hypothesis test on
jMSAC , the probability distribution followed by these values is to be 

determined by performing Monte Carlo simulation for large number of times. Hypothesis 

test is further performed on that distribution with null hypothesis stating that only noise is 

present, whereas alternative hypothesis stating that primary user signal is present with a 

specific level of significance.  

 

 

 

 

4.4 Simulation Results for Hybrid Matched Filter Detection 

                 

Table 4.1 Simulation results for Hybrid Matched Filter Detector 

 



 

Signal to Noise 

Ratio (SNR) 
-25 db -20 db -15 db -10 db - 5 db 

Probability of 

Detection ( dP ) 
0.4747 0.5111 0.5652 0.50 0.6452 

Probability of false 

alarm ( faP ) 
0.5253 0.4889 0.4348 0.50 0.3548 

 

 

           Two sets of simulations have been performed for the case of HMF. For the first 

scenario, the frequency offset is set to 500 Hz and for the second one the value of offset 

has been set to 449 Hz which is the value selected in [27]. The results shown in Table 4.1 

are for the case when frequency offset is set to 500 Hz.  

 

            As the frequency offset in the received signal will increase, for a fixed number of 

parallel branches, the local oscillator at the receiver will find it more difficult to 

synchronize its residual offset frequency with the introduced frequency offset in the 

received signal. Therefore, the increasing frequency offset has a negative impact on the 

probability of detection and hence probability of false alarm.  

 

  

Probability of detection  



 

 

                      Figure 4.4 Probability of detection for Hybrid Matched Filter   

 

            

         This trend in the degradation of performance in terms of probability of detection as 

well as false alarm can be observed from Figure 4.4 as well as Figure 4.5. It can be 

observed from figure 4.4 that the probability of detection shows heavy degradation when 

the frequency offset is 500 Hz relative to the frequency offset of 449 Hz. Figure 4.5 shows 

the probability of false alarm when frequency offset was set to 500 Hz.  
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Figure 4.5 Probability of false alarm for Hybrid Matched Filter 

 

 

 

 

 

 

 

 

 

 

 

4.5 Simulation Results for Combined Hybrid Matched Filter Detection 

Single Cycle Cyclostationary Feature Detector 

            A set of extensive simulations have been performed for both HMF (Hybrid 

Matched Filter) and the proposed scheme on Matlab. The performance is evaluated in 

terms of probability of detection and probability of false alarm. The prominence is to 
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evaluate the comparative performance of HMF and the proposed scheme. In the 

performed simulations, the number of samples per segment has been set to four.  

 

            To determine the distribution followed by magnitude squared autocoherence value, 

an extensive set of Monte Carlo simulations for different values of SNR have been 

performed for 1000 iterations and it came out to be log-normal distribution for the case 

when primary user signal is present.  

 

             During the actual simulations, each computed value of magnitude squared 

autocoherence have been put through hypothesis test on the log-normal distribution of 

generated magnitude squared autocoherence values at a significance level of 0.15. The 

null hypothesis in the test is the absence of signal whereas the alternative hypothesis is the 

presence of the signal. Table 4.2 shows the results for probability of detection and 

probability of false alarm through Matlab simulations at different SNR 

 

 

 

 

 

 

 

 

 

 

 

Table 4.2 Simulation Results for Combined Hybrid Matched Filter 

Detector Single Cycle Cyclostationary Detector 

 

Signal to Noise 

Ratio (SNR) 
-25 db -20 db -15 db -10 db - 5 db 



 

Probability of 

Detection ( dP ) 
0.6078 0.7413 0.8032 0.8000 0.8679 

Probability of false 

alarm ( faP ) 
0.2000 0.1500 0.1200 0.1100 0.0700 

 

 

           The figure 4.6 demonstrates higher probability of detection of the proposed scheme 

in comparison to the HMF. This is because the algorithm selects the highest value of 

correlation coefficient from all the corresponding correlation values of individual branch. 

This highest value is the indicator that the residual offset frequency of the corresponding 

branch used in demodulating the signal finds perfect correlation with the Doppler phase 

shifted received signal due to multipath profile. This provides the coarse detection that 

some signal has been detected whose phase shift actually correlates well with one of the 

residual offset frequencies.  

 

 

 

 

 

 

Probability of detection 



 

 

Figure 4.6 Probability of detection for Combined Hybrid Matched Filter Single cycle 

Cyclostationary Detection 

 

 

          Then the demodulated signal using that residual offset frequency is sent to the 

cascaded stage of processing where it becomes further processed using single cycle 

Cyclostationary Feature Detector. Therefore, due to this cascaded stage of Cyclostationary 

Feature Detector, the course detection becomes finer; hence there is little chance of being 

a miss detection.  
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Figure 4.7 Probability of false alarm for Combined Hybrid Matched Filter single cycle 

Cyclostationary Detection 

 

 

          Since, the probability of detection increases therefore, the probability of false alarm 

reduces.  Figure 4.7 depicts the same trend in the probability of false alarm for the 

proposed scheme as well as HMF. The probability of false alarm for proposed scheme is 

much less than that of HMF.  
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CHAPTER 5 

CONCLUSION AND FUTURE SCOPE 

5.1 Conclusion 

In this thesis, center of attention was on exploration of matched filter detection 

technique in the form of hybrid match filter and single cycle cyclostationary detector in 

cognitive radios. The characteristics of the first cognitive radio standard IEEE 802.22 

(WRAN) has also been deliberated. 

The foremost contribution of the thesis was to first implement hybrid matched 

filter and second combining this hybrid matched filter with single cycle cyclostationary 

detector which was then put to test for the detection of WRAN primary user signal in 

different conditions.  

Simulation results indicate that combined hybrid matched filter single cycle 

cyclostationary detector performs better than the hybrid matched filter to overcome the 

flaw of low frequency offset tolerance in low SNR region. The primary users are highly 

mobile in low SNR region, so the multipath profile results in unknown phase of signal. 

Such kind of signal is even harder to detect for hybrid matched filter. By combining 

Hybrid Matched Filter Single Cycle Cyclostationary detector, the probability of detection 

of such kind of architecture gets enhanced. This results in both high frequency offset 

tolerance as well as fine detection of signal with unknown phase in very low SNR 

environments.  

The Matlab simulation outcomes show significant improvement in the probability 

of detection and false alarm of the proposed scheme over Hybrid Matched Filter. The 

results verify the effectiveness of proposed scheme. This is because the algorithm selects 

the highest value of correlation coefficient from all the corresponding correlation values of 

individual branch. This highest value is the indicator that the residual offset frequency of 

the corresponding branch used in demodulating the signal finds perfect correlation with 

the Doppler phase shifted received signal due to multipath profile. This provides the 

coarse detection that some signal has been detected whose phase shift actually correlates 

well with one of the residual offset frequencies. Then the demodulated signal using that 

residual offset frequency is sent to the cascaded stage of processing where it becomes 

further processed using single cycle Cyclostationary Feature Detector.   Therefore, due to 



 

this cascaded stage of Cyclostationary Feature Detector, the course detection becomes 

more fine, hence there is little chance of being a miss detection. 

 

5.2 Future Scope 

Simulation results depict significant improvement in the probability of detection 

and probability of false alarm in case of proposed scheme over HMF. Hence, the proposed 

scheme clearly outperforms HMF in terms of both metrics. Some recommendations for 

future work proposals can be: 

 The proposed scheme incurs significant overhead in terms of execution time 

involved in the signal processing related to cascaded stages. Therefore, it would be 

interesting to reduce the execution time of the proposed scheme. 

 

 Since, in the proposed work only two hypotheses are applied but it would be 

interesting to see the effect of using multiple hypotheses for numerous different 

random phase shifts in the received signal due to multipath fading. Therefore, 

multiple hypotheses test can be used. 

 

 It would be interesting to design a pipelined application specific processor with its 

own instruction set architecture. The instruction set architecture should be  designed 

in such a way that it achieves drastic speed up of arithmetic operations involved in 

the signal processing operations of such kind of complex algorithms.  

 

 Since, all the processing in the proposed work is happening in the baseband domain 

so it would be interesting to see the effectiveness of this work to different domains 

of speech processing such speech recognition etc.  
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