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SUMMARY 

 

Today, network services (like email, World Wide Web etc) [1-2] have become a basic 

need in day-to-day communication. For providing these network services more 

effectively, WMN (Wireless Mesh Network) [3-6] has turned into a popular topology 

which builds high performance infrastructure. Since, the possibilities of numerous 

failures always exist during communication; resiliency has been proved to be an 

important aspect for WMN to recover from these failures. Resiliency in general is the 

diligence of reliability and availability in network. Several types of resiliency based 

routing algorithms have been proposed i.e. Resilient Multicast, ROMER etc. Resilient 

Multicast establishes two-node disjoint path and ROMER uses credit based approach to 

provide resiliency in the network. However these proposed approaches have some 

disadvantages in terms of network throughput and network congestion. 

We have proposed Buffer Based Routing method in which instead of maintaining 

routing table at each node we provide buffering at each node which reduces routing 

cost. At specific interval of time (after specified communication steps) it clears the 

buffer to increase performance and prevent overhead in network. Using this approach 

we effectively perform resiliency and exploits advantages of WMN. Further we have 

shown the comparative performance analysis of previous approaches with our proposed 

approach. Network throughput, network congestion and resilience against node/link 

failure, Packet Loss Ratio(PLR) and End-to-End Delay are particular performance 

metrics which are examined over different sized WMN. 
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CHAPTER 1 

INTRODUCTION 

   

Problem Statement 

Today, network services (like email, World Wide Web etc) [1-2] have become a basic 

need in day-to-day communication. For providing these network services more 

effectively, WMN (Wireless Mesh Network) [3-6] has turned into a popular topology 

which builds high performance infrastructure. With the growth of network services, 

several types of network communication threats (node/link failure) are moreover 

coming into existence.  

Let us take an example: In a network of 10 nodes, suppose S is the source node and J is 

the destination node and remaining eight nodes are the intermediate nodes through 

which data will be send from source node to destination node. If some intermediate 

nodes/links are failed (as shown in figure 1) then in that case how to send the data from 

source to destination.  

 

 

 

 

Figure 1: Node/Link Failure 

To resist these communication threats, resiliency [7-13] is a significant approach for 

WMN.  

Basically resiliency is the capability to provide services in the face of failure. As 

number of nodes are destroyed then what will be the effect of metric (i.e. throughput, 

network congestion, and resiliency) in the network i.e. 
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How to Increase network Throughput: Throughput is defined in terms of cost i.e. total 

amount of delay occurs during transmission of packets from source to destination even 

though number of nodes is destroyed. 

How to reduce traffic congestion from network: It is defined in terms of rate of packet 

transmission i.e. total numbers of packets transmitted at a unit of time in a network .If 

number of nodes in the network are more than the possibility of network congestion 

increases in the network.  

Several resilient based algorithms have been proposed to provide effective 

communication in network during the existing failures but building up an efficient 

resilient algorithm which can keep track of network parameter is still a challenge. Our 

main goal is to focus on these problems:  

• How to  provide effective communication in case of failures exist in network  

• How to Measure different metric as number of links removed  

• How to Increase throughput of network  

• How to Reduce network congestion from network 

• How to Implement resiliency in network 

 

Motivation 

Wireless Mesh Networks have seen an increased interest lately because of increasing 

applications they find in today‟s world. A question that comes intertwined with wireless 

mesh network is how to provide communication in the network during failures 

(node/link). There are many existing algorithms that have been developed after many 

years of research and each one has its own pros and cons. Using simulation, we have 

studied Resilient Multicast and ROMER approaches deeply to understand its finger 

points and then suggest improvements. 

 

 



Objective 

The project has following objectives: 

 To study about resilient WMN and algorithms for resilient implementation in 

WMN. 

 To simulate Resilient Multicast and ROMER and study the impact of results 

over different network parameters. 

 To suggest an improvement in Resilient Multicast and ROMER to further 

increase the resiliency in WMN. 

 

Organization of thesis 

This section discusses the framework of this thesis which is organized as follows: 

Chapter 1 Introduction: This chapter introduces the problem statement, motivation, 

objective of thesis. 

Chapter 2 About the Network: It introduces the basics of computer network, its need, 

types, wireless mesh network, causes and types of failures inside the network and 

resiliency. 

Chapter3 Preliminaries and Background: Reviews the preliminaries and background 

of this thesis. 

Chapter 4 Proposed Approach: Describes the proposed resilient algorithm i.e. BBR 

(Buffer Based Routing Algorithm) which provides efficient communication in case of 

multiple failures. 

Chapter 5 Performance Analysis: Shows the performance analysis of BBR algorithm 

in comparison of previous approaches i.e. RM and ROMER with results. 

Chapter 6 Implementation Results:Shows the implementation of all three approaches 

i.e. Resilient Multicast, ROMER and BBR Approach. 

Chapter 7 Conclusion: Presents the conclusion of the thesis and highlights the future 

research direction based on results obtained. 
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CHAPTER 2 

ABOUT NETWORKS 

 

2.1 What is a Network? 

A network consists of two or more computers that are linked in order to share 

resources, exchange files, or allow electronic communications [14]. The computers on a 

network might be linked through cables, telephone lines, radio waves, satellites, or 

infrared light beams [14-15]. 

In computers, networking is the linking of two or more computing devices for the 

purpose of sharing the data/information. Basically network consists of the computers, 

wiring and other devices, such as hubs, switches and routers that make up the network 

infrastructure (see figure 2). Devices such as switches and routers provide traffic 

control strategies for the network. All sorts of different technologies can actually be 

employed to move data from one place to another, including wires, radio waves, and 

even microwave technology [15-17]. 

2.2 Need of Network in Computer? 

 

Figure 2: Network [18] 

There are some persuasive reasons about the need of network for e.g. If your business 

has more than one computer, then you can get several benefits from networking. A 

local area network (LAN) connects your company's computers, allowing them to share 



and exchange a variety of information [19]. While one computer can be useful on its 

own, several networked computers can be much more useful [19]. 

Here are several reasons where a computer network can help your business: 

 

 File sharing: Through networking several user access the same file and 

preventing the people from creating different versions accidently. 

 Printer sharing:  Several computers can be shared the same printer by using 

the networking. For example in colleges it's still cheaper to use a network 

printer than to connect a separate printer to every computer. 

 Communication and collaboration: People working on a same company or in 

offices, networking allows employees to share files, view other people's work, 

and exchange ideas more efficiently. In a larger office, to communicate quickly 

and to store messages you can use e-mail and instant messaging. 

 Data protection: A network makes it easier to back up all of your company's 

data on an offsite server, a set of tapes, CDs, or other backup systems [19].  

 

2.3 Types of Network 

When an organization comes to setting up an organization, it has two options: i) wired 

ii) Wireless network. Wired uses networking cable to connect computers and wireless 

uses radio frequencies to connect computer. Each type of networking has its own 

advantages and disadvantages like wired networking have different hardware 

requirements, range and benefits while wireless networking takes into consideration the 

range and mobility. 

2.3.1 Wired Networking 

Wired networks are the most common type of local area network (LAN) technology.  It 

is simply a collection of two or more computers, and other devices linked by Ethernet 

cables. The computer must have an Ethernet adapter to connect a computer to a 

network with an Ethernet cable [20].  

There are three basic network topologies that are most commonly used today: 

 



a) Star Network 

The star network is a general naive type of network which has one central hub that 

connects to three or more computers and has the ability to network printers [20] (see 

figure 3). This type of networks can be used for small businesses and home networks 

[20]. 

 

 

Figure 3: Star Network [20] 

 

Advantages of Star Network  

 Star network is easy to wire and install. 

 During network connections or removing devices no disruptions. 

 It is easy to remove parts and detect faults. 

The main advantage of Star Network is that any non-centralised failure will have very 

slight effect on the network. 

Disadvantages of Star Network 

 Star network require more cable length. 

 Nodes attached are disabled, if hub, switch fails. 

 Star network is more expensive than bus topology because of the cost of the 

hubs is high. 

The main disadvantage of Star Network is that it requires extra hardware. 



Application of Star Network 

The star network is very useful where some processing have to be centralized and some 

should be performed locally. 

b) Bus Network  

To identify the signals bus networking uses special type of software and broadcasts 

this signal to all directions (see figure 4). 

 

 

Figure 4: Bus Network [20] 

 

Advantages of Bus Network 

 Implementation and extension is easy in bus network 

 Bus network is mostly used  for temporary networks 

The main advantage of bus network is that failure of one computer does not affect 

another computer.  

Disadvantages of Bus Network 

 Bus network has limited cable length 

 Any fault in cable can cause the destruction of whole network  

Sending of only one signal at a time has been proved to be major disadvantage of bus 

networking. 

Application of Bus Network 

It is mainly used for industrial applications. 

 



c) Ring Network 

Ring network is somewhat similar to bus network because it has no central host 

computer. Each computer in the network has two neighbouring nodes, and each node 

has its own applications independently (see figure 5).  The data transmission is limited 

to one direction only. Ring network is in closed loop where each node can transmit the 

data by consuming the token. 

 

Figure 5: Ring Network [20] 

Advantages of Ring Network 

 Transferring of data is quickly. 

 As packets travel in one direction only, so data transmission is very simple 

The main advantage of Ring Network is that it prevents network collisions. 

 Disadvantages of Ring Network 

 Transmission is very slow because data packets must pass through every 

computer between source and destination. 

 Data cannot be transmitted successfully if any node fails in the network. 

 It is difficult to troubleshoot the ring 

The main disadvantage of Ring Network is that all computers must be turned on even if 

only two nodes want to transmit the data packets. 



So far we have discussed about wired network and its various types, but wired networks 

have its own disadvantages. 

Disadvantages of Wired Networking 

 Non Portable 

 Cost of fibre optics+ copper+ coaxial cable 

 Static in nature 

 Bandwidth fixed in advance 

 Difficult to find path break if any 

 

2.3.2 Wireless Network 

A wireless network is another option for business networking which provides 

communication between nodes by using high frequency radio waves [20]. 

Wireless allows sharing between devices which increases mobility and decreases range. 

.  There are two main types of wireless networking [20]:  

a) Peer to Peer or Ad-Hoc  

b) Infrastructure 

 

Figure 6: Wireless Network [21] 

 



a) An Ad-hoc or peer-to-peer wireless network consists of various computers 

equipped with NIC. Each computer can directly communicate with any other computer. 

(See figure 7). Computers are able to share files but cannot able to access wire LAN 

[22].  

 

 

 

 

Figure 7: Ad-Hoc Network [20] 

 

b) An Infrastructure Based Network 

An infrastructure wireless network has an access point. To provide the connectivity 

between wireless computers access points (like hub) is used. Infrastructure network 

provide a bridge between wires and wireless LAN and allow computer access to LAN 

resources [22]. 

Advantages of Wireless Network 

 Portable 

 Cost is less 

 Dynamic in nature 

 No path breaks 

 

2.3.2.1 Wireless Mesh Network 

Wireless mesh network is a combination of: 

 Ad-hoc and  Mesh Network 

 Self configured 

Ad-hoc network happens at OSI Layer 1 (Physical Layer) where all the devices can 

communicate directly to any other device i.e. with in radio ranges. 



Mesh Network happens at OSI Layer 3(Network Layer) where each device on network 

acts as router and re-transmit packet on behalf of any other devices. 

Self configured means a network should not need a system administrator to tell it how 

to get a message to its destination.  

2.4 Wireless Mesh Network 

Wireless mesh networks (WMNs) are dynamically self-organized and self-configured, 

with the nodes in the network automatically establishing an ad hoc network and 

maintaining the mesh connectivity [23]. 

 

2.4.1 Architecture of Wireless Mesh Network 

WMNs consists of two types of nodes i) Mesh Routers, ii) Mesh Clients. 

Mesh Router is the backbone of WMNs. It has minimal mobility. Mesh router provide 

the access for mesh and conventional clients (see figure 8). Internet, cellular, IEEE 

802.11, IEEE 802.15, IEEE 802.16 and sensor networks are the integration of WMN 

which can be accomplished through the gateway and bridging functions in the mesh 

routers [23]. 

 

 Figure 8: Wireless Mesh Network [21]  



Mesh clients can be stationary or mobile. Mesh clients can form a mesh network among 

them and form a mesh router among mesh router. 

Mesh router provides same coverage area through multi-hop communications with 

much lower transmission power. Mesh router is equipped with multiple interfaces for 

improving the flexibility of mesh networking [23]. A similar hardware platform is used 

for both mesh and conventional routers. The backbone of mesh clients is the mesh 

routers and they have the minimal mobility. Mesh clients and Mesh Routers have 

simpler hardware and software and mesh clients can be work as mesh routers. For 

example, for mesh clients has a light-weight communication protocols, mesh clients has 

no gateways and bridges functions and mesh client has a single wireless interface [23]. 

The integration of WMNs is provided by mesh routers using gateways/bridge in 

addition with mesh networking between mesh clients and routers. Using mesh routers 

conventional nodes can directly connect with WMNs. Through mesh routers customers 

can access WMNs like Ethernet. So, WMNs help users to be always-on-line anywhere, 

anytime. 

2.4.2 Benefits of Wireless Mesh Network (WMN)[24] 

1) Less Expensive than Traditional Networks 

Wireless mesh network requires less cost to set up. For large areas of coverage, WMNs 

are used. Using wireless mesh networks, as there is no physical linking between the 

nodes, for this WMNs are less expensive than wired networking.   

2) Wireless Mesh is extremely adaptable and expandable 

Wireless mesh nodes can be extended or removed depending on large or small coverage 

area. Wireless mesh networks are used for blocked network configurations and for lack 

of sight. An example of blocked configuration is Ferris wheel where a wheel may block 

the signal.  

3) Wireless Mesh Networks Support High Demand 

Wireless Mesh Network supports large coverage area with high speed, quality video 

surveillance. Wireless Mesh Network provides high throughput and highly reliable 

connectivity. 



Wireless Mesh Network is a complete solution for larger areas and delivers the 

connectivity for both indoors and outdoors. Wireless Mesh Networks are a reliable for a 

variety of public safety applications, parking garages, campus grounds, schools, 

business parks, and other large outdoor facilities wireless connectivity. 

2.4.3 Applications of Wireless Mesh Network[21] 

 

 Broadband Internet Access 

 

Figure 9: Broadband Access [21] 

 Mobile Internet Access 

In Mobile internet access it has a direct competition with G2.5 and G3 cellular 

systems. Mobile internet access is used in different areas: 

a) Law enforcement  

 

Figure 10: Law Enforcement [21] 

 



b) Intelligent Transportation 

 

 

Figure 11: Intelligent Transportation [21] 

 

 

2.5 Causes of communication failures in Network 

Failures can be caused in networks by many reasons.  Let us take an example: a 

hardware component of the network, failure from denial of service Attacks, and failures 

due to catastrophic events Kyas has identified five categories of errors that can lead to 

general system failure [23]. These errors are: 

 Software Problem 

 Hardware Problem 

 Network  Problem 

 Denial of Service Attack 

 Operator Error 

 

2.5.1 Software Problem 

Network software failures can be caused by faulty device drivers, operating system 

faults and anomalies. 

Failures can arise from insufficient capacity, excessive delays during peak demands 

well as a catastrophic failure arising from the loss of a vital component or resource [25-

28]. Software problem also arises due to IP miss-configuration, heavy loads etc. 

 



2.5.2 Hardware Problem 

In the actual deployment of the networks there are variations in more than just the 

hardware components that are selected. These variations include the quality of 

equipment, the quality of network planning and design, the complexity of 

implementation, the interaction and interoperability of components [29]. 

A network designer can select and deploy equipment with a wide range of redundancy 

options ranging from having no redundancy to the complete duplication of equipment 

and links. 

2.5.3 Network Problem 

Causes of failures within the lower layers of the model are often defective NIC cards, 

defective cables and connections, failures in interface cards in bridges routers and 

switches, beacon failure, checksum errors, and packet size errors [25-26]. 

Many of the errors and failures as described here are often localized and not 

catastrophic in nature. In understanding the contribution of localized failure to network 

reliability, it is important to consider the scale and size of the failures that are caused by 

individual network components. 

For example, the failures of a NIC card will not likely results in a single point of failure 

of the enterprise network. However, a core Router failure without appropriate 

redundancy and switchovers can incapacitate an entire network. 

2.5.4 Denial of Service Attack 

An example of the impact of denial of service attacks is the code Red virus and a more 

recent variation, slammer worm, disrupted millions of computers by unleashing a well 

coordinated distributed Denial of Service Attack. These attacks resulted in a sufficient 

loss of corporate revenues worldwide [29].  

The increased frequency of occurrence or threat, and the impact of this type of network 

failure on network disruption are considerable and therefore the Denial of Service 

Attack category must be included in any valid failure analysis model of an internet 

connected enterprise network. 



Worms such as Code Red and Slammer are probably authored and unleashed by an 

individual or a small number of individuals. Predicting the percentage of network 

failures caused by this type of error is difficult because it is such a recent phenomenon 

with random occurrence. However, the potential impact of this failure is enormous and 

widespread and cannot be discounted. 

2.5.5 Operator Error 

Operator Error as defined by kyas et al. as those failures caused directly by human 

actions. Operator error is further subdivided into intentional or unintentional mistakes 

and as errors that do or do not cause consequential damage. Kyas suggests that 

Operator Error is responsible for over 5% of all system failures [25-29]. 

2.6 Types of Failure in Network 

Many types of Physical failures are occurred due to above reasons for e.g. networking 

device failure and communication link failure. 

2.6.1 Networking Device or Router Failure 

In any model if any routing device becomes faulty then it stops forwarding of messages 

to next level device. In below diagram (see figure 12) networking device at level 2 is 

failed then all the communication towards this node will get interrupted. 

 

 

 

 

 

 

 

 

                                      

                                  Figure 12: Networking Device Failure 
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2.6.2. Communication Link Failure 

Due to above explain faults in any model if any communication link failed. Devices 

which are connected to this link will not communicate to each other (see figure 13). 

In the below figure two of communication link failed, the communication that will flow 

using this link is interrupted. Here cross mark shows that link is not working 

 

 

                

 

 

 

 

 

           Figure 13: Communication Link Failure 

 

2.7 Fundamental challenges in Routing over Wireless Mesh Network 

There are two fundamental challenges in routing over wireless mesh network. 

First, routing design has to address issues in both short and long-time scales. Similar to 

wired routing, coarse-grained routing maintains stable routes in the long term (e.g., tens 

of seconds or more) [21]. In the meantime, the fine-grained operation has to adapt to the 

instantaneous wireless channel variations (e.g., the channel coherence time is typically 

at the scale of a few milliseconds) in order to achieve high throughput [21]. A good 

wireless mesh routing algorithm has to both ensure long-term route stability and 

achieve short-term opportunistic performance.  

Router Router 

Router 

Router 

Router 



Second, wireless routing has to ensure robustness against a wide spectrum of soft and 

hard failures, ranging from transient channel outages, links with intermediate loss rates, 

and failing nodes [29]. Possibility of failures always exists during communication. 

2.8 Recovery from the above Failures 

There exist different strategies to provide effective communication during failure in the 

network. One of the solutions to provide communication in the network even though 

failure exists inside our network is Resiliency [30]. 

Resiliency is defined as the capability to provide service in the face of failures. 

2.9 Resiliency 

Origin of resiliency is from Latin verb: “resilire” ~ jump back [31] 

 Resilience definition in different fields [31] 

 In Physics Resiliency is defined as:  After a deformation resulting from external 

forces if a material is able to recover its original state.  

 In Ecology Resiliency is defined as in ecology resiliency is moving from stable 

to disturbance state. 

 In Psychology and psychiatry Resiliency is defined as: when facing 

misfortunate resilience is able to live and develop successfully. 

“Resilience is the persistence of dependability when facing changes.” 

Changes can be particular attacks: 

 

 

 

 

 

 

 

                                                 Figure 14: Resilience Types 
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Computer and communication networks are increasingly critical in supporting business, 

leisure and daily life in general (see figure 14). There is also an evident increase in 

cyber attacks on networked systems. Thus, there is a compelling need for resilience to 

be a key property of networks. Resilience is the ability of the network to maintain 

acceptable levels of operation in the face of challenges, such as malicious attacks, 

operational overload, mis-configurations, or equipment failures. 

The first phase comprises the use of defensive measures to protect the network from 

foreseeable challenges, the ability to detect in real-time challenges that have not been 

anticipated and subsequently remediate their effects before the network operation is 

compromised, and finally disengage possibly sub-optimal via specific recovery 

procedures [32]. 

The second phase caters for the longer-term evolution of the system, through the 

diagnosis of the causes of the challenge and the refinement of the system operation [32]. 

 

2.9.1 Network Resilient Process 

The basic idea of network resilient process is that one must be able to (1) perform an 

offline evaluation of resilience strategies to combat specific types of challenges, then 

(2) generalise successful solutions into reusable patterns of resilience mechanisms, and 

finally be able to (3) select and deploy appropriate patterns to address these challenges 

when they are observed during run-time [32]. 

The network resilient process is shown in below diagram which consists of three phases 

(see figure 15). 

 

 Challenge Analysis 

 Resilience Patterns 

 Resilience Simulation 

 



 

Figure 15: Process for the design and evaluation of network resilient [32] 

 

Challenge Analysis: To gather and store the current state of the network, challenge 

analysis use online monitoring infrastructure. Metrics of the challenge analysis may 

produce higher level information or trigger the reconfiguration of the network. 

 

Resilience Simulation: To contest the challenges resilience simulation may use 

different scenarios and evaluate these scenarios using policy based configurations.  

 

Resilience Patterns: Resilience configurations that perform well against specific 

challenges in the simulation environment are promoted to reusable patterns [32].  

 

2.10 Motivation 

As we march into age of networking communication, the problem of network failure 

are moreover increases day by day. 

To provide effective communication in Wireless Mesh Network, several algorithms 

have been researched but the possibilities of numerous failures always exist during 

communication.  

Resiliency has been proved to be an important aspect for WMN to recover from these 

failures or resiliency is the ability of the network to provide and maintain an acceptable 

level of service in the face of various faults and challenges [33]. 

 



There exist certain perspectives of resiliency [33]: 

1. What are the main Future Internet elements  

2. What are the main tussles in the Internet  

3. Approaches to measuring the validity of Future Internet architectures? 

For resilience, a Future Internet should include the following elements, which form a 

resilience control loop (see figure 16). 

 

Figure 16: Resiliency control loop Mechanism [33] 

 

Several approaches to effectively perform communication in Wireless Mesh Network 

(WMN) have been proposed. Further communication failures and possibilities of 

minimum services during such failures are very hard to maintain. Building up an 

efficient resilient algorithm which can keep track of network parameter is still a 

challenge. To understand it in a better way let us take an example: 

 

• Single failure:   If only single failure arise inside network. 



 

Figure 17: Resilience Measure during single failure [33] 

What will be effect of metric (i.e. throughput, network congestion, and resiliency) in 

the network? 

 

• Two failures: If more than one failure arises in the network. 

 

 

Figure 18: Resilience Measure during two failures[33] 

What will be effect of metric (i.e. throughput, network congestion, and resiliency) in 

the network? 

 

 

 



 Multiple Failures: if three failures arise in the network. 

 

 

Figure 19: Resilience Measure during three failures [33] 

 

 

What will be effect of metric (throughput, network congestion, resiliency) in the 

network? 

On considering number of failures in the network what will be the effect of metrics (i.e. 

throughput, network congestion, resiliency) inside the network. How the resiliency will 

be affected in that case. There exist three different cases to measure resiliency (see 

figure 20). 

Best case: when in a network of ten nodes only one or two node/link fails and resilient 

matrices are not affected too much. 

Average case: when in a network of ten nodes maximum three or four node/link fails 

and it will little more affect our resilient metrics. 

Worst case: when in a network of ten nodes half of the network gets failed and it will 

drastically affect our network metrics. 



 

Figure 20: Resilience Measure Graph [33] 

 

2.11 Conventional Approach of Resiliency 

In the conventional approaches of Resiliency, they suggest multiple path selection and 

broadcasting method to send the messages. Means to provide resiliency in network, 

messages are sent through alternate path at the same time, when one of the node/link 

fails, sender sends the messages through alternate path to destination node. While in 

other method resiliency is provided by broadcasting the packets to the entire network. 

At each node value of R (credit cost) and T (threshold value) will be calculated; only if 

the value of R is greater than T, packet will be forwarded by the next node. Otherwise 

(if value of R is less than T) it will be simply discarded by the node without giving the 

warning signal to source node. 

Each conventional approach has its own advantages and disadvantages. For e.g. 

multicast packet transmission causes traffic overhead, random path selection, resist 

resilient during multiple failures. While in broadcasting approach delay in packet 

transmission, high bandwidth consumption, provide fault tolerant with redundancy, 

credit cost assumption problems are there. 

Network during any type of fault happening. We consider a scenario, which shows if 

any fault occurs in a network device then it will tend all the network devices become 

either inactive for a specific time or permanently stopped working. The first issue is 

fault recover and second is redundancy issue.  



 In order to provide an efficient solution over these drawbacks, we have proposed 

Buffer Based Routing (BBR) approach which adopts routing technique based on buffer 

allocation. The routing approach starts with the selection of the route with minimum 

number of buffered nodes. The proposed approach consists of three steps: i) buffer 

allocation to the network nodes; ii) selecting optimum path for routing; and iii) resilient 

packet transmission. 

2.12 Basic Overview of BBR (Buffer Based Routing approach) 

In order to provide an efficient solution over drawbacks discussed in previous section, 

we have proposed Buffer Based Routing (BBR) approach which adopts routing 

technique based on buffer allocation. The routing approach starts with the selection of 

the route with minimum number of buffered nodes. The proposed approach consists of 

three steps: i) buffer allocation to the network nodes; ii) selecting optimum path for 

routing; and iii) resilient packet transmission. 

In first step i.e. buffer allocation, according to BBR least cost path selection, buffers are 

placed at alternate positions in the network. 

In the second step i.e. Selection of optimum path for routing, the routing table consist 

of seven parts i.e. 1) node; 2) node address; 3) next hop; 4) next hop buffered 5) next 

hop address; 6) cost; and 7) buffered node. Initially buffer space will not be allocated 

next hop and next hop buffered field. These fields are updated when buffer allocation 

algorithm is executed. When buffer allocation algorithm is terminated, last visited node 

consists of the updated which it broadcasts to entire nodes of the network. Thus 

Routing Table (RT) of each node of the network is updated. 

In third step i.e. resilient packet transmission, Aim of RPT is to successfully transfer 

information from source to destination node of a network even during failures. For this 

purpose, routing path from source to destination in RPT must have following 

characteristics [49]: 

a) The route must contain minimum number of buffered node. 

b) If more than one path has same number of buffered nodes then it will select least 

cost.  



Initially BBR approach allocates buffers to the entire network (as described in part (i)) 

and after that packet transmission starts. In the network less than or equal to 𝑛/2 nodes 

are buffered. During packet transmission, the non buffered node forwards packet to 

next node and send acknowledgement (ACK) to its preceding node. The preceding 

buffered node will store packet until ACK is received from next buffered node. When 

the ACK is received from next buffered node, the preceding buffered node deletes the 

packet from the buffer. 
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CHAPTER 3 

PREMILINARIES AND BACKGROUND 

 

When considering a Wireless Mesh Network (WMN) [23], resiliency [34] is becoming 

a key requirement and service primitive for various applications. Several algorithms 

[35-43] based on resiliency for WMN have been proposed.  We have considered four of 

these recently proposed approaches;  

1) Resilient Multicasting in WMN [44] 

2) Resilient Opportunistic Mesh Routing for Wireless Mesh Networks (ROMER) [45]  

3) Resilience in Computer systems and networks [34] 

 4) An Adaptive Approach to Network Resilient [37] 

To examine resilient multicasting approach [44] over WMN, we consider a WMN 

(figure 21) with source node „S‟ and multiple destination nodes D = {𝑑1, 𝑑2, 𝑑3. . . . 𝑑𝑛} 

to reach from source to destination. Resilient multicast [45] will select at least two 

disjoint-node path for each {S, D} pair. In case of failure, traffic will switch to another 

path to reach the destination. But one of the major drawbacks of resilient multicast is 

that it increases the network congestion and can immune from any single node/link 

failure in network. While ROMER [45] define credit based forwarding approach to 

transmit data from source „S‟ to destination „D‟. Source node will forward the packet 

by taking maximum credit cost. At each node, value of 𝑅 and 𝑇 will be calculated; 

where  𝑅 is the credit cost to reach from one node to its sink node and 𝑇 is the threshold 

value. Source node will forward data with maximum credit to its sink node. As the sink 

node will get the data it will calculate value of 𝑇 and compare value of 𝑅 and 𝑇. If 

𝑅 > 𝑇 then only node will forward the packet, otherwise it will simply discard the 

packet. The drawback of this algorithm is that if node cost is higher, there is a 

possibility to discard the packet even at initial stage. 

 

 



 

 

 

  

 

 

Figure 21: Wireless Mesh Network [49] 

We have compared the performance of previous approaches (Resilient Multicasting in 

WMN [44] and ROMER [45]). This comparative study evaluates disadvantage of these 

popular approaches to communicate data in WMN. For this study we have considered a 

WMN as shown in figure 21. Network consists of one source (S) node and three 

destination (𝔇 = {𝑑1, 𝑑2, 𝑑3}) nodes. Remaining nodes of this network are intermediate 

nodes. We have firstly evaluated [44] and then [45]. 

1) Resilient Multicasting in WMN: 

Resilient multicast [44] proposed resiliency based routing approach with two node 

disjoint-paths for each {𝑆, 𝔇} pairs. Let us examine this approach using WMN as in 

figure 21 where {𝑠 − 𝑑1 , 𝑠 − 𝑑2 , 𝑠 − 𝑑3} are three disjoint-paths between{𝑆, 𝔇}. The 

possible steps to communicate data between  𝑆, 𝔇  in WMN using [44] are path 

estimation and failure recovery. 

Step 1: Path Estimation 

This step calculates two node disjoint-paths for each{𝑆, 𝔇}. Output: possible disjoint-

paths for figure 21 are as in Table 1: 

Path\ {𝑺, 𝕯} Source−Destination Pair 

{𝒔 − 𝒅𝟏} {𝒔 − 𝒅𝟐} {𝒔 − 𝒅𝟑} 

1 {𝒔 − 𝑨 − 𝒅𝟏} {𝒔 − 𝑨 − 𝑩 − 𝒅𝟐} {𝒔 − 𝑪 − 𝑭 − 𝒅𝟑} 
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A C E 
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𝑑1 𝑑2 

 

𝑑3 

 

 



2 {𝒔 − 𝑪 − 𝑩 − 𝒅𝟏} {𝒔 − 𝑪 − 𝑭 − 𝒅𝟐} {𝒔 − 𝑨 − 𝑩 − 𝒅𝟐 − 𝑭−𝒅𝟑} 

 

Table 1: Path Estimation 

According to Table1 from {𝑠 − 𝑑1} there exist two paths [𝑠 − 𝐴 − 𝑑1] and [𝑠 − 𝐶 −

𝐵 − 𝑑1] and packets will be flooded over both paths concurrently. This approach will 

increase traffic over two node disjoint path to send packet to a destination. The major 

drawback of this approach is increase in network congestion. Another drawback with 

this approach is that it estimates only first two disjoint paths even if other shortest paths 

exist. 

Step 2: Failure Recovery 

In previous step two distinct paths are generated to communicate from source 𝑆  to all 

three destinations (𝔇 = {𝑑1, 𝑑2, 𝑑3} (as shown in Table1). Failures may always exist in 

network during communication. Resilient multicast considers two types of failures in 

network i.e. node failure and link failure. To explain node/link failure and its recovery 

let us consider an example where source is 𝑆  and destination is 𝑑1. Now according to 

step1 there exist two disjoint paths [𝑠 − 𝐴 − 𝑑1] and[𝑠 − 𝐶 − 𝐵 − 𝑑1]. 

The below given cases show the consequences of node/link failure and its recovery 

using resilient multicast approach [44] (see figure 22). 

Case 1: (Node Failure) initially both [𝑠 − 𝐴 − 𝑑1 ] and [𝑠 − 𝐶 − 𝐵 − 𝑑1] paths were 

followed concurrently to communicate the data between  {𝑠 − 𝑑1} . If node „𝐴‟ fails, 

destination node 𝑑1 switches to the unaffected path i.e.  [𝑠 − 𝐶 − 𝐵 − 𝑑1].Similarly 

{𝑠 − 𝑑2} will follow [𝑠 − 𝐶 − 𝐹 − 𝑑2] and {𝑠 − 𝑑3} will follow [𝑠 − 𝐶 − 𝐹 − 𝑑3] path. 

Thus even during failure of node „𝐴‟, data communication from source 𝑆 to destination 

{𝑑1, 𝑑2, 𝑑3} can be achieved (see figure 22). 

Case 2: (Node Failure) if node „C‟ fails, in case of {𝑠 − 𝑑1}, traffic will switch to the 

path that excludes node „C‟ i.e. it will follow [𝑠 − 𝐴 − 𝑑1]  path to reach 𝑑1. 

Similarly {𝑠 − 𝑑2} will follow [𝑠 − 𝐴 − 𝐵 − 𝑑2] and {𝑠 − 𝑑3} will follow [𝑠 − 𝐴 −

𝐵 − 𝑑2 − 𝐹−𝑑3] path. 



 

 

 

 

 

 

 

 

 

  

 

 

 

Figure 22: Failure cases in Wireless Mesh Network 

 

Therefore during node failure the approach will switch to another path (as evaluated in 

step1) which excludes the failure node to communicate between sources to destination 

(figure 22). 

Case 3: (Link Failure) if link between ′𝑠 − 𝐴′ fails, then it will affect{𝑠 − 𝑑1}, {𝑠 − 𝑑2} 

and {𝑠 − 𝑑3}. Traffic will automatically switch to unaffected path i.e. [𝑠 − 𝐶 − 𝐵 − 𝑑1] 

to reach 𝑑1. [𝑠 − 𝐶 − 𝐹 − 𝑑2] is the path for {𝑠 − 𝑑2}  while  [𝑠 − 𝐶 − 𝐹 − 𝑑3] is the 

path for {𝑠 − 𝑑3} . 

Case 4: (Link Failure) if link ′𝑠 − 𝐶′ fails, then {𝑠 − 𝑑1} path will switch to[𝑠 − 𝐴 −

𝑑1], {𝑠 − 𝑑2} will follow[𝑠 − 𝐴 − 𝐵 − 𝑑2] and {𝑠 − 𝑑3} will follow[𝑠 − 𝐴 − 𝐵 − 𝑑2 −

𝐹−𝑑3].  

If both links ′𝑠 − 𝐶′  and′𝑠 − 𝐴′ fails then there is no path available to communicate 

between {𝑠 − 𝑑1} , {𝑠 − 𝑑2}, {𝑠 − 𝑑3} and network communication will fail. Similarly 

if nodes 𝐴 and 𝐶 fails (in case 1 and 2) then entire communication fails. Furthermore, 
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there will be no possible path available to reach to destination except nodes 𝐴 and C  

which means it can immune at most one node/link failure in the network.  

Key Features of Resilient Multicast Approach 

 Packets are forward concurrently on both paths to reach the destination. 

 Resilient Multicast do not care about minimum cost between {S, D}. 

 In case of node/link failure, traffic on unaffected path reaches the destination. 

Disadvantages of Resilient Multicast  

 Traffic Overhead 

 Resist Resilience during multiple failures 

 Random path selection 

 

2) ROMER[13] 

ROMER [45] which is another routing approach for WMN. It describes credit based 

forwarding approach to reach from {𝑆, 𝔇}(see figure 23).Where S is the source node and 

M2, M3 and M5 are intermediate nodes and D is   𝑑𝑒𝑠𝑡𝑖𝑛𝑎𝑡𝑖𝑜𝑛  node (see figure 24). 

 

In ROMER [45] at each node value of R(credit cost) and T(threshold value) is 

calculated. If value of R (credit cost) is greater than T(threshold value), then only a 

node will forward the packet to its destination node.  If value of R (credit cost) is less 

than T (threshold value), packet will be simply discarded by the node. Packets reach to 

its destination node by consuming a cost present at each node.  

Now let us evaluate ROMER [45] which is another routing approach for WMN. It 

describes credit based forwarding approach to reach from {𝑆, 𝔇} .Where S is the source 

node and M2, M3 and M5 are intermediate nodes and D is   𝑑𝑒𝑠𝑡𝑖𝑛𝑎𝑡𝑖𝑜𝑛  node (see 

figure 24). 

 



 

Figure 23: Mesh Based Forwarding [45] 

 

 

 

 

 

 

 

Figure 24: Resilient Opportunistic Mesh Routing for Wireless Mesh Network 

(ROMER). 

 

Each node is assigned some cost and the packet traverses from one node to another by 

consuming this cost. To explain this approach let us assume that cost of source node is 

100 units and credit limit is also 100 units. Now packet may consume 200 units of cost 

to reach from{𝑆 𝑡𝑜 𝔇}. 

The possible steps to communicate data between {𝑆, 𝔇} in WMN using [44] are as 

follows: 
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Step 1: Let us assume that to reach from node S to M2 (intermediate node), packet has 

consumed 120.5 units. Node M2  broadcasts packet by consuming 2 unit of cost to its 

next node i.e. M3 and M5. At each node the value of remaining credit ratio (𝑅) and 

threshold (𝑇) are computed and compared. Let us discuss cases of computation at node 

M2 which means that there exist two paths i.e. M2 M3 and M2 M5.  

We have shown it using two cases: 

Case 1: when credit cost (R) is less than threshold value (T) 

Case 2: when credit cost (R) is greater than threshold value (T) 

Case 1: (when 𝑅 < 𝑇) i.e. discard the packet .The cost of  M2 is 50 units, M3 has 55 

units. In this case it will follow M2, M3  path. So, M2 will forward packet consuming 2 

unit of cost to M3. After receiving the packet, M3 will calculate R and T. See detail as 

below: 

 

At M3,  𝑅 = (100 − (120.5 + 2 + 55 − 100))/100                                                   (1)                                              

                  =  (100 − (177.5 − 100))/100                     (2)                                                                                             

                    =  (100 − (77.5))/100 

                  =  22.5/100 

                  =  .225 

Where (122.5+55-100) =77.5 is the amount of credit needed; (100-(77.5)) =22.5 is the 

remaining credit available for M3 and 22.5/100 is the ratio of remaining credit to initial 

credit. 

 Further threshold value is calculated as T = (55 100 )2 =.3025, where 55 is M3 cost 

and 100 is the cost of the source. 

Case 2: (when R>=T) i.e. packet will be forwarded to next node. The cost of  M2 is 50 

units, M5 has 50 units. In this case it will follow M2M5  path. So, M2 will forward the 

packet  by consuming 2 unit of cost to M5 .After receiving the packet, M5  will calculate 

R and T. 

 



At M5        R= (100-(120.5+2+50-100))/100              (3) 

                    =  (100 − (172.5 − 100))/100 

                    =  (100 − (72.5))/100 

                    =  27.5/100 

                    =  .275 

Where (120.5 + 2 + 50 − 100)  = 72.5 is the amount of credit needed. (122.5 is the 

cost consumed by packet by reaching from source node to intermediate node (M2) ;50 

is the cost of node M5  and 100 is the source cost (1)) ; (100 − (72.5)) = 27.5 is the 

remaining credit available for M5 and 27.5/100 = .275 is the ratio of remaining credit 

to initial credit. The threshold value T= (50 100 )2 =.2500, where 50 is M5 cost and 

100 is the cost of the source. Now, here R > 𝑇 , so packet will be forwarded to next 

node. 

The major drawback of ROMER[45] approach are;1) discarding the packet (when the 

node cost becomes higher, see figure 23); 2)during node or link failure the possibility of 

successful packet delivery till the destination node reduces based on the predefined 

credit cost; comparative study of resilient multicast [44] and ROMER [45] in WMN is 

shown in table 2. In section 3 we have proposed Buffer Based Routing (BBR) as a 

solution to overcome these disadvantages. 

Key feature of ROMER [45]: 

 Source node forwards the packet by taking minimum credit cost. 

 Packet reached to destination by consuming credit cost 

 At each node credit cost R and threshold value T is calculated 

 It broadcast the packet to entire network to avoid node/link failure 

Drawbacks of ROMER [45]: 

 Delay in packet transmission 

 High bandwidth consumption 

 Provide fault tolerance with redundancy 

 Assume credit cost initially 



Resilient Multicast Routing [44] and ROMER [45] are the popular resilient routing 

algorithms for WMN. Both these approaches are having problems of restricted network 

throughput, network congestion, and successful packet delivery against node/link 

failure. Let us introduce both these approaches to classify these problems. 

Resilient Multicast Routing Protocol [44] establishes two-node disjoint path to 

communicate between each [𝑠𝑜𝑢𝑟𝑐𝑒, 𝑑𝑒𝑠𝑡𝑖𝑛𝑎𝑡𝑖𝑜𝑛] pair. In case of node/link failure, 

traffic on unaffected path reaches the destination. This will increase network 

communication cost (reduces throughput). 

Another drawback of this approach is increased network congestion due to failure of a 

node/link but multiple failures will further restrict resiliency in the network.  

While in ROMER [45], source node forwards the packet by taking maximum credit 

cost. At each node credit cost 𝑅 and threshold value 𝑇 is calculated to reach from 

source to destination. The major drawback of ROMER is that, if cost at each node is 

higher then there is possibility to discard the packet. ROMER broadcasts the packets in 

the network and this will result increased network communication cost (reduces 

throughput) and increased network congestion due to multiple packet delivery in the 

network. 

Table 2 shows a comparison between ROMER and Resilient Multicast approach: 

 

S.No. Resilient Multicasting in WMN ROMER 

1. It follows two node disjoint-path 

approach , in which packet forwards 

concurrently on both paths   to reach the 

destination. 

It follows credit based forwarding 

approach in which packets 

reached to destination by 

consuming credit cost. 

2. Resilient multicast can tolerate 

maximum of 1 node/link failure in 

network. 

During node or link failure the 

possibility of successful packet 

delivery till the destination node 

reduces based on the predefined 

credit cost. 



3. Network congestion problem occurs as 

it broadcasts data concurrently on both 

paths.  

Discarding the packet when the 

node cost becomes higher. 

 

Table 2: Comparison between Resilient Multicast and ROMER 

 

3) Resilience in Computer systems and networks[34] 

In this paper the authors describe resiliency in terms of network and systems. 

Resiliency is one of the important aspects for various systems and networks. 

Hutchison et al [46] define resilience is a combination of two things: 

 Truth worthiness which is a combination of dependability, security, per 

formability. 

 Tolerance which includes survivability, disruption and traffic tolerance. 

The authors describe resiliency metrics with dependability metrics which includes 

availability, performance, per formability and survivability. 

In general, resiliency is the ability to recover from failures [47]. 

Resiliency is a term which is used in many different fields like dearnley [48] used the 

resilience term in database systems which is the ability to return to its previous state 

after performing same action. 

More detailed classification of resilience in computer networks and systems is shown in 

figure 25. 
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Figure 25: Classification of threats [34] 

 

The authors describe four types of resiliency models: 

i) Resiliency of Availability model  

ii) Resiliency of Performance model 

iii) Resiliency of Per formability model 

iv) Resiliency of Survivability model 

 

 



i) Resiliency of Availability Model 

 

 

Figure 26: Telephone Switching System Availability Model [34] 

 

Consider there is n number of channels in a telephone switching system (see figure 26). 

The channel failure and repair time is distributed exponentionally with a mean of 1/n 

and 1/n respectively.   

The author computes two types of unavailability: 

 Steady state unavailability UA 

 Instantaneous unavailability UA(t) 

Let in a state i, u(i) is the steady state probability then 

Steady state unavailability = U(A) 

U(A) = 0 

Here failure rates vary over certain period of time. 

There are several ways to integrate time dependent failure with availability models and 

one of the easiest way is approximation continuous function which is a constant 

function for computing the network resilience. 

 

 

 

 



ii) Resiliency of Performance Model 

 

 

Figure 27: Telephone Switching System Performance Model [34] 

 

The author considers the same telephone switching systems for performance model as 

shown in figure 27. In figure 27, steady index (j) defines number of channels in use, 

poision with rate u(x) defines call arrival process and distribution rate u(t) indicates the 

call holding time. 

For a continuous time markov chain (CTMC), let u(x) be a steady state probability in a 

state i. Then, steady state blocking probability   

                      Pb= u(n) 

 

iii) Resiliency of Per formability Model 

To define the per formability of model the authors construct a composite telephone 

switching system model having n channels. Poison with rate u(x) define call arrival 

process, distribution rate u(t) indicates call holding time and channel failure and repair 

time is defined with an exponentionally mean of 1/u(x) and 1/u(t) (see figure 28). 

In per formability model, resilience is computed by varying both arrival rate and failure 

rate after a system comes in steady state. 

 



 

Figure 28: Telecom Switching System Per formability Model[34] 

 
 

 

iv) Survivability Model 

 

 
 

Figure 29: Switching System Survivability Model[34] 

 

 

 



In survivability model, instantaneous transitions have taken place which is represented 

by dotted arcs.  

The survivability model is a new composite model which is shown in figure 29. 

In this paper, the author constructed a dependable resilience model and varies from 

performance model to dependable/performance model by applying several changes i.e. 

failures/overload/increase in arrival rate etc. 

Features of resilience in computer systems and networks [34] 

 Computer system and network resilience enforce changes in both type of 

models i.e.  availability model and performance model. 

 

 To compute the resilience availability and performance model, failure rate 

changes over the time. 

 

 

4) An Adaptive Approach to Network Resilient[37] 

A number of mechanism i.e. monitoring system, IP Flow information tool used in 

intrusion detection and classification system are needed to provide resilience in 

network. 

However, it is very difficult to describe these mechanisms working in a complex multi 

service network means how the configuration changes over the time when facing new 

type of challenges, how context changes. 

 

The configuration of resiliency mechanism is done by policy based management 

framework. 

 

In adaptive approach for network resilient, authors discuss 4 types of approaches: 

 

1) Identification and remediation of fine grain challenge (figure 30). 

2) Detection of volume based anomaly technique. 

3) Strategies of policy based management. 

4)   Resiliency of DDOS attacks.  



 

 

Figure 30: Coarse to fine grain challenge identification and remediation [37] 

 

 

Policy based management Strategy [37]:  

 

To decouple the hard wired implementation of resilience, policy based mechanisms are 

used. 

For example: rum time management strategy define resilience strategy rule. 

Policy based mechanism also discuss the network configuration and resilience 

mechanism which releases the strategy of resilience without interrupting service 

operation. For progressive multi stage resilience approach policy based management 

framework is one of the necessary features. 

To configure the resiliency mechanism operation at run time, several policies are used 

as shown in figure 31.  

Here events represents challenges occurrence i.e. DDOS attack, context change i.e. 

resource availability. 

In a policy repository, policies are represented by reconfiguration strategies which 

define how several component operations in a network should be modified. 



 
 

Figure 31: Policy-based reconfiguration of mechanisms during run-time [37] 

 

The subject based decisions and events of policies are evaluated by policy interpreter. 

These policies determine number of actions to be performed under different 

circumstances. 

The policy may include mechanisms of parameter tuning, interconnection re-wiring and 

diabling and enabling of dynamic mechanisms which are currently deployed in a 

particular strategy. 

Policy based configuration consider 2 cases: 

 

a) To ensure resilience, it shows the network mechanism to a high traffic volume. 

 

b) Resiliency mechanism shows the schematic representation of enhanced router. 

 

 



 

 

Figure 32: a) Showing the mechanisms used to ensure resilience of the network to high-

traffic volume challenges [37]; b) A schematic representation of the enhanced router 

showing the resilience mechanisms used [37]. 

 

 

Figure 33: Algorithm for incremental challenge identification and remediation for high-               

volume traffic challenges [37] 

 

 



The following steps include the algorithm for incremental challenge identification and 

remediation [37] as shown in figure 33: 

(1) LinkMonitorMO at a given period of time link monitor MO  evaluates the 

utilization of link with threshold rate which is set by localmanager MO. 

 

(2) LocalManagerMO configures the subnetwork components like high utilization 

of link, MO rate limiter etc. MO rate limiter notified the starting limit of traffic 

on a link at a given rate. MO rate limiter is coarse grained first remediated 

action which reduces the overall impact of the attack. 

 

(3) IntrusionDetectionMO for counting the incoming packet link, intrusion 

detection MO uses threshold based algorithm. Whenever it determine the victim 

IP address intrusion detection MO raises an event to local manager MO. 

 

(4) As local manager MO receives the event of victim IP from intrusion detection 

MO, it will limit the traffic for victim IP only. 

 

(5) FlowExporterMO records the IP flow after a specific time out period and send 

this IP flow record to classifier MO with a given sampling rate. 

 

(6)  ClassifierMO, classifier MO identifies the precise nature of flow information 

by using different machine learning classification algorithms. 

 

(7)  LocalManagerMO to permit the non malicious traffic to reach to detection, 

lacal manager MO limit all the malicious attack flow by notifying the rate 

limiter MO. 

 

The author represents dynamic deployment of resilience mechanisms by using 

incremental policy driven approach. 

 

The policy driven process is controlled by policies which relies on context information 

and in complete challenges. 

 

To identify and remediate the challenges, authors demonstrate the feasibility of policy 

based approach. 

Several case studies have been implemented and deployed to discover the 

generalization of approach by describing malicious (e.g. worm and bonnets) and non 

malicious challenges. 
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CHAPTER 4 

BUFFER BASED ROUTING AND RESILIENCY 

APPROACH FOR WIRELESS MESH 

NETWORKING 

 

In previous section we have evaluated several drawbacks allied with both resilient 

multicasting [44] and ROMER [45] approaches in WMN. In order to provide an 

efficient solution over these drawbacks, we have proposed a Buffer Based Routing 

(BBR) approach which adopts routing technique based on buffer allocation. The 

routing approach starts with the selection of the route with minimum number of 

buffered nodes. The proposed approach consists of three steps:  

 

i) Buffer Allocation to the network nodes;  

ii) Selecting Optimum path for routing; and  

iii) Resilient Packet Transmission. 

 

4.1 Buffer Allocation Mechanism using  BAA 

 

BBR [49] approach adopts routing technique based on buffer allocation i.e. we provide 

buffering at each node instead of maintaining routing table. The BBR approach consists 

of three steps: i) Buffer allocation to the network nodes using BAA; ii) Selection of 

optimum path for routing; iii) Resilient Packet Transmission.  

 

4.1.1 Buffer Based Allocation 

 

According to BBR [49] least cost path selection, buffers are placed at alternate 

positions in the network. The buffer allocation is achieved in following steps:  

a) Select a node 𝑁𝑖  randomly from network in figure 34, where 𝑖 =1, 2, 3……𝑛 

number of nodes in this network. Assign buffer to this node and mark it as 

visited node. 



 

b) Choose least cost path from node 𝑁𝑖  to its connected neighbouring node and 

move to this node, make it as 𝑁𝑖 . As buffer allocation process is assigned for 

alternate nodes. So, skip buffer assignment to this node and just mark as visited. 

c) Again choose least cost path from node 𝑁𝑖  to its connected neighbouring node. 

Move to this node and make it as Ni. Assign buffer to this node and mark it as 

visited node. 

d) This step compares whether the next node is visited or not. If node is visited then 

it rollbacks to its previous node and again search for another node. 

e) Repeat steps 𝑎 −  𝑑 until total buffer placement in network is performed. The 

buffering process will stop when the total buffered nodes are ≤ 𝑛/2 where 𝑛 are 

number of nodes in the network.  

 

 

 

 

 

 

   

 

Figure 34: Buffer allocation in the network using BAA (steps (𝑎 − 𝑒)). 

 

Buffers are provided to maintain the resiliency in the network. If we have a network of 

10 nodes (figure 34) then total number of buffers allocated in the network are 5. 

Similarly in a network of 15 nodes, number of buffers allocated in network are 7.  

If (n= number of nodes in the network) Then total buffer placement in the network is ≤ 

𝑛/2. Minimum and maximum size of buffer is provided to be 5 units of packet i.e. at a 

1 1 

2 
2 

1 1 1 

𝒔𝒐𝒖𝒓𝒄𝒆 

 
       B 

C        D          E 

        F           G     

         H       I          J 

A 

3 

1  

𝑑𝑒𝑠𝑡𝑖𝑛𝑎𝑡𝑖𝑜𝑛 

 

 

2 

2 

2 

2 

3 

4 



time only 5 packets are stored inside the buffer. To reduce the traffic congestion and 

increase the speed of data transfer, the minimum and maximum size of buffer is taken 

to be 5 units. To understand it in a better way let us take an example: figure 34 shows a 

10 node network in which source node A and intermediate node F are buffered nodes, 

let there is only one packet to transmit from source A to destination node J. 

Step 1: Node A sends first packet to node C, assuming the transmission of first packet 

from node A to C is one second. 

Step 2: Node C sends an acknowledgement (ack) of packet 1 to node A, assuming ack 

transmission time is also one second. 

Step 3: Further node C transmits the same packet 1 to buffered node F within same 

time period (i.e. 1 second). 

Step 4: Buffered node F sends ack to node C (in 1 sec) and then node C forwards the 

buffered node F ack to node A (again in 1 sec). 

So, total amount of time to transmit the first packet from node A to node F is 5 

(1+1+1+1+1) seconds. After 5 seconds first packet will be removed from A buffer node 

and next packet will arrive. To increase the speed of processing and decrease delay and 

congestion in the network we take buffer size of 5 units. 

The terminologies used in RPT, BBR are shown in table 3. 

 

Terms used in 

algorithms (table 3,4 

and 5) 

Description 

Buffered node Ni 
Signifies the node which is a buffered node (i.e. already 

assigned a buffer) 

Next[Ni] 
It is used to visit the next node in the network during buffer 

allocation process 

(Node→Node_next) 

During allocation of buffers in the network, we maintain a 

list of nodes that are visited and assigned buffers. So, 

Node→Node_next which defines: if next node (i.e. 



node→node_next) is present in visited list then rollback to 

its parent node (i.e. previous→Ni ) 

Buffer[Ni] 
Signifies the array which contains node id of the buffered 

node 

visited list[ ] 
It is an array which contains the node id and stores the 

information of previously visited node in the network 

Ni←min_cost_next [Ni] 

It is used to select the node which has minimum link cost 

from the current node and then the node which has less 

minimum cost will become the next current node 

Ni != visited_list[ ] 

In our algorithm for each next node Ni we check whether Ni 

is present in visited list. If Ni is present in visited list array 

then we go for next node (which has ‘next_min_cost(Ni)) 

otherwise we continue our process from current node 

Buffered array[ ] 
It is an array which contains node id of the nodes which has 

already been buffered 

visited list[ ] + 1 = Ni It maintains visited current node Ni into visited_list[] 

assign_buffer(Ni) It is a function used to assign buffer to the node Ni  

rollback(previous→Ni) 
If node Ni is present in visited list and its next node also 

present in visited list then we rollback to parent node of Ni 

array_buffer[ ]←Ni 

It is an array which contains the information about the 

buffered node, if the node Ni is found eligible to assign then 

it is added in this array 

update_routing_table() It is a function which is used to update the routing table  

 

Table 3: Terminologies used in BAA and RPT Algorithms 

 

 

 

 

 



 

 

 

 

 

 

 

 

 

 

Figure 35: Buffer Allocation Process using BBR 

 

4.1.2 Buffer Based Routing 

 

In BBR approach we have customized the routing table according to include the buffer 

field with respect to node. The routing table consist of seven parts i.e. 1) node; 2) node 

address; 3) next hop; 4) next hop buffered?; 5) next hop address; 6) cost; and 7) 

buffered node? . The construction of routing table involves following steps: 

1. Columns node id; node  address; next hop id; next hop address; and cost;  

describe the id of current node, address of the node, id of next hop, address of 

next hop, cost to the next hop respectively. We do not go in detail of the 

explanation for updating these fields.   

2. Now, the remaining two fields i.e. next hop buffered?; buffered node?; are 

initialized with the value „No‟.  These fields are updating recurrently with the 

buffer allocation process (shown in Table 4 and Table 5).  
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3. When the buffer allocation algorithm terminates, the last node broadcast the 

information of these two fields in the network. 

4. All the nodes update their routing table accordingly. 

 

We have shown the routing table of two nodes i.e. source node 𝐴 and destination node 

d3. We assume that we start the buffer allocation process form node 𝐴. The routing 

tables of each node are updated as the buffer allocation process progresses.  For example 

table 4 shows the routing table of node 𝐴. Node 𝐴 is the starting node of buffering 

process so the entries of column Next hop buffered and Buffered node is updated 

accordingly. Table 5 shows the routing table of node 𝐽. It is the last buffered node, hence 

it contain the latest updated routing table. Further, after termination of algorithm node 𝐽 

broadcast the routing table information (of two columns i.e. Next hop buffered? and 

Buffered node?) to entire network. After receiving the updated information each node 

updates its routing table according to table 5. 

As the routing table consist of seven parts i.e. 1) node; 2) node address; 3) next hop; 4) 

next hop buffered 5) next hop address; 6) cost; and 7) buffered node. Initially buffer 

space will not be allocated next hop and next hop buffered field. These fields are 

updated when buffer allocation algorithm is executed. When buffer allocation algorithm 

is terminated, last visited node consists of the updated which it broadcasts to entire 

nodes of the network. Thus Routing Table (RT) of each node of the network is updated. 

Table 5 shows RT of buffered node J which is the last step of BAA algorithm before 

termination. 

 

Node ID Node 

address 

Next 

hop 

ID 

Next hop 

buffered? 

Next 

hop 

address 

Cost Buffered node? 

A … C No … 1 Yes 

A … D No … 2 Yes 

B … D No … 1 No 



B … G No … 2 No 

B … E No … 1 No 

C … F No/Yes … 2 No 

C … H No … 3 No 

D … A No/Yes … 2 No 

D … B No/Yes … 1 No 

D … F No/Yes … 2 No 

D … G No … 1 No 

E … B No/Yes … 1 No 

E … J No/Yes … 2 No 

F … C No … 2 No 

F … D No … 2 No 

F … H No … 4 No 

F … I No … 2 No 

G … D No … 1 No 

G … B No/Yes … 2 No 

G … I No … 1 No 

G … J No/Yes … 1 No 

H … C No … 3 No 

H … F No/Yes … 4 No 

I … F No/Yes … 2 No 



I … G No … 1 No 

J … G No … 1 No 

J … E No … 2 No 

Table 4: Node A Routing Table 

 

Similarly the routing table of each node have constructed.   Here we shown the routing 

table of  last node i.e. J. 

 

Node 

ID 

Node 

address 

Next 

hop ID 

Next 

hop 

buffered? 

Next 

hop 

address 

Cost Buffered 

node? 

A … C No … 1 Yes 

A … D No … 2 Yes 

B … D No … 1 Yes 

B … G No … 2     Yes 

B … E No … 1     Yes 

C … F Yes … 2 No 

C … H No … 3 No 

D … A Yes … 2 No 

D … B Yes … 1 No 

D … F Yes … 2 No 

D … G No … 1 No 

E … B Yes … 1 No 

E … J Yes … 2 No 

F … C No … 2 Yes 

F … D No … 2 Yes 

F … H No … 4 Yes 

F … I No … 2 Yes 

G … D No … 1 No 



G … B Yes … 2      No 

G … I No … 1 No 

G … J Yes … 1 No 

H … C No … 3 No 

H … F Yes … 4 No 

I … F Yes … 2 No 

I … G No … 1 No 

J … G No … 1     Yes 

J … E No … 2 Yes 

 

Table 5: Node J Routing Table 

 

 

4.1.3    Buffer Based Resilient Packet Transmission  

 

Aim of RPT is to successfully transfer information from source to destination node of a 

network even during failures. For this purpose, routing path from source to destination 

in RPT must have following characteristics [49]: 

a) The route must contain minimum number of buffered node 

b) If more than one path has same number of buffered nodes then it will select 

least cost.  

Initially BBR approach allocates buffers to the entire network (as described in part 

(3.1.1)) and after that packet transmission starts. In the network less than or equal to 

𝑛/2 nodes are buffered. During packet transmission, the non buffered node forwards 

packet to next node and send acknowledgement (ACK) to its preceding node. The 

preceding buffered node will store packet until ACK is received from next buffered 

node. When the ACK is received from next buffered node, the preceding buffered node 

deletes the packet from the buffer. The detailed explanation of packet transmission and 

failure cases has been already discussed in our previous paper [49]. Table 6 shows the 

proposed Resilient Packet Transmission (RPT) algorithm. 

In our approach we have customized buffer based routing path along with packet 

content. To understand resilient packet transmission, let us consider a WMN of 10 



nodes (figure 33). Here source and destination are randomly selected throughout the 

network. Our aim is to send data packets from the source node „A‟ to destination node 

„J’. For packet transmission the routing path need to have following characteristics: 

a) The route must contain minimum number of buffered node.  

b) If more than one path has same number of buffered node than it will select the 

least cost path. 

The acknowledgement (ack) message consist ack as well as the id of sender node. 

Round trip time is defined (RTT) as transmission time of packets from one node to its 

succeeding node and then receiving acknowledgement back from that succeeding node. 

 Routing from node 𝑨 to node 𝑱 is progressed in following steps: 

Step 1: According to buffer allocation process for WMN network as in figure 34 „𝐴‟ is 

the buffered node so it store packets until it receive acknowledgement from the next 

buffer node. By considering its routing table, it will select path [𝐴 − 𝐶 − 𝐹 − 𝐼 − 𝐺 −

𝐽] and wait for ack from node 𝐶 and buffered node  𝐹.  

Step 2: Node 𝐶 is the next hop so it receives the packet and lookup the routing table for 

the next hop which tends towards destination. As it is a non-buffered node it forwards 

the packet to the next node i.e. 𝐹 and send ack to node  𝐴.  

Step 3: When node 𝐹 receives the packet it stores that packet into its buffer. Further it 

sends ack  to node 𝐶, and forward the packet to next node i.e. 𝐼. Meanwhile after 

receiving the ack from node 𝐹. Node 𝐶 will send an ack to previous buffered node 𝐴. 

Further  node 𝐴 deallocate packet from its buffer. 

Step 4: After receiving the packet, node 𝐼 forwards this to next hop i.e. node G  . 

Step 5: Node 𝐺 forwards the packets to node 𝐽 which is the destination node. 

Note: In our approach the ack is send by both buffered and non- buffered nodes. But 

buffer node stores the data packet until it receives the ack of next buffered node. It 

confirms the delivery of message to the next buffered node. 

Let us see following cases: (by considering figure 35) 

Case1: Node Failure:  if a node fails during communication in network.  



Let us suppose node ‘𝐼’ fails. 

Step 1: As node ‘𝐹’ will not able to get ack within its RTT (Round Trip Time) then 

node ‘𝐹’ will send packet one more time, even if it is not able to get an ack then it will 

assume that node ‘𝐼’ has been failed. 

Step 2: Node ‘𝐹’ will select its next least cost and will send packet to route‘𝐹 − 𝐷 −

𝐺 − 𝐽’. 

Further we consider another situation, if node ‘𝐺’ fails, node ‘𝐼’ will not able to get ack 

within RTT, then node ‘𝐼’ will roll back because there is no other path exist other than 

node ‘𝐺’ to reach to destination. Then node ‘𝐹’ will follow ‘𝐹 − 𝐷 − 𝐵 − 𝐸 − 𝐽’  path. 

Advantage of having buffer in network is that in case of node failure there is no need to 

re-establish the path and can simply access packet from buffers present at intermediate 

nodes. 

Case 2: Link Failure: when a link fails inside a network during communication 

between source and destination.  

Let us take an example when link ‘𝐹 − 𝐼’ fails. Link failure case is similar to node 

failure 

Step 1: let  ‘𝐴’ be source node and ‘𝐽’ be the destination node. Node ‘𝐴’ will follow its 

routing table and see that intermediate buffered nodes are in two different paths so it 

will follow a path with minimum cost path i.e. ‘𝐴 − 𝐶 − 𝐹 − 𝐼 − 𝐺 − 𝐽’ and send 

packet through this path. 

Step 2: As the packet reaches to node ‘𝐹’ , there is a link failure ‘𝐹 − 𝐼’ so; node ‘𝐹’ 

will not be able to get ack within RTT. So node ‘𝐹’ will follow another path by seeing 

its routing table i.e. ‘𝐹 − 𝐷 − 𝐺 − 𝐽’ which is next highest least cost distance between 

𝑠, 𝑑. 

Step 1 a) select random node Ni from the network. 

b) Assign buffer (Ni); 

c) Visited list [] =Ni; 

Step 2 d) if (next [Ni]! =null) 

e)                     Ni←min_cost_next [Ni]; 

f)                      If (Ni=visited list []) 



g)                            Select next_min_cost (Ni); 

h)                            Go to step (d); 

i)                      end if; 

j)                     Else  

k)                         If (previous [Ni] =buffered array []) 

l)                                   Skip (Ni); 

m)                                 Visited list [] +1=Ni; 

n)                                  Goto step (d); 

o)                              end if; 

p)                           Else 

q)                                   Allocation(Ni); 

r)                                   Gotostep(d); 

s)                                end else; 

t)                         end else; 

u)                      end if; 

v)                  Else 

w)                          Rollback (Ni); 

x)                       end else; 

Step 3 Repeat step 2 until two rollbacks occur at the same node; 

Step 4 Return; 

Allocation (Ni) 

begin 

  if (Ni!=visited_list[]) 

  assign_buffer(Ni); 

visited_list [] +1=Ni; 

  end if; 

else 

rollback (previous→Ni); 

end else; 

end; 

 

assign_buffer (Ni) 

begin 



  assign buffer to Ni; 

array_buffer []←Ni; 

update_routing_table(); 

end; 

 

Table 6: Buffer Allocation Algorithm 

 

 

1. Source (buffered) node starts transmission through least cost path by 

considering its routing table ( in accordance to section 2.1.3 (a) and (b))     

2. Wait for two ack‟s (buffered node/non buffered node) 

 

3. If (next[Ni ]!=buffered node Ni )                     

4.           Receive and forward the packets to its downstream node Ni and 

starts RTT (round trip time). 

5.                Send ack to its previous node Ni.   

6.                         Go To step(3)    

7. End: if 

8.  Else  If (next[Ni]=buffered [Ni])  

9.                        Store and forward the packet to next Ni and starts RTT                         

10.                        Send ack to its previous node Ni  

11.                        Wait for two ack‟s.   

12.           If (two ack‟s received within RTT)  

13.                    Go To step(8) 

14.           Else 

15.                    Go To step(22)    

16. End: else if 

17.  Else 

18.           If ( Packet receive within its RTT)  

19.                    Repeat step 3   

20.           End: if 

21.         Else 



22.                    Failure (Ni)   

23.           End: else 

24. End: elseif 

25.  Else (destination node)   

26.                Receive and store packet         

27.                Send ack to its previous node.  

28. End: else 

 

Failure (Ni)    

1.  If (failure Ni=exist)       

2.  Preceding buffered node select another least cost path to destination node.                                     

3.  End if                                

 

Table 7: Resilient Packet Transmission Algorithm 

 

 

4.2 Complexity Analysis of  BAA and RPT Algorithms 

 

This section shows the time complexity of proposed BAA [49] and RPT approach. 

BBR approach is previously allocating buffer till the destination but now, we have 

updated the BBR approach to work for un-traversed link beyond destination. The time 

complexity of both BAA and RPT is executed as 𝑂(𝑁𝑙𝑜𝑔2 𝑁  using Brute Force 

method. Table 8 and 9 shows the time complexity of BAA and RPT approaches. 

1. Select random node Ni from the network 𝑂(1) 

2. Assign buffer (Ni) 𝑂(1) 

3. Visited list [] =Ni 𝑂(𝑙𝑜𝑔2 𝑁 ) 

4. If (next [Ni]! =null) 𝑂(1) 

5.      Ni←min_cost_next [Ni] 𝑂(𝑁) 

6.         If (Ni=visited list []) 𝑂(𝑙𝑜𝑔2 𝑁 ) 

7.            Select next_min_cost (Ni) 𝑂(1) 

8.            Go To step (4) 𝑂(𝑁𝑙𝑜𝑔2 𝑁 ) 

9. End if  



10. Else  

11.  If (previous [Ni] =buffered array []) 𝑂(𝑙𝑜𝑔2 𝑁 ) 

12.       Skip (Ni) 𝑂(1) 

13.       Visited list [] +1=Ni 𝑂(𝑙𝑜𝑔2 𝑁 ) 

14.       Go To step (4) 𝑂(𝑙𝑜𝑔2 𝑁 ) 

15.  End if  

16. Else  

17.      Allocation(Ni) 𝑂(𝑁𝑙𝑜𝑔2 𝑁 ) 

18.      Goto step(4) 𝑂(𝑁𝑙𝑜𝑔2 𝑁 ) 

19. End else  

20. End else  

21. Else  

22.      Rollback (Ni); 𝑂(1) 

23. End else  

24. Repeat step 2 until two rollbacks occur at the 

same node; 

𝑂(1)

× 𝑁𝑙𝑜𝑔2 𝑁  

25. Return;  

Allocation (Ni)    

                  Begin  

1. If (Ni!=visited_list[])                                           𝑂𝑙𝑜𝑔2 𝑁  

2. assign_buffer(Ni) 𝑂𝑙𝑜𝑔2 𝑁  

3.  visited_list [] +1=Ni 𝑂(1) 

4. End if  

5. Else 

6.   rollback (previous→Ni) 

 

𝑂(1) 

7. End else  

8. End  

assign_buffer (Ni)          

                  Begin  

1. assign buffer to Ni 𝑂(1) 

2. array_buffer []←Ni 𝑂(1) 

3. update_routing_table() 𝑂𝑙𝑜𝑔2 𝑁  



4. End  

Total complexity of Buffer allocation algorithm: 𝑂(𝑁𝑙𝑜𝑔2 𝑁  

 

Table 8: Time Complexity of BAA Algorithm 

 

1. Select random node Ni from the new Source 

(buffered) node starts transmission through least cost 

path by considering its routing table 

𝑂(𝑙𝑜𝑔2 𝑁 ) 

2.    Wait for two ack‟s (buffered node/non buffered 

node) 
𝑂(1) 

3.    If (next[Ni ]!=buffered node Ni 𝑂(1) 

5     Receive and forward the packets to its 

downstream             node  Ni  and starts RTT(round 

trip time) 

𝑂(1) 

6 Send ack to its previous node Ni 𝑂(1) 

7    GoTo step(3) 𝑂(𝑁) 

8 End: if  

9 Else If (next[Ni]=buffered [Ni]) 𝑂(1) 

10   Store and forward the packet to next Ni and starts 

RTT 
𝑂(log(𝑁)) 

11   Send ack to its previous node Ni 𝑂(1) 

12   Wait for two ack‟s 𝑂(1) 

13 If (packet received within RTT)  

14    Go To step(8) 𝑂(𝑁) 

15        Else  

16     Go To step(22) 𝑂(𝑁) 

17 End: elseif  

18 Else  

19 If (Packet receive within its RTT) 𝑂(1) 

20    Repeat step 3 𝑂(𝑁) 

21 End: if  

22      Else  

23      Failure(Ni) 𝑂(log(𝑁)) 



24 End: else 

25 End: else if 

26 Else (destination node) 

27 Receive and store packet 

28    Send ack to its previous node 

29 End: else 

𝑂(1) 

𝑂(1) 

𝑂(1) 

 

 

Failure (Ni)  

1. If (failure Ni=exist) 𝑂(1) 

2. Preceding buffered node select 

another least cost path to 

destination node. 

3. End if 

𝑂𝑙𝑜𝑔2 𝑁  

Total complexity of RPT algorithm: 𝑂(𝑁𝑙𝑜𝑔2 𝑁  

 

Table 9: Time Complexity of RPT Algorithm 

 

The time complexities of Buffer Allocation and RPT algorithms are  𝑂(𝑁𝑙𝑜𝑔2 𝑁 . 
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CHAPTER 5 

PERFORMANCE ANALYSIS  

    

In this chapter we have simulated the performance of BBR approach using MAT LAB. 

A MAT LAB is a high level language and interactive environment for numerical 

computation, visualization and programming. We can analyze data, develop algorithm 

i.e. signal processing, image and video processing control system and communication, 

computational biology, test and measurement computational. 

MAT LAB is a foundation for all products i.e. parallel computing, mathematics, 

statistics, test and measurement, application development. MAT LAB is a numerical 

commutating environment and 4G programming language. 

 

We have evaluate performance analysis of BBR (Table 10) in terms of network 

performance parameters i.e. throughput, resiliency against node/link failure, network 

congestion and delay. These parameters are defined as:  

 

Throughput: throughput is defined as how fast we can actually send data through a 

network.  

Resiliency against node/link failures: how resiliency implemented in case of failures. 

Network congestion: how much load on network exists during transmission of data 

between source and destination? 

Delay: how long it takes for an entire message to completely arrive at destination. 

Since Resilient Multicast [44] follows two-node disjoint path, packets broadcast to the 

network and follows both paths concurrently to reach the destination. In case when any 

intermediate node/link fails, then packets will automatically switch to unaffected path 

due to which load on that path increases and throughput decreases. In ROMER [45] 

throughput is higher than resilient multicast and all packets follow single path. In the 

proposed approach buffers are placed according to least cost path selection and during 

packet transferring ,it choose path which has less number of intermediate buffers from 

{S, D}, so throughput increases because it sends data  according to least cost path. 



In resilient multicasting packets [44] flows parallel and concurrently through 2-node 

disjoint path, in case of any node/link failure packets  will shift to single path due to 

which cost of resilient multicast increases. But in ROMER [45] packets follows single 

path and forward packets according to credit limit. In case when initial credit limit is 

less, cost at each node is very high and number of failures exists in network, there are 

more chances of discarding packets by the node. In the proposed approach we employ 

buffers for storing the packets coming from previous nodes. In case any non-buffered 

node fails, then we can get data from its preceding buffer and if buffered node fails 

then. Table 10 shows the theoretical comparison of BBR [49] which shows how  BBR 

[49] approach is advantageous over Resilient Multicast [44] and ROMER [45]. 

Parameters Performance Reasons 

Throughput Increases Because of least cost buffered path 

selection during transmission 

process. 

Resiliency against 

node/link failure 

Increases Because transmission starts from 

previously buffered node. 

Network congestion Decreases Due to limited buffer capacity, 

number of packets in network are 

less. 

Delay Decreases Due to transmission of packets (after 

transmission of first  packet) 

Reliability and robustness Increases Because of implementation of 

resiliency, network is more reliable, 

chances of network failure are less. 

 

Table 10: Performance Analysis of BBR 

To analyze the performance of BBR [49] approach, let us consider first, a network of 

five nodes (see Fig. 35(a)) where 𝐴 is the source node, 𝐸 is the destination node and 

compare between these approaches. Now, evaluating the performance of Resilient 

Multicast [44] ,ROMER [45] and BBR [49] over five different network sizes i.e. 

5, 10, 15, 20, 25 

Evaluate network performance using some parameters i.e. throughput (defined in terms 

of cost), network congestion (in terms of packet transmission) and resiliency against 

node/link failure (in terms of fault tolerance). We have considered cost as total amount 

of delay occurs during transmission of packets from source to destination. While packet 



transmission is the total number of packets transmitted at a time in network and fault 

tolerance  is possible numbers of paths exist after failure. 

 

5.1 Throughput Analysis of RM, ROMER, BBR  

 

a) Network Throughput: Throughput is defined in terms of cost i.e. total amount of 

delay occurs during transmission of packets from source to destination. Let us 

evaluate network throughput of these approaches for network size 5 (Fig. 35(a)). 

 

i) Network throughput of Resilient Multicast [44]: This approach selects at 

least two node disjoint paths to send data packets. To analyze throughput, 

we calculate the total amount of cost of selected disjoint paths to reach 

from 𝑆 − 𝐷 (see Fig. 35(a)). Source 𝐴 selects two disjoint paths i.e. 

i) 𝐴 − 𝐵 − 𝐷 − 𝐸 which consumes 1 + 2 + 2 = 5 units (through𝐴 −

𝐵,  𝐵 − 𝐷, 𝐷 − 𝐸) and ii) 𝐴 − 𝐶 − 𝐸 which consumes 2 + 1 = 3 unit of 

cost (through 𝐴 − 𝐶, 𝐶 − 𝐸). So, packet is sent to its destination node by 

consuming (cost of path 1 + cost of path 2) 5 + 3 = 8 units. 

 

ii) Network Throughput of ROMER [45]: This approach forwards the packet 

by taking maximum credit cost (which is assumed at the source node). 

ROMER states that each node has some cost and packets will be 

forwarded by every node after calculating the value of credit cost 𝑅 and 

threshold value 𝑇.  

Such that : 

 

          If (𝑅 > 𝑇) 

           Then node forwards the packet; 

          Else 

           Discard the packet; 

 

The detail steps of this approach for network size 𝟓 are as: 

 

 Initially ‘𝐴’ broadcasts data to its downstream nodes i.e. 𝐵 and 𝐶, which 



consume total 3 unit of cost to send the packets (𝐴 − 𝐶 = 2 unit) and (𝐴 − 𝐵 = 1 

unit). 

 

 Assuming cost of node 𝐵 = 55 and node 𝐶 = 50. Packet will be forwarded by 

downstream nodes after calculating the value of 𝑅 and 𝑇. At node 𝐵 if 𝑅 < 𝑇 

then it discards the packet. At node 𝐶, assume 𝑅 > 𝑇 then it forwards the packet 

to its downstream nodes 𝐷 and 𝐸. So the total cost of sending the packets from 

𝐶 − 𝐷 and 𝐶 − 𝐸 is 1 + 1 = 2 units. 

 

 Further value of 𝑅 and 𝑇 are calculated at node 𝐷 then it forwards the packet to 

destination 𝐸 after consuming 2 unit of cost. 

 

 Now cost to send the packets from 𝐴 − 𝐸 is (cost in (i) + cost in (ii) + cost in 

(iii)) i.e.; 3 + 2 + 2 = 7 units of cost. 

 

iii) Network Throughput of BBR [49]: According to our proposed approach 

packets are sent through a route which has least number of buffered 

nodes. In Fig. 35(a), the path  𝐴 − 𝐶 − 𝐸 contains minimum buffered 

nodes i.e. 2. So it sends the packet using 𝐴 − 𝐶 − 𝐸 path by consuming 

2 + 1 = 3 units (cost of 𝐴 − 𝐶 + 𝐶 − 𝐸). Hence, BBR approach takes 

less amount of cost to send data packets from 𝑆 − 𝐷. 

 

5.2 Network Congestion of RM, ROMER, BBR  

 

b) Network Congestion: It is defined in terms of rate of packet transmission i.e. 

total number of packets transmitted at a unit of time in a network. Let us evaluate 

network congestion on these approaches.  

 

i) Network Congestion on Resilient Multicast: Fig. 36(a) shows that 

source 𝐴 has 20 packets to transmit to destination node. Resilient 

Multicast [44] sends the packets through two-node disjoint paths 



i.e. 𝐴 − 𝐵 − 𝐷 − 𝐸 and 𝐴 − 𝐶 − 𝐸. Twenty packets will be sent through 

either of these path i.e. 𝐴 − 𝐶 − 𝐸. Resilient Multicast uses redundant 

copy of these packets to send through other path i.e. 𝐴 − 𝐵 − 𝐷 − 𝐸. If 

source node has 20 packets to transmit, [45] will send  40 packets in 

network. 

ii) Network Congestion on ROMER [45]: To provide successful delivery of 

packets to the destination node. It delivers redundant copy of packets in 

the network.(see Fig.  36(a)) let source node A has 20 packets to 

transmit. To calculate the cost consider following steps: 

 ‘𝐴’ forwards traffic to both nodes i.e. 𝐵 and 𝐶, so total number of packets 

are 20 + 20 = 40. 

 ‘𝐵’ discards the packet in case(𝑅 < 𝑇) and node 𝐶 forwards redundant 

copy of packets to 𝐷 and 𝐸. Now, numbers of packets to transmit are 

20 + 20 = 40 packets. 

 ‘𝐷’ forwards the packets through single path i.e. 𝐷 − 𝐸 which transmits 

20 packets. 

 Total number of packets inside the network is 40 + 40 + 20 = 100 

packets (traffic size of ((i) + (ii) + (iii)). 

iii) Network congestion on BBR [49]: It forwards the packets according to 

its buffer capacity as shown in Fig. 36(a). Buffers are placed at alternate 

positions. Each buffer has size of 4 units. If Source node ‘𝐴’ has 20 units 

to transmit then only 8 packets will be forwarded inside the network at a 

time. 

5.3 Network Resilience of RM, ROMER, BBR  

c) Network Resiliency: Resiliency against node/link failure is measured in terms of 

fault tolerance. Fault tolerance is defined as possible number of paths exists after 

failure. Let node 𝐵 has failed. 

 

i. Resiliency in Resilient Multicast [44]: Resiliency achieved in [44] through 

two-node disjoint path. (See Fig. 36(a)) source ‘𝐴’ selects two paths 𝐴 −



𝐵 − 𝐷 − 𝐸 and 𝐴 − 𝐶 − 𝐸. If node ‘𝐵’ fails, then resiliency is achieved by 

using second path i.e. 𝐴 − 𝐶 − 𝐸. If node 𝐵 and 𝐶 fails, then there is no 

possible way to reach to destination. 

ii. Resiliency in ROMER [45]: Resiliency achieved in [45] by forwarding the 

redundant copy of packets in the network. Initially [45] forwards the 

packets through three possible path i.e. 𝐴 − 𝐵 − 𝐷 − 𝐸,  𝐴 − 𝐶 − 𝐷 −

𝐸, 𝐴 − 𝐶 − 𝐸. If node 𝐵 fails then there exist 2 possible paths i.e. 𝐴 − 𝐶 −

𝐷 − 𝐸 and 𝐴 − 𝐶 − 𝐸. 

iii. Resiliency in BBR [49]: Resiliency achieved in BBR by storing data 

packets in buffers placed at alternate positions in the network, when failure 

occurs in the network during transmission of data packets, the previously 

buffered node selects another efficient path for packet transmission (see 

Fig. 36(a)). If node ‘𝐵’ fails then there is no effect inside the network 

because we send the data packets through 𝐴 − 𝐶 − 𝐸 path. 

 

To evaluate the accuracy of performance evaluation of Resilient Multicast, ROMER 

and BBR we have analyzed the network parameters (throughput, network congestion, 

resiliency) on 10, 15, 20, 25  network sizes (see table 11). 

 

 

 

Parameter 

Metric 

Resilient 

Multicast 

ROMER BBR 

Throughput 8 7 3 

Network 

congestion 

40 100 8 

Resiliency 1 2 1 

 

Table 11: Parameter growth of three approaches in a network of five nodes 

 



For network size 10: we analyzed network parameters (throughput, network 

congestion and resiliency against node/link failure) on three approaches i.e. Resilient 

Multicast [44], ROMER [45] and BBR [49] using a network of 10 nodes. 
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Figure 36:  Network with different sizes ((a), (b), (c), (d),  (e) represents 5, 10, 15, 20                

and 25 network sizes). 

 

See Fig. 36(b), As throughput measures in terms of cost. [44] selects two-disjoint paths 

i.e. 𝐴 − 𝐶 − 𝐹 − 𝐼 − 𝐺 − 𝐽 which consumes 7 units of cost and 𝐴 − 𝐷 − 𝐵 − 𝐸 −

𝐽 which consumes 6 units of cost. So, the total amount of cost consumed by Resilient 

Multicast is 13 unit. In [45] (let node 𝐶, 𝐹, 𝐺 discards the packet) so, it consumes 12 

units of cost(𝐴 − 𝐶, 𝐴 − 𝐷, 𝐷 − 𝐹, 𝐷 − 𝐵, 𝐵 − 𝐺, 𝐵 − 𝐸, 𝐸 − 𝐽) and send packets 

through 𝐴 − 𝐷 − 𝐵 − 𝐸 − 𝐽 path while BBR [49] takes 7 units of cost through 𝐴 − 𝐷 −

𝐵 − 𝐸 − 𝐽 path. Network congestion is measured in terms of packet transmission. 

Suppose source node 𝐴 has 20 packets to transmit, [44] transmits 40 number of packets 

using 𝐴 − 𝐶 − 𝐹 − 𝐼 − 𝐺 − 𝐽 and 𝐴 − 𝐷 − 𝐵 − 𝐸 − 𝐽 paths inside the network, [45] 

transmits 140 packets through 𝐴 − 𝐷 − 𝐵 − 𝐸 − 𝐽 path (assume node 𝐶, 𝐹, 𝐺 discards 

the packet) while BBR [49]  has only 4 packets to transmit through 𝐴 − 𝐷 − 𝐵 − 𝐸 − 𝐽 

path .While resiliency is measured in terms of possible path exist after failure. In [44], 

if node 𝐷 fails then packet will be forwarded through 𝐴 − 𝐶 − 𝐹 − 𝐼 − 𝐺 − 𝐽. In [45] 

there exist 2 possible paths i.e. 𝐴 − 𝐶 − 𝐻 − 𝐹 − 𝐼 − 𝐺 − 𝐽 and 𝐴 − 𝐶 − 𝐹 − 𝐼 − 𝐺 −

𝐽. In BBR, packets will be forwarded through 𝐴 − 𝐶 − 𝐹 − 𝐼 − 𝐺 − 𝐽 (Explanation has 
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been described in 5 nodes of network). Table 12 shows the parameter growth of three 

approaches in a network of ten nodes.  

 

 

 

 

 

Table 12: Parameter growth of three approaches in a network of ten nodes 

 

For network size 15 (see Fig. 36(c)) throughput of Resilient Multicast, ROMER and 

BBR is 15, 14 and 6, network congestion is 40, 180 and 20 and resilient paths are 1, 

8, 1. For network size 20  (see Fig. 36(d)) throughput is 19, 16, 9, network congestion 

is 40, 200, 24 and resilient paths are 1, 5, 1. For network size 25 (see Fig. 36(e)) 

throughput is 20, 20, 7, network congestion is 40, 300, 28 and resilient paths are 1, 8, 

1 as shown in table 8.     

 

Parameter Metric Approache

s 

5-

node 

10-

node 

15-

node 

20-

node 

25-

node 

100-node 

Throughput  

(in terms of cost) 

Resilient 

Multicast 
8 13 15 19 20 89 

ROMER 7 12 14 16 20 76 

BBR 3 7 6 9 7 66 

Network 

Congestion  

(in terms of Packet 

transmission) 

Resilient 

Multicast 
40 40 40 40 40 40 

ROMER 100 140 180 200 300 650 

BBR 8 16 20 24 28 88 

Resiliency  

(against node/link 

Resilient 

Multicast 
1 1 1 1 1 

1 

 

Parameter 

Metric 

Resilient 

Multicast 

ROMER BBR 

Throughput 13 12 7 

Network 

congestion 

40 140 16 

Resiliency 1 2 1 



failure)  ROMER 2 2 8 5 8 38 

BBR 1 1 1 1 1 1 

 

Table 13: Network parameters comparison on three approaches ([14], [15], [16]) 
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CHAPTER 6 

IMPLEMENTATION AND RESULTS 

 

6.1 Implementation Platform 

The Resilient Multicast [44], ROMER [45] and its improvements are implemented on 

Mat Lab. 

Mat Lab is a high level language and interactive environment for numerical 

computation, visualization and programming.  

6.2 Implementation Details 

The simulation of all these approaches namely Resilient Multicast [44], ROMER [45] 

and BBR [49] use the same underlying structure that is described below.  

There are two simple modules: 

 Path Selection 

 Packet Transmission 

Since Mat Lab is a numerical based simulator, each module is coded in similar to c 

language. 

6.3 Simulation 

The simulation of all the three approaches namely Resilient Multicast [44], ROMER 

[45] and its improvement carried out in environment mentioned below. The simulation 

is carried out for 20,25,30,45 nodes with each node having certain links. 

6.4 Performance Metrics 

To evaluate the performance of network we have considered many of metrics like: 

 



a) Throughput 

b) End to End Delay 

c) Packet Loss 

 

Parameter Value 

simulator Mat Lab 

Protocols BBR, ROMER 

Number of Nodes 20,25,30,45 

Simulation Type 200 sec 

Traffic Type CBR 

Transmission Range 250m 

Simulation Area 500*400 

Interface Type Queue 

Packet Size 512 MB 

 

Table 14: Simulation Parameters 

 

a) Throughput: Throughput is defined as the time taken for a packet to travel 

form source node to destination node. Figure 43 shows the network throughput 

of BBR approach of one packet means we have a single packet to transmit from 

source node to destination node. 

Throughput:  Total received packets in bytes 

             Time Taken 

 

b) End to End Delay: It is defined as the average time taken by a data packet to 

reach its destination. The end-to-end delay graph is shown in figure 48. 

 

End to End Delay: ∑ (Received Time- Sent Time) 

                                                                 Total data packets received 

 

c) Packet Loss: Packet loss is defined as the number of packets dropped to the 

number of packets originated by the source node due to traffic congestion. 

 



 

Packet Loss: (no. of SP- no. of RP) 

                no. of SP 

 

no. of SP = number of Source Packets 

no. of RP = number of Received Packets 

 

d) Packet Loss Ratio (PLR): PLR is the ratio of number of packets dropped to the 

number of packets originated by the source node. The packet loss ratio graph is 

shown in figure 47. 

 

PLR= (no. of SP- no. of RP)                

     no. of SP 

Figure 44 shows network throughput comparison graph between RM, ROMER and 

BBR approach and figure 45 shows the network congestion comparison graphs of RM, 

ROMER and BBR (using table 13). The corresponding values of throughput, PLR and 

end-to-end delay is shown in table 15. 

 

PROTOCOLS MERTICS 20 

NODE 

30 

NODE 

45 

NODE 

  Throughput 455 315.0 227.5 

ROMER End to End 

Delay 

0.4 0.65 0.9 

 PLR 2.2% 3.4% 5% 

 Throughput 585 341.3 273.06 

BBR End to End 

Delay 

0.23 0.6 0.7 

 PLR 0.7% 0.7% 1% 

 

Table 15: BBR and ROMER Results 

 

 

 

* 100 



6.5   Snapshots and Results  

 

We have simulated our algorithm by creating a 25 node network in MAT LAB with 

random cost and linking is provided on a distance basis. A node which is within 25 

meter range of another node then there is direct linking otherwise the node has indirect 

linking. We have shown the snapshots of following: 

1) Snapshot of 25- Node Network 

2) Buffer Allocation to the Network 

3) Packet Transmission 

4) Resilience Implementation 

 

1) Snapshot of 25- Node Network 

 

Figure 37: 25- Node Network 

 

2) Buffer Allocation on 25-Node Network 

To start buffer allocation process in the network firstly we have to select a source node 

and a destination node. In this example let us our Source node is 2 and Destination node 

is 25. 



 

 

 

Figure 38: Buffer Allocation to the Network 

 

3) Packet Transmission 

 

Packet Transmission will start after allocating the buffers to the entire network. 

As shown in figure 39, let node 8 wants to send some data packets to destination 

node 25. Source node 8 will follow minimum buffered node path 8-2-21-25 and 

starts the packet transmission through this path. 



 

Figure 39: Packet Transmission 

 

4) Resiliency Implementation 

Let us understand how resiliency is implemented inside our network. let us consider 

two cases (without failure and with failure), when there is no failures inside 

network then path selection loop will terminate after finite number of steps as 

shown in figure 40. 

 

Figure 40: Successful Loop Ending 



Another case is when failure exists inside network. After buffer allocation to the entire 

network let node 20 want to send some data packets to destination node 25 and in 

between this one of the node has been failed then source node 20 will node be able to 

find a path to destination node and will stuck into a loop as shown in figure 41. 

 

 

Figure 41: Failure Case 

 

To implement Resiliency BBR approach immediately select previous buffered node i.e. 

node 12 and send the packet to destination node as shown in figure 42. 

 

 



 

Figure 42: implementation of resiliency 

 

The corresponding throughput, end to end delay and packet loss graphs of ROMER and 

BBR is shown in figure 43, 44, 45 and 46.Figure 43 shows the network throughput 

graph of BBR approach. 

 

                                      Figure 43: Network Throughput of BBR 



 

 

 

 

 

 

 

 

 

Figure 44: Network throughput of RM, ROMER, BBR 

 

 

 

 

 

 

 

 

 

 

 

Figure 45: Network Congestion Graph 
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To provide more accurate results of proposed approach BBR we have evaluated 

network throughput, packet loss ratio and end to end delay on 20, 25, 30, 45 node 

networks and correspondingly obtain the results as shown in figure 46, 47, 48 (using 

table 15). Figure 49 shows the throughput results of resilience implementation in both 

RM and ROMER. 

 

 

Figure 46 Throughput comparison of RM, ROMER 

 

 

Figure 47: PLR of BBR, ROMER 



 

 

Figure 48: End-to-End Delay of BBR, ROMER 

 

 
Figure 49: Throughput during Resilience 
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CHAPTER 7 

CONCLUSION AND FUTURE WORK 

 

 

Conclusion 

In this thesis we have proposed an approach to implement resiliency without affecting 

the network parameters. This approach basically deals with failure cases i.e. node/link 

failure. We have proposed RPT algorithm as an antidote during such failures. We have 

evaluated the time complexity of RPT approach as 𝑂(𝑁𝑙𝑜𝑔2 𝑁 . Further we have 

proved that performance of BBR is comparatively improved over previously proposed 

approaches i.e. Resilient Multicasting and ROMER using network throughput, 

resiliency against node/link failure, and network congestion as parameters for 

5, 10, 15, 20, 25 nodes network and show the simulation results of 20, 25,30 and 45 

node networks.  

 

Future Scope 

 In future to achieve more accurate results of BBR approach, we will apply it in 

physical environment and will study the results for any other possible measures. 
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