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ABSTRACT 

 

The aim of this paper is  to classify the breast lesions using the combination of two feature extraction 
techniques i.e. morphological features and the texture features. The breast lesions are characterized into two 
categories Benign and Malignant.  Morphological Features computes Area, Perimeter, Convex area, 
Diameter , Major axis , Minor axis, Extent , Eccentricity, Euler no ,Solidity and Orientation where texture 

feature /are computed using  the statistical features using FOS, GLCM,  GLRL, Edge, GLDS, SFM,NGTDM, 

based statistical feature  extraction methods. SVM classifier is extensively used for classification. Using the 
combination of morphological features and statistical features, the overall classification accuracy of 83.1 % is 
achieved and the combination of morphological and first order statistics yields the classification accuracy of 
89.6%. 
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INTRODUCTION 

 
Breast cancer is the second most fatal disease after lung 
cancer in women. Being the biocide form of cancer that 
usually starts off in the lobules supplying milk to the ducts 
or in the ducts that carry the milk.

1
 To curtail the 

undesired outcomes of this fatal disease, various 
screening methods available that doesn’t only helps to 
diagnose the disease but can be useful if detected in the 
early stage. The various screening tests include breast 
exam by physician (in initial stage), X-ray, 
Ultrasonography, Magnetic Resonance Imagining (MRI).  
Biopsy is also a way in which a sample of tissue from 
apparent abnormality is taken out for the analysis 
resulting unbearable pain to  patient. To reduce 
redundant biopsies, the most frequent methods 
prescribed are Mammography, Ultrasonography. Imaging 
by Ultrasound offers non-radioactive, non invasive, real 
time display, low cost and better penetration ability as 
compared to the X-ray Mammography.

2
. Benign tumors 

have an oval shape  thin and consistent capsule  where 
the invasive type of cancer,  Malignant type tumors don’t 
have consistent capsule , irregular in shape , have  
shape and  duct extension.

3
 To make it more clarify and 

identifiable computer aided diagnosis systems were 
introduced. These CAD tools don’t only help doctor but 
also decrease the rate of biopsies. To differentiate 
between benign type and the malignant type Alveranga 
et al.

4
  has explored seven shape based features on the 

ultrasound images. Linear discriminant analysis was 
used to find five features. By using the circularity and 
convex polygon technique, Normalized radial value and 
the overlap ratio was calculated. The accuracy achieved 

in this case is 83 %. To distinguish between the benign 
and the malignant type, Alveranga et al. 

5
 uses the 

combination of morphological features with the texture 
features on database set of 246 ultrasound images and 
accuracy with the fisher linear discriminant analysis 
(FLDA) classification achieved was 85.3 %.   Wu et al.

6
 

concluded  an accuracy of 92.86%  on 210 ultrasound 
images  using SVM classification using the combination 
of auto covariance  texture features and the 
morphological features .Different types of feature 
extraction tools and classifiers can be used to 
characterize the breast lesions. In this work, we will 
characterize between the benign and malignant classes 
using the combination of the morphological features with 
the texture feature extraction technique with SVM 
classifier and the main advantage of taking the 
combination of these features is that  morphological 
feature alone provides only geometrical information of 
lesions and  the statistical features about the texture . 
The combination of both these will be used will be used 
to extract the information about the shape and texture of 
the lesions which will increase the accuracy of detection. 
 

METHODOLGY 

 
In this work, sequences of steps are followed to 
characterize the breast lesions. The experimental flow of 
the   system is shown in Figure 1. 
 
A). Database Ultrasound Images 
The ultrasound data used, is available online

7
. The 

dataset contains total no of 167 cases having 51 cases of 
Benign and 121 cases of Malignant class. 

 

 
                                                                                         

Figure 1 

Experimental Workflow 
 
B). ROI (Region of Interest) Extraction Module  
To make correct decisions in CAD systems, it is very 
essential to identify the correct region containing the 
abnormality .With the guidance of an experienced 
radiologist, the deformity in the breast ultrasound is 

identified and then segmented with the help of software 
Image J.

8 
This software supports to mark the infected 

area and segment it. A rectangular bounding box is used 
to enclose the deformity by adjoining the boundaries of 
abnormality as shown in Fig [2-3] 
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Figure 2 

Bounding Box enclosing ROI of Benign Case 

 

 
 

Figure 3 

Bounding Box enclosing ROI of Malignant case 

 
C). Feature extraction module 
Lesion is a region that endures from damage through any 

disease, various types of mathematical features have 

been extracted i.e. morphological features and Texture 
features. Morphological features are used to extract 
shape based features whereas the texture features 
define the property of the surface; these are further 
categorized into three classes i.e., (a) Signal processing 
based methods (b) Statistical methods(c) Transform 
domain methods. Signal processing based methods uses 

Laws’ Mask of different dimensions 3, 5, 7 and 9 to 
extract features. Statistical features includes the first 
order statistics, Second order statistics, Higher order 
statistics etc. whereas the transform domain methods 
includes the Fourier power spectrum ,Wavelet based 
methods, Gabor Features and FPS features.  In this work 
we characterize the lesions using the combination of the 

Morphological features and Statistical features. 

  

  
1. Morphological Methods  
Morphological methods include the shape based properties which includes Area, Perimeter, Convexity, Eccentricity, 
Extent, Hole Area Ratio (HAR) , Euler No and Solidity  are calculated over the entire class of Benign and Malignant.

9 

 
a. Area: It calculates the area of the lesion.  
b. Perimeter: It calculates the perimeter of the lesion  
c. Convexity:  It is the ratio of the perimeter of the convex hull to the overall contour. 
d. Diameter:  It is the diameter of the circle which have an equivalent area  as the region 

e. Major Axis and Minor Axis: These are the diameters of the ellipse, where major axis is the longest diameter and the 
minor axis is the smallest diameter.   

f. Eccentricity:  It is the ratio of the minor axis to the major axis. Its value always lies between     the 0 and 1.   
g. Extent: It is the ratio of the pixels in the bounding box area to the pixels present in the region. 
                                                 Extent = Area / Bounding Box        (1)     
h. Solidity:  It gives the extent to which the given shape is convex or concave. 
                                                 Solidity = Area / Convex Area          (2)    
i. Euler No: It defines the relationship between the no of contiguous part and the no of holes in the shape. 
j. Orientation:  It tells about the angular position of the region how it is placed. 
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2. Texture Based Features  

An ultrasound image has pixels having different gray level intensities. Statistical features can be computed using first 
order statistics, second order statistics and higher order statistics based on the distribution of gray level intensities in a 
image. 
 
a) First order statistics 
These are the approaches that uses image histogram’s moments to describe the texture. They compute the average gray 
level, Randomness, Roughness, Uniformity and entropy.

10 
Let Zi be the random variable denoting the gray levels and p(zi) 

denotes the values on corresponding histogram. 
 
       i)   Mean (m):   It is the mean intensity value with in texture image.   

 (3) 

                                       
ii) Randomness (R):  It checks  whether the surface is rough or smooth  depending on the values of  variance  where 

Variance (σ )   tells about the range of intensities present in the image 

                                                                                                         (4)  

 
iii) Entropy (e):  It is defined to measure the randomness of the elements of the image. 

                                (5)           

                                                                                         
iv) Uniformity (U):  It is used to measure the uniformity of an image in the range [0,1]. 
                                                                  (6)            

 
v) N

th 
Order Moment (µn(z)):  It is used to describe the  moments of different order present in an image.               

                                 (7)                                    

 
  Here in equation (7), by having value of n=2 , variance can be calculated. 
 
b) Second order statistics   
Second order statistics includes the computations with the GLCM (Gray level co-occurrence matrix ). GLCM tells  how 
frequent combinations of pixels pairs having different  gray level occurs in an image having separation of different 
dimensions  in different  directions say  0°, 45°, 90°, 135°. Total of  13 GLCM features are taken for  computation in  this 
paper , these features includes  contrast ,entropy, sum entropy, difference entropy , correlation, inverse difference 
moment, sum average, , variance, sum variance difference variance information measures of correlation-1 and 2 , Angular 
second moment.

11-13
 

 
c) Higher   order statistics  
Higher order statistics are computed with the use of GLRLM (Gray Level Run Length Matrix) .Texture features are 
computed using the different combinations of intensities at relative position of each other. Gray level run is made up by 
the set of consecutive pixels of gray levels that are collinear to each other and run length is the no of times a run occurs. 
11 GLRLM features that are computed in this work are long run emphasis, short run emphasis, low gray level run 
emphasis, high gray level run emphasis, run length non-uniformity and run percentage, short run low gray level emphasis 
,long run low gray level emphasis, gray level non uniformity,  short run high gray level emphasis, long run high gray level 
emphasis.

14-15 
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d) Other Statistical Features 

i) GLDS Features  
 GLDS (Gray Level Difference Statistics) computes contrast, energy, entropy homogeneity, and mean on the basis of the 
co-occurrence of a pixel pair that have difference in gray levels  separated by  a particular distance .

16-17 

 
ii) EGDE Features 
 There is always more information present in the edges than the other parts. The spatial variation in an image is    
computed by calculating the gradient value. If there are abrupt changes present then gradient will be high else it will be 
low. Edge features computes two features: Absolute gradient mean and Absolute gradient variance. 
 
iii) SFM  
SFM (Statistical Feature Matrix) computes coarseness, contrast, periodicity and roughness of pixels at    different 
distances within an image.

18
 

 
iv) NGTDM Features 
NGTDM (Neighborhood Gray Tone Difference Matrix) computes busyness, coarseness, complexity, contrast, and 
strength and considers a difference between the gray level between pixels.

19
 

 
D). Classification Module 

The classification is the process of clustering the testing 
samples into the corresponding classes. Classification is 
characterized into two types supervised classification and 
the unsupervised classification. Classification is 
supervised classification if the classes are already 
defined for the training sets otherwise it is unsupervised 
classification. Different types of classifier available are k-
NN ,PNN ,SVM etc. k-NN and PNN are conceptually  of 
similar types , both requires more time for computation 
because of more no of iterations and more no samples, 
so we prefer SVM.  The SVM classifier is included in 
class of supervised classification. LibSVM library has 
been used for the implementation of SVM classifier.

20
 

SVM is working on the elementary approach of decision 
planes in which the decision boundaries are defined. In 

kernel based classifiers, the kernel functions are 
responsible for the nonlinear mapping from input space 
to higher dimensional feature space of the training data. 
For the classification task, Gaussian radial basis function 
kernel’s performance is explored. For having a good 
performance the choice of the regularization parameter C 
and kernel parameter γ is always a decisive step.

21-25 

     

 RESULTS AND DISCUSSION 
 
The classification results computed with the 
morphological and statistical features are tabulated in 
given Table 1 to Table 4.The classification performance 
obtained by morphological features (MFV) and all the 
statistical features (SFV) is shown in table 1. 

  
Table 1  

Result of SVM classification of Morphological (11) 
and all Statistical features (46) 

 

 

From Table 1, it can be observed that MFV yields higher OCA of 81.1 % in comparison to the SFV yielding the OCA of 
79.2%. Further, it can also be observed that the MFV and SFV yield the same value for ICA benign class but for malignant 
class the ICA value of MFV is higher than ICA value obtained by SFV. 

  
 
 
 
 
 
 
 
 

FV l CM OCA (%) ICAM(%) ICAB(%) 

MFV 11 

 
 

B M 
 

 
81.1 

 
71.4 

 
85.7       B 15 6 

M       8 48 

SFV 46 
B 12 9 

 
79.2 

 

 
57.1 

 
85.7 

M 8 48 

Note:FV: Feature Vector, MFV: Morphological feature vector, SFV: Statistical feature vector, l: length of feature vector, CM: Confusion Matrix, 
ICA: Individual Class Accuracy, OCA: overall classification Accuracy,ICAB : Individual class accuracy of Benign class, ICAM: Individual class 
accuracy off Malignant class,B:Benign Class M: Malignant Class. The FV yielding the best OCA has been shaded with gray background. 
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 Table 2 

Result of SVM classification of various individual  
Statistical features  

 

 
FV l  CM  OCA (%) ICAB(%) ICAM (%)  

Edge       2 

 B M 

72.7 0.0 100 B 0 21 

M 0 56 

SFM 4 
B 11 10 

52.3 52.3 89.2 
M 6 50 

NGTDM 5 
B 3 18 

77.9 14.2 91 
M 3 53 

FOS 6 
B 11 10 

76.6 52.3 85.7 
M 8 48 

GLCM 13 
B 12 9 

79.2 57.1 87.5 
M 7 49 

GLRLM 11 
B 10 11 

77.9 47.6 89.2 
M 6 50 

GLDS 5 
B 9 12 

59.7 42.8 66.0 
M 19 37 

Note : CM :Confusion matrix  , OCA : Over all classification accuracy , B: benign class  , M: Malignant Class , ICAB: 
Individual class accuracy of Benign class , ICAM : Individual class accuracy of Malignant class, FOS : First order statistics , 
GLCM : Gray length co-occurrence matrix , GLRLM : Gray level run length matrix , GLDS: Gray level difference statistics 
SFM : Statistical feature matrix , NGTDM : Neighborhood gray tone difference matrix. The FV yielding the best OCA has 
been shaded with gray background. 

From table 2, it can be observed that the statistical feature vector consisting of GLCM features yield the highest OCA                 
of 79.2 % and the ICA values of 57.1 % and 87.5 % for benign and malignant class respectively. 

  
 Table 3 

Result of SVM classification of the combination of Morphological 
And various individual Statistical features 

 

From table 3, it can be observed that the combined feature vector consisting of MFV + TFV consisting of FOS features 
yield the highest OCA of 89.6 % and the ICA values of 71.6 % and 94.6 % for benign and malignant class respectively 

 
 
 
 
 
 
 
 
 
 
 

FV l  CM  OCA (%) ICAB(%) ICAM (%)  

MFV + Edge  11+2 

 B M 

84.4 66.6 91 B 14 7 

M 5 51 

MFV+ SFM  11+5 
B 16 5 

85.7 76.1 90.9 
M 6 50 

MFV+ NGTDM  11+5 
B 13 8 

83.1 61.9 91 
M 5 51 

MFV+ FOS 11+6 
B 15 6 

89.6 71.4 94.6 
M 5 51 

MFV+ GLCM 11+13 
B 16 5 

87.0 76.1 91 
M 5 51 

MFV+ GLRLM 11+11 
B 15 6 

87.0 71.4 92.8 
M 4 52 

MFV+ GLDS 11+5 
B 13 8 

88.3 61.9 98.2 
M 1 55 

Note : MFV: Morphological feature vector, l: length of feature vector, CM :Confusion matrix  , OCA : Over all classification accuracy , B: 
benign class  , M: Malignant Class , ICAB: Individual class accuracy of Benign class , ICAM : Individual class accuracy of Malignant class , 
MF: Morphological Features, FOS : First order Statistics , GLCM : Gray Length Co-occurrence Matrix , GLRLM : Gray level Run Length 
Matrix , GLDS: Gray level difference statistics SFM : Statistical Feature Matrix , NGTDM : Neighborhood  Gray Tone Difference Matrix. The 
FV yielding the best OCA has been shaded with gray background. 
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Table 4 

Result of SVM classification of the combination of Morphological 
and all Statistical features  

 

 

From table 4, it can be observed that the combined feature vector consisting of MFV + SFV consisting of total 55 features 
yield the OCA value of 83.1 % and the ICA values of 66.6 % and 89.2 % for benign and malignant class respectively. 
 

CONCLUSION 
 

The exhaustive experiments carried out in the present 
work indicate it can be observed that the combined 
feature vector consisting of MFV + TFV consisting of 
FOS features yield the highest OCA of 89.6 % and the 
ICA values of 71.6 % and 94.6 % for benign and 
malignant class respectively. Thus it can be concluded 
that the shape based features along with texture features 
derived using first order statistics are significant to 
account for textural variations exhibited by sonographic 
appearance of benign and malignant breast. The 

proposed CAD system can assist practicing radiologists 
in decision making as second opinion tool and also 
reduce the need of unnecessary biopsies 
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