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Abstract

Networks on Chip is a communication subsystem on an integycateuit(commonly known
as "chip”). As the number of cores and IP blocks integrated simgle chip are increasing day
by day, there is a need to design such a topology which prouasbest for communication, sat-
isfying all the quality of service(QoS) parameters suchagearicy, throughput, link-utilization,
loss probability and energy consumption at constant bastitiwequired. Till now the topolo-
gies are optimized on the basis of cost and design space. MNowatget is to minimize the
global communication traffic, along with the cost and spabieroughput, latency and energy
consumption are the basic parameters to consider comntiemdzetween modules. Shorter
the communication path, lesser is the latency. Power copsomalso depends upon the length
of wires and data activity. For this reason, 3D Networksaimp is gaining more popularity as
compared to 2D Networks-on-Chip. In order to reduce spacecasdof the chip, Networks-
on-Chip tries to reduce the number of connections. But redigti number of connections
lead to lack in functionality during traffic and noise, assksthe number of communication
path between any two nodes more chances of bottleneckntpéalithe lack of performance.
Keeping all these issues in mind, the main concern is to eedommunication delay keeping
size and cost constant. The aim of this research work is toodwparative studies of all the
topologies being developed for 3D networks-on-chip, arsigieng a full fledged new topol-
ogy which proves to be better than the existing ones in alk#reses. This report summarizes
the concepts of the existing topologies for the on chip néis@nd gives overview of how
different topologies are beneficial over the other.
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Chapter 1

Introduction

System-on-chip has performance issues due to intercaonesttworks. Basically while con-
centrating over the issues such as scalability, high badttivéind low latency system on chip
tries to become as smaller as possible by shrinking the gileeochip. But this instead of
making thing better, making things appear more worst. Akimthe performance degrade due
to bottleneck and congestion, basically because of simgngeometry. If the traditional bus
topology is considered, it doesn’t prove to be a good altemaue to less scalability provided
in this, lack of parallelism, high latency involved, low tlughput and more energy consumption
along with high power dissipation. For providing the bedugon to the existing system-on-
chip NoC proves to be the best solution. In NoC higher schifalis provided along with the
concurrency of execution of multiple tasks by processorsking concurrently. And hence
Network-on-chip can be considered as a solution to all toblpms being faced in the System-
on-chip architecture, and these problems are treated at s@aile level in Networks-on-chip
[1,12,[3,4]. In last few years a large number of changes hantplace in the Networks-on-chip
architecture such as mesh topology, torus, fat tree, et@aladon other application specific
architectures [5,/6,/7)8/ 9, 10,111,/12].

But instead of providing so many solutions over the systerttop architecture, networks-
on-chip still is not a perfect alternative due to some linmias being faced by networks-on-
chip. The limitations faced by networks-on-chip are higlwpoconsumption, large amount of
communication cost, and a lower throughput. To deal witls¢hgroblems a new concept of
3D networks-on-chip architecture came into existencd) leitv power consumption along with
higher speed.
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Figure 1.1: Shared Bus Architecture

According to Moore’s law the number of transistors are iasieg day by day, so to accommo-
date such a large number of transistors on a single chiprégsired to shrink the geometry
of the chip while performance should not be effected neghtivDue to scalability SoC can
grow more and more continuously, due to this there is ocaggef many problems such as
power dissipation, latency, overheat, management of ressuetc¢[13, 14]. Interconnection
network if considered perform an important role in the perfance and power consumption of
the chip[15]. Now due to so many problems faced in traditidopologies such as scalability
issues and lack of parallelism and concurrency, bus togodogl P2P architecture are of no
use today[13, 16]. The scalable and parallel connectiomgged, NoC basically provides an
connection between the processors, memory and also pswii@eility of custom design. NoC
basically provides hop-by-hop communication with the halfhe packet switching. Fig.1.1(a)
and Fig.1.1(b) show one of the most well-known architecwuvhich are respectively Point-to-
Point (P2P) and shared bus systems. As shown in Fig.1.2, Kd@tecture connects switch
and wires, hence it makes use of the combination of the toadilly build bus and point to
point architecture, providing advantages of bot and heedaaing the disadvantages. The ba-
sic disadvantages removed using network on chip are langdeuof long wires as in case of
P2P architecture and scalability issues as occurred ireghmrs architecture.

1.1 Why 3D NoCs?

As the development in the technology the future applicateme becoming complex day by day.
Due to their complexity they are demanding for the more badthwfor transaction between
memories and cores or for providing communication betwéencores of the chip. These

2
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factors lead to 2D NoC failure and hence the future is baseiti@more scalable NoCs such
they are so large that they can accommodate hundreds of @yé$oC faces a high dimension
of problems hence an introduction to the 3D NoC has provecktthe best alternative for all

problems. 2D NoC could not support high diameter but it casilede supported by the 3D

NoC [17,[18]. Diameter can be defined as the number of hopsatfidat packet or message
takes for being transferred from source to the destinatfdarge distance is covered by the flit
to traverse from the source to the destination, the lateneytd communication will be very

high, due to which throughput is very low. The best solutiotthis problem is that instead of
using 2D NoC topology switch to the 3D NoC architecture. Sititere is a third dimension
in 3D NoC architecture so the density of 3D is much higher thaigompared to the 2D NoC
topology architecture. Due to the reduced number of wirlmg lower interconnection power
is required. The reduction in power is basically due to tltiction in the number of hops, as
the flit has to cover a lesser number of hops to reach from sdorthe destination. Due to
less hops lesser amount of buffer access is required alahgegs switch arbitration and less
number of interconnection links leading to less traversake results of these factors will lead
to the decreases in power consumption.

1.2 Flit size or Phit Size

e Flit: It is the smaller unit being extracted from information ag¢ tink layer, and the
information consists of one or several words. There areraéyges of flit, and it requires
several cycles to exchange flits [19] 20].

e Phit: At the physical layer the smallest unit of information is isafly known as phit,
which requires one cycle for transferring of flit over phyditayer. Fig.1.3 shows how
message is divided into packet which are further split intavhich is a combination of
much smaller units called phit [19, 20].
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1.3 Routing

1.3.1 Distributed Routing

For passing the traffic over the network between routers anlgsthere is a requirement of
some kind of a routing algorithm which can decide the patloveéd by the packet or flit to
pass from source to the destinationl[21,[22) 23, 24]. Heastsrcaated with packet just contains
the address of the destination node. Each router have themafion about the address of the
neighboring routers. When packet reach to some intermecbater then it is passed to the
other router whose address is there in the table of the imtgiate router. Passing from router
to router and following the path according to the routingg¢amessage is passed from source
node to the destination node. If we talk about this routingragch, then it is most favorable in
the symmetric and regular topologies, because of the rehaball the routers use same routing
algorithm.

1.3.2 Source Routing

In this routing algorithm source node will calculate the faluting path to the destination in
advancel[21, 22, 23, 24]. This path is pre-calculated by thece node even before injecting
the packet in the network. Now since the path is pre-caledlab it will be embedded with the
header and hence all the routers in the path will just reati¢laeler and will calculate the path
to reach the destination. So this technique instead of lzdiog the routing path at each node
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partially, the full path is determined and is send along \hin packet in the header.

1.3.3 Hybrid Routing

This routing algorithm can be considered as the combinatidhne distributed and source rout-
ing algorithms. In this instead of calculating the full pdtbm the source node to the desti-
nation, only the path to some of the intermediate nodes icaiaulated. Then with the help
of these intermediate paths and the paths from the routhlg tf each node the precise path
between the routers are calculated to reach the destinadaba As full path is not calculated at
once, and the path is calculated in distributed manner andehi¢is called distributed routing
algorithm.

1.3.4 Centralized Routing

In this the whole routing algorithm relies on the controll€his controller is responsible basi-
cally for determining the path from source to the destimatiode to pass the packet.

1.4 Implementation of Routing Algorithm

1.4.1 Deterministic routing algorithms

In this routing algorithm there would be a routing path whiclledicated and will be used to
pass the packet from source to the destination[[25, 26]. yEwere the packet has to follow
the same path between the source and the destination anel feedicated path is allotted for
transferring packet from source to the destination. It ishsample as only one dedicated path
has to be determined for routing packets, and hence fastastnot much calculations required.
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1.4.2 Oblivious routing algorithms

In this routing algorithm the determination of the routirgtip between the two nodes is basic
concern and what is happening all around is not need to bedsed. S in this routing algo-
rithm no extra information is required to be maintained. 8retonly the address of the node is
considered and other details are of no use. So the informatioh as the congestion details are
not maintained here. Due to this traffic problems such asestign cannot be resolved.

1.4.3 Adaptive routing algorithms

In this basic concentration is on the avoidance of the cdmages For reducing congestion,
in this algorithm the full information about the network ffra is concerned[[27, 28]. This
information include the details such as network traffic,roted status, faulty regions etc. This
technique can be applied and best suitable for the conditidrere the traffic status is constant
and doesn’t change too fast or very frequently. If the trgféitern change too frequently then it
would be costlier to monitor them. Here the network congastin every intermediate node is
calculated.During the occurrence of congestion alterpate are followed which will provide
better throughput and lower latency. But here the problemedgsage arrival out of order can
be faced very frequently.

1.5 Switching

1.5.1 Circuit Switching

This is the switching algorithm which is basically consigtiof two phases which include the
circuit establishment phase and the message transmissasep There is a probe message
which will go towards destination node, via a reserved ptajldinks [23/29] 30]. These phys-
ical links are reserved as the probe passes through theniedémte routers (see Fig.1.4(a)).
Once the probe has reached to the destination the full pathtisp. After the establishment
of the path a flit is sent back over this path to acknowledgettiepath between source and
destination are set. When the acknowledgment is receiveldeoseinder’s side then the sender
is capable of transmitting complete message at the full wattd. The path forms a dedicated
circuit that is reserved for full time till message transsios take place (see Fig.1.4(c)).

7
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Figure 1.5: Circuit Switching

1.5.2 Store-and-forward (SF) switching or Packet Switching

Here in this algorithm the message is split into differenedixength packets. These packets
consist of flits, along with the header flit [23,/31,/ 32]. Thare input and output buffers for
each distinct packet over the network channel. From sowrtieet destination every packet is
treated as an unique identity and hence routed individudlhe steps termed in the stop and
forward switching is called a hop. In this the packet is cddimm the output buffer of one
node to the input buffer of the other node. Once the full packbuffered in the input buffer
of the node then the node is responsible for further routiegsion. In Fig.1.5 Store-and-
forward switching of a packet is shown. Fig.1.5(a) Routingisien for the first router is being
considered. Fig.1.5(b) shows the packet taking the first &fter being copied to output buffer,
to the second router. Fig.1.5(c) shows the structure andigons of the whole packet after
occurrence of the second hop.

1.5.3 Virtual cut-through (VCT) switching

This technique is the most costlier techniques over therddfobniques discussed till now. Like
in store and forward here also the message is broken dowpaatets and there buffers present
in each router to store these packets [23, 33]. Header flithgiremoved from the packet at
the next router as instant as the routing decision is takergitoned output channel should be
free. Whenever the new flit reaches the router it is being bedfeAnd it is further passed to
the immediate neighboring router if the output channeleg frif the packet cannot be further
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Figure 1.6: Store-and-forward (SF) switching or Packett&ving

processed then it will keep on waiting in the current routerits chance to come, till the other
flits not releasing the channels occupied by them. But if thenokl is free and there is no
congestion then the packet will be divided into flits and ¢éhéligs will pass over the channel
in the continuous flow. Till then all the other buffers in theuting path are blocked to take
over more packets. In Fig.1.6 Virtual cut-through switchof a packet. Fig.1.6(a) shows the
moving of the header flit to the output buffer of the first packeg.1.6(b) shows the distribution
of the header over the second router whereas the subsedqtgewilficontinue to follow their
paths. Fig.1.6(c) shows that even after pulling the flits anain the header is cut through, and
its output buffer is reserved for further communicationg.Ei6(d) gives details that how the
chained packets are contracted to form the message agathemthe packet will be buffered
in the first router. While doing this all the previously alléed links will be released. Fig.1.6(e)
shows the pipe-lining of the flits for moving towards the desion node.

1.5.4 Wormhole (WH) switching

Like conflict-free virtual circuit switching, the packetseasplit into flits and are pipelines then
passed over the route. In this algorithm also different pteckannot be interleaved or multi-
plexed on the channel without providing it an additional go for architecture [23, 34, 35].
The major difference between the two techniques is thatigrttiere is no concept of buffers for
the packets. Still there is a provision of buffers and heexewuter has a small size of buffer
to store one or a very few number of flits. Header flit buildsrotialize a path from source to
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the destination which is being followed from source to thstith@ation node in a pipeline man-
ner. Here in this a wormhole is formed by the sequence of tfferisuand the links. Number
of flits in the packet determine the length of the path as tlmeydaectly proportional to each
other. Whole path is being traversed between the source argkttination. If the channel has
congestion due to traffic and the header cannot be proceasdd the busy output channel, the
whole chain of flits will get stalled. To resolve this issue flits should occupy the buffers in the
routers blocking the other type of communication takingcplaConflict-free communication
latencytwn produces same results as in case of the VCT switching. Duésti thproportional
to the summation including the path length and size of th&gtatn Fig.1.7 explanation of how
wormbhole switching of a packet works is given in a diagramoaintext. Fig.1.7(a) shows the
copying of the header to the output buffer once the routirgsitan is taken. Fig.1.7(b) shows
the transferring of the header flit to the second router aloitly the other flits following it.
Fig.1.7(c) When the header flit is arrived into a router whagpat channel is busy, whole flits
in the path will get stalled, and all channels will be blockd€lg.1.7(d) shows that how the
flits are pipelined in the case of the conflict-free routingoaithm by the establishment of the
wormhole switching across the routers.

11



1.6. Router Architectures 12

1.6 Router Architectures

Traditionally used 7X7 3D router which was based on the ghbhtes architecture for commu-
nication interface between different layers are modified @m introduction to the 3D NoC bus
based hybrid topology [36, 37, 38,139,140, 41]. Due to thisrthmber of ports are reduced
from 7 to 6, but still there is an issue as the flits passing fom@ layer to other has to fight for
accessing the shared bus, as it is only responsible for timencmication between the layers.
High traffic and network congestion will lead to an undediegierformance of the system. If
we talk about the 2D router architecture then there are Spdrich include NORTH, SOUTH,
EAST, WEST, LOCAL. If the 3D router architecture is considetieeh there are 7 ports among
which 5 ports are same as mentioned above with two extra p&rasnd DOWN ports as shown
in Fig. 1.8. From the figure it is clearly visible that intextyer channels are used to provide link-
ing between the inter-layer channel. But the switches uselifferent layers are connected to
each other using intra-layer links. And each router or dwiscconnected to a single processing
element.

12
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Chapter 2

Literature Review

2.1 Research Papers

In this section the basic idea is to give the explanation aiesof the papers which are being
reviewed by me for reference to generate new topology.

2.1.1 Key Research Problems in NoC Design: A Holistic Perspective

In this paper they have defined a 3D design space that invidlsess related to communication
infrastructure synthesis, communication paradigm seleend application mapping optimiza-

tion. In the paper to give an explanation about the appbeoadind architecture description some
of the graphs are considered which include communicatisk ¢gaph and application char-

acterization graph. In the paper eight problem domains saugsed[[42]. These problems
include:

Topology Synthesis Problem

Channel Width Problem

Buffer Sizing Problem

Floorplanning Problem

14
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Routing Problem

Switching Problem

Scheduling Problem

IP Mapping Problem

The main purpose to read the paper is to get through an idesvtia are the fields in which
improvement is required. After going through the problerarekd in this paper and having
read about all these problems i am able to decide what to ehas®s problem domain for
research work.

2.1.2 3D Network-on-Chip Architectures Using Homogeneous Meshes and
Heterogeneous Floorplans [43]

In this paper, they have proposed a new 3D architecturesetaranks-on-chip which are of the
form either 2-layer or 3-layer. For these layers a homogeseegular mesh topology is used
along with some of the heterogeneous topologies for thegdlaoning layers. The advantages
of heterogeneous floorplans and regular mesh networks arbined and the results obtained
are compared here in this paper.

In Fig.2.1(a) initial floorplan with no router is shown whifeg.2.1(b) shows two layer archi-
tecture, Fig.2.1(c) shows 3 layer architecture and Fi¢g2.dhows the 2D implementation for
each IP/core for calculation of the area which is requirdtdéinterfaces of the network, routers
along with the wires used for the physical links.

Two NoC architectures are proposed in the paper which irecRId NoC architectures for 2-
layer along with the 3-layer architectures. This archuestmake use of the homogeneous
network on a different layer and that of the heterogeneousgdlans on the different layers. So
for the purpose of attaining flexibility and predicting dethe IP/cores can have an arbitrary
size. Designing difficulties are resolved in this approaebhause of the irregularities in size
of IP/core that are basically being addressed by some ofpteeiaized algorithms for rout-
ing. Author in this paper has proposed the software framkewdrich is versatile in nature for
investigating the advantages of the proposed architesforeé3D NoC. In this the integration
of the efficientB* Tree-based floorplanner with a NoC simulator which is cyateurate for
maximum performance is used in the results obtained by arpats.

15
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(d) 2D (¢) 3-layer architecture

Figure 2.1: Floorplans showing the combined use of homagen#oorplan and heteroge-
neous floorplans.
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2.1.3 Topology Optimization for Application-Specific Networks-on-Chip

This paper has proposed that due to the shrinking of the ge@s@f circuits the on-chip
interconnection networks have become the most prominenthf® performance bottleneck.
As more functionality is integrated into a single chip, netannection requirements become
complex. Customization aims at satisfying operating speedirements while meeting the
power budget. This is achieved if one can put the intercames which are very critical as
short as possible with the help of partitioning of the sysptacement of the block in the layout.
According to the paper minimization of global communicatiwaffic is concentrated, along
with cost and design space. Heavily communicating taskldimimapped to the same PE. As
shorter the path low is the delay and less power consumpliois.paper has also proposed that
an Iterative approach should be followed during the devekqt of topologies for 3D NoC. If
design fails to meet the particular specification at any fabien previous stage is resumed|[44].

2.1.4 3-D Topologies for Networks-on-Chipl[45]

In this paper the author has concentrated upon the thosegplahich has the property to be
stacked vertically and there exist some of the symmetry éetwthe horizontal and vertical
communication channels of the network, as the basis fordsped power consumption in the
models. This paper has also considered diversity occuaingng the number of nodes that is
being utilized in the 3D, which reduces the average numbéopt traversed by a packet. In
this paper itis mentioned that NoC offers high flexibilitydeaiso the structure of the network is
regular, which is capable of supporting an interconnectetsoahich is simple and can handle a
large amount of fault tolerance. The canonical intercohbackbone of the network combined
with appropriate communication protocols enhance thelflktyi of such systems. They have
considered Multidimensional interconnection networksy shese networks are analyzed for
multiple constraints, which include a constant bisectiodth and the other parameter as pin-
out constraints. NoC has no similarity with the genericricd@nection networks and there lies
a great difference between the two. This paper puts a grgatt@sis on the Optimization of the
topology and also minimize the zero-load latency and playsyortant role in the optimization
of power consumption in a network. The optimization of tagpés greatly depends on the
number of parameters used to characterize the router archéimael for communication, for
example the number of ports involved in the router, the comigation channel length, and the
other characteristics or properties of the interconnaatietworks such as impedance. Fig.2.2
shows the various NoC topologies which include (a) 2-D IC-Ra&L (b) 2-D IC-3-D NoC (c)

17
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Figure 2.2: Various NoC Topologies

3-D IC-2-D NoC (d) 3-D IC-3-D NoC.

2.1.5 Energy and Latency Evaluation of NoC Topologies [46]

This paper concentrates on finding the topology, among aeguid irregular NoC topologies,
that better fits the application requirements. SUNMAP, th@ selects best topology for given
application and generates mapping of core onto that togolddnis paper has justified that
fat-tree topology is a strongly fulfills the latency constta for many applications, while mesh
topology achieves less energy consumption. In this papepmg applications onto different
networks-on-chip (NoCs) topologies is done such that thepimgpof the cores on to the ports
of routers, one should consider the requirements such dattrey involved and energy con-
sumption. This paper include two graphs are being used anditiclude ACP (Application
Communication Pattern) graph, CRG (Communication Resourcehaap CTG ( Communi-
cation Task Graph).

For each message in the application, it is a necessity to fihd path between the vertexes of
CRG which involve sender and the receiver. In order to veriit the bandwidth required by
the paths must be similar to the one which is necessary faapgcation. So in Fig.2.3 ACP
and CRG relation ate shown diagrammatically.

18
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Figure 2.3: ACP and CRG

2.1.6 Throughput-Oriented NoC Topology Generation and Analysis for
High Performance SoCs|[47]

Predictive analysis for estimation of degree of contenigathe basic idea of researcher in this
paper, instead of performing detailed simulation. Thisgudgas justified that irregular topolo-

gies can also provide better performance if correctly buitt this paper packet-switching is

considered as an extension of wormhole switching. Topogmgeration mechanism is carried
out in this by using two techniques Switch Merger Techniquiswitch Partitioning Technique.

In Fig.2.4 the switches which have larger number of nodexh#d to them and participate in
communication to each other the maximum number of times amgea to each other to form

a single switch. This merging technique causes the lesy deleommunication and hence

energy and cost are saved as heavily communicating noded #re same switch. In Fig.2.5

Suppose a switch has too many number of nodes attached tard@ikisn into two parts causing

the traffic to be distributed over multiple switches and feoontrolling congestion. Fig.2.6

shows an algorithmic representation of creating a new tgpolising iterative approach which
is proposed in this paper.
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Figure 2.4: Example of switch merger.

Figure 2.5: Example of switch partitioning process.
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Figure 2.6: Topology generation Algorithm.
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Chapter 3

Problem Statement

For reduction of design space, communication delay andinestved, NoC tries to reduce
the number of connections. Reduction in the number of comecation channels leads to lack
in functionality during traffic and noise. Lesser number bacnels between any two nodes
leads to the situation of bottleneck, due to which perforoeais also reduced. So the main
concern of this research is to reduce the end to end delakepkatency, network latency and
link utilization, keeping area and bandwidth constant. th@ purpose, the comparative studies
of all the existing NoC topology is done and then providingeanopology which will be better
in every perspective, than the already existing one’s,nim$eof QoS parameters.

3.1 Problem Formulation

Given: A core communication graph G (or G).
Find: The topology generated should optimize O(A,G), subjedhéoconstraints specified by
Const(A,G).

e O(A,G) can be a metric for reliability and performance of tleéwork, such as end-to-end
latency, network latency, packet network latency, los$ahbility, link utilization etc.

e Const(A,G) can be considered as the amount of needed resdargearea, wiring, etc.),
cost and bandwidth imposed by the application.
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Chapter 4

Proposed Approach

First of all, determine the cores having the maximum amoficbmmunication among them-
selves. Communication among the cores can be determinedednmatiis of communication
task graph. In this graph the cores are considered as theege#nd the links between them
determines the communication between the cores. Linkssaigreed some weights and these
weights determines how much communication is there amoagadhes. Links having maxi-
mum weights determine the cores having maximum communpitathereas the links having
minimum weights determines the cores having least amounbwimunication. Cores with
maximum communication should be in the same cluster so tlegttake least time for com-
munication, and hence speed up the process. Core commugidegser amount of times can
be in different clusters because if time taken by these dene®re, even then much difference
doesn’t occur. Here for the simplicity we consider the roated its corresponding core as a
node. Among the nodes within a clusters one or more nodeshas=n as the master node.
Master node act as an intermediate between the two cluskeis.the node responsible for
the inter-core communication. The clusters here can hay®fitine NoC topology as per the
communication requirements among the cores within thaeluSince single cluster can com-
municate to the multiple clusters so there can be more tham@ster node within the cluster.
Here if we consider the amount of traffic then the maximunfitra$ found to be at the links
joining the two master nodes. As this is the single links \Wwhgcresponsible for the inter cluster
communication. To reduce the amount of traffic on these Jiitks required that some special
configuration of these links are required. Configuration eflthks means the delay, bandwidth
and the type of wire used in the links. In these links varying bandwidth of the links have
made it possible to simulate the required communicationretioe cores.
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4.1 Cluster Formation

Cluster in CBCT is formed using the communication based clussgig(CBCG). CBCG is a
directed connected graph which can be represent@B@& = (C, ;) where, C represents the
clusters and, represents the inter-cluster links. In CBCG, the clusters aftraommunicating
cores are formed, the corresponding routers attached tmthe are also considered in the same
cluster. Fid.4.ll gives the communication between the caree weight of edges describe the
amount of communication taking place between the two coksie the edge weight, more
is the communication. According to the amount of commuiocatlusters can be defined,
and communication based cluster graph is obtained. Théectuare shown in the Fig.4.2 as
C1,C,,C3,C4 and the links inside each cluster represents the commionda¢tween the cores
in the cluster. In Fig.4]12, the values associated with thkslirepresent the communication
between the cores. These links between the cores of theeckust caller intra-cluster links
and the links through which the clusters are connectedlegere called the inter-cluster links.
Cores of two distinct clusters have minimum communicatiotwben them. The cores in the
CBCG as shown in Fig.4.2 can be connected to each other usingpolpgy within a single
cluster such that most communicating cores lie within salaster. Algorithm[1 gives the
details for the formation of cluster. In the algoriti 1, ‘Mives the total number of cores
present,T, defines the threshold that how many clusters to be formedaeag V stores the
details of the cores, already visited during the formatibalasters.

CBCG graph can further be reduced in more generalized graph TBBGG =< T,t >
where, T represents the topology used to arrange the cotiemhe cluster and t represents
the topology used to connect these clusters. In TBCG as shoWwiyid.3, T; represents the
topology in clusteiC; and M; represents the master router for each cluster. Masterrr@ute
responsible for the inter-cluster communication. Fromhegaster, a master router is chosen
such that it provides connectivity to the outside world p¢her clusters. The topologies used
within the cluster can vary for each cluster depending upenréquirements. We are dealing
with heterogeneous networks, so for proposed approachawedonsidered different topology
for each cluster. In Fig.4.3, the clusters are connecte@dd¢h ether using the mesh topology,
but any other topology such as star, bus etc. can also be asethnect the different clusters.
Flowchart shown in Fig.4l4 describe the steps to be follofeedhe creation of the CBCT
topology.
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Algorithm 1: Cluster formation for CBCG graph
Data: N = number of cores{1,...,n}, T, = maximum possible clusters, V[N] = visited
cores, j=0, i=0;
Result Cluster formation
while (j! =Ty) do
if i==0then
while sizeof(V)!=N do
Let (x,y) be highest cost edge from E;
if (xeV)&& (yeV))then
E—-(xy);
Continue;
else
If xeV then
Assign core y to the cluster to which x belongs;
E - (X.y);
else
if yeV then
Assign core x to the cluster to which y belongs;
E-(xy);
else
Assign both cores x and y to new clus@r
E - (x.y);
I++;

Put cores x and y in V whichever is not presentin V,

else
if j <Ththen
Take edge (x,y) having least cost wherg € C;;
Assign both cores x and y to new clus@r
i++;
else
if ] > Ty then

Take edge (x,y) having highest cost where &; and yc Cj;
Merge the cluster§j andCj;

i
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Figure 4.1: Communication between Cores

4.2 Structure of Router and Core for implementation of CBCT

Router, used to implement proposed approach CBCT, is a 2D rotiiehwonsists of 5 in-
ports and 5 out-ports. In-ports are used by node (router arg) to receive the packet whereas,
out-port is used to send the packets to destination. Therd aorts which are referenced as
northPort, southPort, eastPort, westPort to communicétethve routers being connected in
the north, south, east and west direction respectivelynd\with these ports, there is one more
port i.e. corePort. This port provides the connectivity agnthe router and the core. HigK.5
gives the diagrammatic representation of the 2D routergoeged in the CBCT approach. In
Fig[4.3, port[0], port[2], port[4], port[1] representsthorthPort, southPort, eastPort, westPort
respectively, and port[3] represents corePort. Direatibarrow shows the flow of packets and
communication among connected routers. If the structutieeo€ore is considered, then for the
implementation of the CBCT, the core is considered as sourceelhssvthe sink as shown in
Fig[4.6. The two cores involved in the communication actasee and the sink. Core which
transmit the packet to other core act as the source, whdneasote receiving the packets is
referred as the sink.
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Figure 4.3: Topology based cluster graph

27

27



4.2. Structure of Router and Core for implementation of CBCT

Figure 4.4: Flowchart for generating CBCT topology
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Figure 4.5: Structure of 2D router used for CBCT
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Figure 4.6: Structure of 2D core used for CBCT
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4.3 Master based Routing Algorithm

Existing routing algorithms doesn’t prove to be an optirdizelution for the implementation
of the proposed approach, so we have introduced a routirogithg i.e. master based routing
algorithm. In master based routing algorithm, the routehgtv are the intermediate between
two cluster topologies act as the master routers. As showheifig.4.9 yellow colored routers
are the master routers as they are intermediates and thesspansible for the communication
between the clusters. These clusters are the networkshwabitsists of the most communicat-
ing components within same cluster, and lesser commungatidifferent cluster. As shown in
the Fig.4.9, considers that there are 3 different topokgsed in the 3 different clusters. Clus-
ter C, consists of mesh topology, clusi€s consist of torus topology and clusi€s uses bus
topology for connecting different components for commatian. For the purpose of routing
the packets from source to destination, suitable routiggréhm corresponding to the topology
is used like XY routing is best suited to mesh topology, ifftbsburce and destination belongs
to same cluster, whereas if the source and destination dgpétodifferent clusters, then master
based routing algorithm comes into active state. In masteed routing algorithm, master has
all the information of the routers and their correspondinges belonging to the same cluster.
Master also keeps record of the other master router direcilydirectly attached to it. Routers,
other than master, also have the record to which clusterdodtr belongs to and have the in-
formation about their master. Suppose source and destinagilongs to different clusters, then
the packet is passed from the source to the master (corrdisigoto that cluster to which the
source belongs). The master will communicate the otherera&tr checking to which cluster
the destination core belongs to, then it will pass the pattkétat master either directly or in-
directly. Upon reaching to the master of destination cao#difving the corresponding routing
algorithm associated with the topology of cluster), paekétroute to the destination core.

4.4 CBCT : Communication based Cluster Topology

In order to evaluate the performance of CBCT topology, we coetpdne result of CBCT
topology with mesh topology. We have considered 5X5 2D meghblogy as shown in Fig.4.7,
in which the most communicating cores are represented by saored cubes. Routers are
represented as gray colored circles with cross.

For simulation of CBCT, we have considered a CBCG as shown ih_FHigh &ig[4.8,
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Algorithm 2: Master based routing
Data: Communication based cluster graph (CBCG)

Output: Cluster formation with suitable topology within and betwexusters
Initialize Biter aNdBintra;

SetBintra = CcOnstant;

B — (1Mol

while cores are not assigned to some cluster do
while most communicating cores, belonging to same group in the CBCG, are not all
assigned to some cluster do
L Cluster[k] = coreli];

Choose master core from each cluster and Master[i] = core[j];

Assign suitable topology to be used within the clusters atd/éen the clusters
according to the requirements;
if both source and destination belong to same cluster then
‘ Pass packet from source to destination directly;
else
L Pass the packet to the Master core;
Master core will further pass it to the other master core artié same way to other
master cores till the cluster having destination core iseathed,
Pass packet successfully to the destination;

there are 4 clusters with most communicating cores in theesaloster. These clusters are
represented a8,,Cy,C;. andCy. ClusterC, is a combination of most communicating cores
< Cp, C3,C4, Cg, C14, C17, C20, C23, C24 >, Cpy cONSists of< cg, C10,C11,C12 >, Cc is a collection of
cores< Cp,Cs, Co2 > andCy consists ok ¢y, ¢7,Cg, C13,C15,C16,C18,C19,C1 >. If Figld. 4 and
Fig[4.9 are considered, we can conclude that the most comating cores are far away from
each other in mesh topology, and hence the hop count is |&geexample, in Fig.4]7 cores
0 and 24 are most communicating cores, and the hop count &etivese cores is 8, so every
time for communication between these two cores, it is reglio cover a hop count of 8. This
causes an increase in latency with an extra overhead. In CBChoamsn Fig.4.9, the hop
count required for the communication between cores 0 and 24which is 50% efficient than
the existing torus topology. Using CBCT approach, generatgsterled topology can provide
40% to 80% of efficiency over existing topologies. Eig.4.h6ws flowchart for creating CBCT
topology and routing packets from source to destination.

If two cores 0 and 1 are considered in Figl4.7, it is clear they are least communicating
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Figure 4.7: 5X5 2D Mesh Topology

cores represented using different colors, so keeping tbesss far away will not affect the
performance, hence in CBCT as shown in[Fid.4.9, in order to briagt communicating cores
nearby, these less communicating cores can be placed fardach other. To provide better
performance, it is required to optimize latency and ovedhela order to place all the most
communicating cores in one cluster, it should be verified tha hop count between these
cores of the cluster should not increase as compared to thedwont between the same cores
in mesh topology. The hop count between the two most comrating cores in the mesh
topology, is considered as the threshold for this pair oksan the CBCT. While designing
the CBCT, it is required to consider that the threshold detegthior a particular pair of cores
should be minimized and hop count should be reduced. In gexpapproach, our basic aim
is to produce a hybrid topology, which can follow all the Q@§uirements such as minimum
latency, minimum bandwidth and maximization of the througih Communication among the
cores can be determined by using CBCG graph with the weightgreeskto the links. Cores
with maximum communication should be in the same clustethabthey take less time for
communication, and hence improves processing speed. bessignicating cores can be in
different clusters. Among the nodes within a clusters, onenore nodes are chosen as the
master node. Master node act as an intermediate betweemwaohelusters. It is the node
responsible for the inter-core communication. The clgstan have any of the NoC topology

32



4.4. CBCT : Communication based Cluster Topology

Figure 4.8: Cluster of most communicating cores
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Figure 4.9: Communication based Cluster topology
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Figure 4.10: Flowchart for creating CBCT topology and routiaghets from source to desti-
nation
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as per the communication requirements among the coreswitbicluster. Since single cluster
can communicate to the multiple clusters, so there can be than one master node within the
cluster. If we consider the amount of traffic, then the maxmmitaffic is found to be at the links
joining the two master nodes, as this is the single links tvisaesponsible for the inter cluster
communication. To reduce the amount of traffic on these-citester links, it is required that
some special configuration of these links have to be specifiedfiguration of the links means
the delay, bandwidth and the type of wire used as the linksnter-cluster links, varying the
bandwidth of the links have made it possible to simulate #tpired communication among
the cores. For this purpose, the mathematical formula us#tkiproposed approach to set the
bandwidth of the inter-cluster links is given as in Equaiof:

N Bi
Bimer = 12, (4.1)
m

Where,Binter IS the bandwidth of the inter-cluster linksl,m, is the number of non-master
cores,Bintra is the bandwidth of intra-cluster links ard, is number of master cores. This
bandwidth reduces the traffic as huge amount of bandwidthasaded to the most congested
links. Depending upon the source and sink, the path is datednn the topology and packets
are routed from source to destination using Master-basetingp algorithm as discussed in
section 4.3.

4.5 3D CBCT topologies for NoC

In this section the details about the implementation andydexy of the CBCT for 3D NoC are
discussed. For the purpose of comparing the results of thygoped 3D NoC CBCT topology
we have implemented 3D NoC Mesh topology in OMNET++. The gurhtion of 3D Mesh
topology is 5 X 5 X 4. In this mesh topology there are 4 layershdzaving dimension 4 X 4,
i.e., there are 25 cores in each layer. In case of 3D CBCT for NoGave considered two of
the architectures, (i) with most communicating cores ofecknt layers, (ii) most communicat-
ing cores on the same layer. In the first case as the most cortating cores are at different
layers of mesh topology and hence a lot of time and effort axgt@d for them to communicate
to each other. But in CBCT the cluster for these most communigatimes are formed and
hence the overhead involved in the mesh topology is reducadjteat extent.

Based on the single case we cannot prove that CBCT will produdedsasts for all the com-
binations possible. Hence to prove it best in all the casebave considered the best case of
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Figure 4.11: 5X5 2D Mesh Topology

the mesh topology. In the best case all the most communicatires will reside on the same
layer of the mesh topology. So for the CBCT the clusters of theson the same layer are
formed. While considering the mesh topology in its best cés®iawas concluded from the
experimental results that CBCT for 3D NoC proves to be the best.

Now the main focus is to make the CBCT topology geometricallyivadent to orignal
mesh topology. For this first take the mesh topology. Deteerttie most communicating cores
and create the CBCG. Then determine the topology for each clusiteg TBCG. Add the links
between the most communicating cores and remove the lifdetwmeen the less communicating
or non-communicating cores. Fig,_ 4111 shows the given masbiagy. Fig.[4.1ll shows the
initially provided 5X5 mesh topology. Determine the mosintounicating cores in the given
mesh topology. The most communicating cores have samefooldifferentiation. Some cores
in the Fig.[4.11l has two colors, it determines that it is comrwtwo of the clusters.Fig. 4.112
shows the formation of the clusters and generation of therbgéneous and hybrid clustered
topology. Fig[4.1B shows that the mesh topology shown in&Eigl and CBCT shown in Fig.
4,12 are logically equivalent in terms of geometry, and leehe CBCT topology will consume
nearly equivalent area as taken by mesh topology.
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Figure 4.12: Heterogeneous and hybrid Clustered topology
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4.6 Quality of Services

For the NoC topology in the proposed approach, we have niltipmmunication based clus-
ters. QoS in CBCT topology can be determined by the contribudfdhe QoS parameters of
each cluster individually. We consider the clusters&%,C,, .. .,C, >, for each cluster a set of
QoS parameters will be defined based on the inter clustercalfopology used in that cluster.
Let us consider the QoS parameters@di1, Qio, . . ., Qin > Where,i denotes the cluster number.
These QoS parameters considered can be normalized to divesaold value by averaging the
minimum and maximum QoS value obtained.

Qi min =min{Q;; } Qi max = max{Q;; } (4.2)

In Equatiori 4.Rj denotes the cluster number apdenotes the particular parameter for that
cluster. We have to consider the mean or the average of twevah order to get th€, i.e.
QoS threshold value for the particular cluster as calcdlatd&Equation 4.3:

Z(Qinin’QinBX>

Qth= >

(4.3)

QoS value for all the parameters of the cluster are congidamd the average is calculated

as in Equation 4]4:
o Z]Zanij (4.4)
n

This average QoS value obtained decides whether the topdegloped is best or not. For
the experimental results, we have considered th&Qif < (Q n), then the topology generated
is not fully optimized but if(Q;) > (Q, tn), then the topology generated is most optimized. For
obtaining a fully optimize global topology, we have intragd the concept of priorities. The
parameter which provide3; s is considered to be at highest priority and the parametectwhi
providesQi min is at lowest priority. So the QoS values at the local level, for each cluster is

considered as given in Equation4.5:

Q =PR1%Qi1+PR2+Qi2+...+Pn*Qin (4.5)

Where,Rj determines the priority decided fdf cluster andjt™ QoS parameter for that

40



4.6. Quality of Services 41

cluster. Qjj determinesjt" QoS parameter foit" cluster. TheQjj obtained for each cluster
locally, is considered for calculation of the QoS value folf fopology globally. The cluster
providing the best QoS results, is considered to be at higitesity over others. The global
QoS value of the whole topology is calculated as in Equatién 4

Qua = Y R=Q (4.6)

There are certain QoS parameters which should be considaredy the generation of the
topology for the 2D NoC. We have considered different paranseds follows:

e Latency: Latency in network-on-chip include the delays involvedia interfaces to pass
the packet from router to router, the delays on the routedst@ndelays due to the traffic,
which makes the task to wait inside the core, instead of aigwhem to move on the
particular core for processing. The formula obtained fteray in the traditional mesh
network would be given by Equation 4.7:

Lmesh = (ny + Delayy ) + (ny « Delay) 4 Q; 4.7)

Lmesh represents the total latency in the NoC mesh netwarkand ny represents the
number of routers and number of transmission links resgagti Delay, and Delay,
represents the time taken on the router and time consumewydwensmission over the
transmission links respectively. Latency for the proposgublogy can be calculated in
the similar way. The latency for each cluster is calculatetividually at local level,
which is summed up to provide the global latency of the whetevork. Local Latency
of each cluster as in Equatibn 4.8:

Le = (Nier) * Delay(cr)) + (Nic) * Delay(cy) + Qt (4.8)

whereL. is the latency of the clusteg,used in the above equation represents the cluster
numberyr represents router andepresents the transmission links. Global latency of the
topology as given by Equation 4.9:

n m
L = Z Lc+ S Deay; (4.9)
c=1 =1
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Global latency of full network will be the sum of local latees of all clusters combined
with the delay on the inter cluster communication linka.shows the number of inter
cluster links andelay; shows the delay involved on these inter cluster links.

e Bandwidth: It is the rate at which data transfers. Network bandwidthudhbe set such
that the maximum data can be transferred either using leaselwidth or constant band-
width. By this a huge amount of data can be passed using cotivedydesser bandwidth,
along with minimum latency and energy involved. To get theshoptimized results with-
out increasing the amount of bandwidth required, we haveptonize the bandwidth at
the inter-cluster links as they are most prone to the trafiit laottleneck. Keeping the
bandwidth same at all intra-cluster links as that of the ntepblogy, we have increased
the inter-cluster link bandwidth proportionally in relaui to the intra-cluster links. Let
Bintra be the bandwidth of the intra-cluster link which same asithieslused in the mesh
topology.Binter is given as in Equation 4.10:

(Nt — Nm) * Bintra
Nm

Binter - (4-10)

Whererny is the total number of cores;, be the master cores. So the above relationship is
maintained by assigning the bandwidth to the inter-clugtés such that either the total
bandwidth required reduces or is constant.

e Bisection Width and Bisection Bandwidth: The number of links which are broken or re-
moved such that the two networks are obtained, which arel @ys&e or nearly equal.
To obtain multiple paths between these sub-networks odxdaihis required to have max-
imum bisection width. More the bisection width, more is thgelstion bandwidth. Bisec-
tion width in case of 2x 2" 2D mesh is taken a8, neh = 2". The bisection bandwidth
of whole network is calculated as given in Equafion #.11:

Bo.mesh = Bw_mesh * Channel pangwidth (4.11)

Here, By mesh IS the bisection bandwidtiB,, mesh IS the bisection width of the network
and Channélpanawidih 1S the bandwidth of a channel in the network. While calculgtin
the bandwidth in case of the proposed approach, we shouidedilie network on the
inter-cluster links, which will correspond to a network lwgub-networks as clusters. So,
the bisection bandwidth for the CBCT with 5 interconnectedtelsswould be 4 and the
5 sub-networks are obtained. So the bisection width of the CB{pdlogy would be
Bw cect = |, wherel is the number of inter-cluster links. In CBCT the bisection Wit
less but bisection bandwidth is maximum, hence proves toelterover other existing
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topologies. As it is considered that in order to pass a largeust of traffic over the
inter-cluster links as they are maximum prone to bottleraxidition, hence to avoid this
bottleneck situation, we have considered these links te Inaere bandwidth over other
links. The bisection bandwidth of the whole network wouldcbasidered in this case as
in Equatior 4.1P:

Bo.cect = Bw.ceeT * | Clpandwidth (4.12)

In the equatioBy, cget IS the bisection bandwidtiB,, cact IS the bisection width of the
network and CLpandwidth 1S the bandwidth of inter cluster link in the network. Suppos
that in order to control the traffic in the network, the bandkiof the inter-cluster links
are taken different. In that case the formula in Equdtio@#hiven as in Equatidn 4.113:

K
Bo.cact = ) Clbandwidth (4.13)
=

Where k is the number of inter-cluster linkCLpanawidth iS the bandwidth of thgy, inter-
cluster link.

e Loss Probability: Loss probability is the calculation of the lost packet in stiewam over
the total packets passed. It can be found by dividing the murobpackets lost in the
network from source to destination by the total number okpteto be send over the
network from source to destination is given in Equafion ¥4.14

N —n
Lo=—4 > (4.14)

where L is the loss probabilityy is the number of total packets to be passedranisithe
packets passed successfully over the network. As therewdtgpla paths in the topology
generated using proposed approach and also the links henamgnum congestion are
provided higher bandwidth, in order to provide less losdphility. During experimental
result, we have concluded that the loss probability of tlppsed approach is lesser than
that of the traditional mesh topology. In mesh topology tsslprobability was calculated
as 0.76 whereas in CBCT it is computed to be 0.54.

e Energy : For defining energy consumption for a NoC topologwnkination of cores and

routers together are considered as a tile. Energy consomgtipacket from tilg; to t;
is represented ti’téka. Egétcjka is divided into two parts: (iE_in, energy consumed by

43



4.6. Quality of Services 44

link, and (ii) Erouter, €nergy consumed by routdf, i is calculated as follows given in

Equatior4.15 and 4.16:
Rlink = (Poynamic + PLeakage) * Num_Ports (4.15)
Rk
ELink = Freguency (4.16)

Erouter, IS @ combination of three energies i.e. energy of buffeyssibar and arbitrator
as given by equation 4.1 Earpiter iS calculated as given in Equatibn 4. ti’téka from
tile tj to t; is computed as given in Equatién 4.19. Total energy consommf NoC
topology Erotal) is calculated in Equatidn 4.20, where N is total number o$sages in

NoC topologies.

ERouter - EBuf fer + ECrossbar + EArbiter (4-17)
EArbiter = ESNAIIocanr + EVCAIIocator (4-18)
ti g
EPa(J:ket = NUMHops * Ejnk + (numﬁops — 1) * Erouter (4.19)
N ti ti . .
Etota = Epaka »Wherel # | (4.20)

i=0,]=0

Hence equation 4.20 is used to evaluate and compare theyamrgumption in the case of
Mesh topology and CBCT.
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Chapter 5

Simulator Tool

5.1 OMNET++ Simulator

OMNET++ is an C++ simulation library which is component-bdhsad act as a framework,
basically used for the deveopment of the network simulatdtsetwork” is meant in a broader
sense that includes wired and wireless communication nm&sy@n-chip networks, queue-
ing networks, and so on. Domain-specific functionality sashsupport for sensor networks,
wireless ad-hoc networks, Internet protocols, perforreanodeling, photonic networks, etc.,
is provided by model frameworks, developed as independajegs. OMNET++ offers an
Eclipse-based IDE, a graphical runtime environment, andsa of other tools. There are ex-
tensions for real-time simulation, network emulationeaitative programming languages (Java,
C), database integration, SystemC integration, and sevtital functions. OMNET++ is free
for academic and non-profit use, and it is a widely used piatfion the global scientific com-
munity. Fig.[5.1 shows the flowchart for the execution in OMINE.

e HNOCS - Network on Chip Simulation Framework

NoC simulation provides a HNOC tool which is most importamt fesearch for NoC archi-
tectures resulting from a huge cost involved for VLSI prgpes which uses modern processes
for manufacturing. There are a number of NoC simulators ieiist, they may be propri-
etary or are built on some of the infrastructures which artestendard. HNOCS is basically
an implementation of an open-source NoC simulator tool tvhiake use of OMNET++ [48].
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[Define the model structure in the NED Ianguaige.

[Active components of the model programmed in C++ }ile.

[omnetpp.ini for configuration and parameters of moqlel.

[Build the simulation program and run |}

[Simulation results are written into output vector and otigmalar files.]

Figure 5.1: Flow chart representation of execution of stef@@MNET++

The HNOCS tool make utilization of the OMNET++ features whaéan support the run time
selection of the modules for simulation from a parameterzeamponent library. Here the op-
CalcType parameter is basically set from "XY” to "XY/YX” due tvhich the simulation make

use of the different algorithm for the selection of the owtpart. Models used here provide
a support for the heterogeneous configuration such thatlsdeth the link capacity and vir-

tual channel numbers. Implementation of the wormhole $wtgis provided by the HNOCS

modules available in todays world, with arbitration donengsound-robin. Different router

are implemented using HNOCS which are synchronous or asynchs and a provide a full

qgueuing for virtual output (VOQ) with usage of the FIFO fockaf the tuples.

5.2 Orion 2.0 Simulator

Orion simulator provides the instruction to embed power eh@cto network [49]. Orion 2.0
simulator includes features such as:-

e Support 90nm, 65nm, 45nm and 32nm technologies.

¢ It basically supports three operations which include (@hhperformance in terms of the
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high power, then the second parameter is the normal perfarenand the third parameter
on which it works is the low power and also the low performance

e In this the routers are added with the router area model.
e |t can be used to calculate the link power.

¢ In this the clock power models are present.
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Chapter 6

Design

In this chapter the design structure of the different aeditres used for the development of
2D and 3D Networks on Chip topology are considered. 6dlvshthe design structure
used during the simulation of the mesh topology in OMNET+mdator. There are 25 cores
being used in this NoC mesh topology. The correspondinggs®g 2D Cluster based hybrid
topology is shown in Fig.612. This CBCT in 2D NoC also have 25 samdotal to be compared
with the 2D mesh topology.

The 3D mesh topology considered here has 100 cores as shé&q[B.3. In this the 3D mesh
topology with 100 cores is being designed in OMNET++ sinmuiatiere 4 layered mesh topol-
ogy is considered where each layer has 25 cores in total.cbhissponds to the development
of the mesh topology as a 5 X 5 X 4 mesh topology. Hig.] 6.5 shtwescorresponding 3D
CBCT based layered topology. This topology is formed by comgidehe most communicat-
ing layers in the same layer of mesh topology, so now whilédng the CBCT based hybrid
topology the cluster of the cores residing in the same laf/greomesh topology is formed and
hence there are three reduced mesh clusters formed witlckestér having 24 cores.

Above considered was the best case of the mesh topology ichwhée most communicating
cores are in the same layer of the mesh topology. But here fidaieing the concept of CBCT
topology in 3D NoC and prove that the best results are obdam&€BCT hybrid in Fig[ 6.4 the
average case is considered. Here the most communicatieg & considered to be at different
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Figure 6.1: Design of 5X5 Mesh Topology

layers of the mesh topology. CBCT based hybrid topology is forfoe this approach. Here
different topologies are used in different clusters forgnam heterogeneous approach.
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Figure 6.2: Design of Cluster based Hybrid Topology
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customcluster

Figure 6.4: Hybrid CBCT topology
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Figure 6.5: Layered CBCT topology
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Chapter 7

Experimental Results

For the purpose of simulating the CBCT topology for NoC, we haesltise OMNET++
simulation tool with HNoC package. We have simulated theidyiopology (CBCT with
25 nodes) and has compared the results of CBCT topology with 5 ¥shrtopology. The
parameters considered to get the experimental resultsitbteend latency, network la-
tency, packet latency, sink bandwidth, loss probabilitg &nk utilization are given in
Table 7.1 and parameters to calculate energy consumptgiven ir 7Z.2. Table 713 gives
the detailed description of the values obtained during itmellation of CBCT and Mesh
topology in OMNET++. Experimental results in section 6 skdhat proposed approach
proves to be better than other existing topologies. The maipose of the proposed ap-
proach is to optimize the parameters such as end-to-enttiateetwork latency, packet
latency, loss probability, link utilization and energy somption of topology at minimum
bandwidth required. For experimental results, we haveidensd 25 core which can be
increased to any number of cores as per the requirementie IRig. 7.1, end-to-end la-
tency of the mesh topology and end-to-end latency of CBCT argoaoed for different
cores keeping source core constant as core (._Fig.7.1yckals that CBCT approach
is better than existing mesh topology and optimizes apprately 50% of end-to-end
latency. If we consider the network latency, then the prepaspproach proves to be
more efficient. To get a clear picture, we can see the grapketfark latency for mesh
topology and CBCT are compared in FEigl7.2. If the average of éteark latency and
packet latency in both the cases is considered, then it isledad that CBCT proves to
be more optimized as compared to the mesh topology. Thespas@ans can be easily
visible in the Fid.7.B. While in order to optimize QoS paraenstit is required that band-
width should not be affected adversely, either bandwidtdptsmized or it should remain
constant. While simulating the results, keeping the bantwidnstant, we conclude that
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Table 7.1: Parameters considered for simulation of mesblagy and CBCT.

C_Ng Parameters Mesh Topology CBCT

1 Number of Nodes 25 25

2 Rows 5 -

3 Columns 5 -

4 Number of Clusters - 4

5 Routing X-y routing According to topology

used in cluster

6 Flit size 4bytes 4bytes

7 Message Length 4 4

8 Packet Length 8 (in flits) 8 (in flits)

9 maximum queued 4 4
packets

10 | datarate 4Gbps 4Gbps

11 | Inter-cluster link - 3

12 | Data rate for Inter- - 13Gbps - 16Gbps
cluster link

Table 7.2: Parameters considered for calculation of En€mysumption in mesh topology

and CBCT.

C_Nd Parameters Values

1 Technology Used 32 nm(nanometer)

2 Transistor Type LVT

3 \oltage Vvdd 1.0V

4 Frequency 1*e+9

5 Router INport 5

6 Router Outport 5

7 Flit Width 32 bits

8 Virtual Channel 2
Used

9 CrossBar Model Multistage Crossbar
Used Switch

10 | Buffer Size 4

11 | Wire type LOCAL
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Table 7.3: Simulation details for mesh topology and CBCT.

C_No| End-to-End Latency | Network Latency | Packet Latency| Sink Bandwidth
Mesh | CBCT Mesh | CBCT Mesh | CBCT | Mesh | CBCT
1 264 | 152 32 112 88 168 22.725 | 26.7043
2 280 | 144 48 104 104 | 160 20.8313 18.9515
3 296 | 72 64 32 120 | 88 20.8313 22.3972
4 312 | 88 80 48 136 | 104 30.9313 32.7343
5 264 | 160 32 120 88 176 21.4625 23.2586
6 280 | 88 48 48 104 | 104 20.2 15.5057|
7 296 | 152 64 112 120 | 168 21.4625 17.2286
8 312 | 136 80 96 136 | 152 19.5688 21.5357
9 328 | 112 96 72 152 | 128 20.8313 23.2586
10 (| 280 |96 48 56 104 | 112 22.725 | 24.12
11 || 296 | 120 64 80 120 | 136 19.5688 18.09
12 || 312 | 112 80 72 136 | 128 20.8313 22.3972
13 || 327.9| 120 96 80 152 | 136 18.0301] 14.6443
14 || 344 |72 112 | 32 168 | 88 20.8313 20.6743
15 || 296 | 168 64 128 120 | 184 18.9375 17.2286
16 || 312 | 184 80 144 136 | 200 16.4125 18.09
17 | 328 | 88 96 48 152 | 104 17.0438 18.09
18 || 344 | 136 112 | 96 168 | 152 18.3063 18.9515
19 || 360 | 152 128 | 112 184 | 168 25.8813 21.5357
20 || 312 |72 80 32 136 | 88 24.2637 25.1968
21 || 328 | 168 96 128 152 | 184 22.0938 20.6743
22 || 344 | 128 112 | 88 168 | 144 20.2 22.3972
23 | 360 | 104 128 | 64 184 | 120 18.9375 18.09
24 || 376 | 104 144 | 64 200 | 120 17.0438 18.09
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Figure 7.1: End-to-End Latency

the results are optimized in CBCT. On the other hand, optinunadf bandwidth to a

certain extent can produce even better results[ Fig.7 wskiee bandwidth required in
case of mesh topology and CBCT. Link utilization can be definetthagpercentage of
the total usage of the bandwidth for a particular link. Mdre tink utilization, more is

the requirement of bandwidth, leading to a high consumptibenergy. Fid.7J5 shows
the comparison of the link utilization for 125 links for 25res. From Fid.7]5 it is clear
that the link utilization in case of CBCT is much lesser as comg#o that of mesh topol-
ogy and hence less amount of bandwidth is required. Readingkfferent experimental
results are taken in OMNET++ and it was observed that hylopdlbgy CBCT proves

to be better. Its performance can further be improved aaogrid the requirements by
customizing the topology for the clusters accordingly.
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Figure 7.2: Network Latency
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Figure 7.4: Sink Bandwidth
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Figure 7.5: Link Utilization
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Table 7.4: Energy consumption of Link (in pJ).
Link Length

Load| Imm | 2mm | 3mm | 4mm | 5mm | 6mm
0.2 | 7.65 | 15.31 | 22.97 | 30.63 | 38.28 | 45.94
0.4 || 12.10| 24.20| 36.30 | 48.4 | 60.50| 72.6
0.6 || 16.54 | 33.08 | 49.62 | 66.17 | 82.71 | 99.25
0.8 || 20.98 | 41.97 | 62.95 | 83.94 | 104.93 125.91
1 25.42 | 50.085 76.28 | 101.71 127.14 152.57%

Table 7.5: Energy consumption of Router (in pJ).

Load || Energy consumption
0.2 16.8

0.4 27.1381

0.6 37.4573

0.8 47.7765

1 58.0958

For calculating the energy consumption in topologies astimieed in this paper, we have
used Orion 2.0 simulatoE jnx andEgrouer at different load and link length (in mm) are
calculated in Orion 2.0 simulator and the detailed ovenigegiven in Tablé 74 and Table
[7.5. Using formula as given in Equatidn 4.16 - 4.20, we comphé energy consump-
tion of mesh and CBCT topology. In Hig.7]111, we compared theggnesnsumption at
different cores in both mesh topology and CBCT. Experimengallteshows that there is
less energy consumption in CBCT topology as compared to mestotpp CBCT has
high speed of data transfer at less bandwidth required ia ohsnost communicating
cores. For simplicity, in order to represent the energy sorgion of the topologies we
have considered 6 cases. 6 cores are considered randonvgltate energy consump-
tion on each one of them. The core selected randomlgsog,c14,c17,¢19,Cco4. Energy
consumption for these cores at different link length andi lage shown in the Fid. 7.111.
From Fig.[7.11 it is clearly visible that energy consumptiofCBCT is much lesser as
compared to mesh topology for different load and link lesgth
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Figure 7.12: End to End Latency in 3D Mesh Topology
7.1 Experimental results of 3D NoC CBCT topology

As already discussed that for the proposed approach the CB®lotppis considered
in two ways, one in which the most communicating cores lieshendifferent layers of
the mesh topology and the second in which the most commumicaores are on the
same layer of the mesh topology. Here the results correspgiid both are given in
comparison to the mesh topology.

7.1.1 Results of 3D Mesh topology

In Fig[7Z.12. the detailed description of the end-to-enéray is shown. The results
obtained corresponding to the network latency are showngiA3. Packet latency
results as shown in F[g.7]14 gives the detailed descriifdhe packet latency for 3D
Mesh topology. Fi@.7.15 gives the sink bandwidth requiradrd) the communication
between the cores. In Hig.7]16 the detailed descriptioh@fihk utilization are shown
for 3D mesh topology.

7.1.2 Results of 3D Hybrid topology

Fig[7.17 gives the detailed description of the end-to-extenicy in the 3D hybrid topol-
ogy for NoC. In Fid.7.1B the network latency of the hybrid 3D being analyzed.
Packet latency of the hybrid 3D NoC is shown in the [Fig.l7.18e @etailed description

64



65

7.1. Experimental results of 3D NoC CBCT topology
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Figure 7.13: Network Latency in 3D Mesh Topology
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Figure 7.14: Packet Latency in 3D Mesh Topology
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Figure 7.15: Sink Bandwidth in 3D Mesh Topology
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Figure 7.17: End to End Latency in 3D hybrid CBCT

of the sink bandwidth is given in the Hig.7120 and link utliion of the hybrid CBCT 3D
networks on chip topology is given in the Fig.7.21.

7.1.3 Results of 3D Layered topology

Fig[7.22 gives the detailed description of the end-to-atehicy in the 3D layered CBCT
topology for NoC. In Fid.7.23 the network latency of the pregd layered 3D NoC topol-
ogy is being analyzed. Packet latency of the layered 3D NoC CB@dlogy is shown
in the Fig.Z.24. The detailed description of the sink bamifwis given in the Fig.7.25
and link utilization of the layered CBCT 3D networks on chip tlmgy is given in the

Fig[7.26.

7.1.4 Comparison of Results

Fig[7.2T gives the comparison of the results for end-totatehcy in the 3D mesh topol-
ogy, 3D hybrid topology and 3D layered CBCT topology for NoC. Ig[Fi28 shows

the comparison of the results of network latency of the pseploalgorithms with 3D

mesh topology. Comparison of the packet latency of the thppeoaches is shown in the
Fig[7.29. The detailed comparison of the sink bandwidthviemin the Fid.7.30 and link

utilization of the layered CBCT 3D networks on chip topology i in the Fid.7.3M1.
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Figure 7.25: Sink Bandwidth in 3D layered CBCT
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7.1.5 Results for energy consumption

In this section the comparison of the energy consumptiorditberent cores is being
given for the mesh hybrid CBCT topology for 3D NoC and then the ganson of the
energy consumption for the mesh topology is being evaluateldshown in the graphical
form. Fig(7.3%-7.3b shows the energy consumption for cofes;7, Cgg, Cos in case of
mesh compared to hybrid CBCT 3D NoC topologies. [Figl7.36}7t®8vs the energy
consumption for coresg, Cg,C12,C19 IN case of mesh compared to layered CBCT 3D
NoC topologies. For comparison these cores are chosenmdayndAnd any other core
irrespective of these cores can be chosen for comparingyyoensumption.
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80

Chapter 8
Conclusion

CBCT approach proves to be better than the mesh topology in tefrersd-to- end la-
tency, network latency, packet latency, loss probability utilization, energy consump-
tion of topology and processing speed at minimum bandwigllired. Using CBCT, the
hybrid topology generated proves to be 40% to 80% more affitihen the existing NoC
topologies. CBCT provides the researchers an opportunity stomize the topology
according to the requirements of the system. Based on the oarmation between the
cores, most communicating cores are kept in the same clid@pending on the number
of cores and communication between the cores of the clusfslogy for the cluster is
decided. According to the chosen topology, best suitednmguatigorithm is used for that
cluster. If different permutations and combinations of tbees are used to build a clus-
ter, than different level of optimized topology can be obégi. So, this approach provides
an opportunity to develop most optimized hybrid and hetenegus topology as per the
conditions and requirements.
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Chapter 9

Future Work

— Comparison of results with other existing regular topolegiach as Torus.

— Development of an analytical/mathematical model for thappsed approach.
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