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ABSTRACT 

Multiple input multiple output (MIMO) system is one in every of the foremost 

promising wireless technologies which is able to deliver outspread coverage, 

outrageous throughput and better reliability. It employs multiple antennas at each 

transmitter and receiver sides so as to induce high spatial diversity gain that 

successively helps to mitigate fading and provides improved system reliability. 

MIMO systems conjointly high data transmission rate through spatial multiplexing 

therefore leads to higher system capacity. 

Now days, the vital analysis topic is that the study of multi-user MIMO (MU-MIMO) 

systems. MU-MIMO system is a key technology for future wireless communication 

systems as a result of these systems satisfies most of the wants of future generations. 

Such systems have the potential to mix the high throughput accomplishable with 

MIMO process with the advantages of space division multiple access (SDMA). Joint 

process of MIMO channels yields maximum diversity regardless of the amount of 

multi-user interference.  

In order mitigate Multi-user interference various techniques and schemes are 

proposed and one of them is the precoding scheme. That is, if the base station knows 

the channel, the interference can be suppressed before transmission through the 

processing at the base station side with the help of CSI. Precoding schemes are used 

for single user as well as multi user scenario.  

In this thesis, we have discussed various precoding schemes namely linear and non-

linear precoding along with the new concept of precoding technique that is leakage 

precoding scheme. In the leakage based precoding the leaked power from the 

transmitter to the other users at the receiver is taken into account to improve the 

performance of the system. The BER expressions are developed for the mentioned 

schemes and corresponding results are discussed thereafter to understand the 

performance of the precoding schemes between the SNR and BER.  

Along with this analysis, the leakage based precoding is inculcated in the special 

channel of propagation that is X-channel. In this scenario we will analyze the amount 

of processing time for a given DoF for user and SNR values.  

viii 
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CHAPTER 1 

INTRODUCTION 

The next generation of wireless mobile communication systems requires the reliable 

transmission of high-rate data under various types of channels and scenarios. Current 

wireless mobile, data, and fixed access communication systems are converging into a 

data oriented wireless networks with high spectral efficiency. Future wireless 

communication systems should be flexible and adaptive to various scenarios and 

Quality-of-Service (QoS) requirements. The system should be robust to the influence 

of fading, interference, and hardware imperfections. 

 

The very high data rate that is required for future wireless systems in reasonably large 

areas do not appear to be feasible with the conventional techniques and architectures. 

Frequency bands that are envisioned for future wireless communication systems are 

well above 2 GHz. The radio propagation in these bands is significantly more 

vulnerable to non-line-of sight (NLOS) conditions, which is typical in modern urban 

communications. 

 

The efficient design of wireless systems will require the use of multiple antennas, 

advanced adaptive modulation and coding schemes, relaying nodes, cooperative 

networks and users, and cross-layer design. The goal of reaching high data rates is 

particularly challenging for systems that are power, bandwidth, and complexity 

limited. However, another domain can be exploited to significantly increase channel 

capacity: the use of multiple transmit and receive antennas 

 

Pioneering work done in [1], [2], and [3], ignited much interest in this area by 

predicting remarkable spectral efficiencies for wireless systems with multiple 

antennas when the channel exhibits rich scattering and the channel state information 

(CSI) can be accurately tracked. This initial promise of exceptional spectral efficiency 

resulted in an explosion of research activities to characterize the theoretical and 

practical issues associated with MIMO channels and to extend these concepts to 

multi-user systems. 
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The main question from both a theoretical and practical standpoint is whether the 

enormous initially predicted capacity gains can be obtained in a more realistic 

operating scenarios and what specific gains result from adding more antennas and 

computational power to obtain CSI at the transmitter and receiver. 

 

For single-user (SU) systems, a transmission and reception strategy that exploits this 

structure achieves capacity on approximately min (MT, MR) separate channels, where 

MT is the number of transmit antennas and MR is the number of receive antennas. 

Thus capacity scales linearly with min (MT, MR) relative to a system with one 

transmit and one receive antenna. The capacity increase requires a scattering 

environment such that the matrix of channel gains between each transmit and receive 

antenna pair has full rank and independent entries and that perfect estimates of these 

gains are available at the transmitter and receiver. 

 

Space-time coding (STC) [4], [5], and spatial multiplexing (SMUX) [3], [6], provide 

full diversity and achieve high data rates over MIMO channels, respectively. Spatial 

multiplexing involves transmitting independent streams of data across multiple 

antennas to maximize throughput, whereas space-time coding maps input symbol 

streams across space and time for diversity and coding gain at a given data rate. 

Neither scheme requires CSI at the transmitter. However, to achieve the maximum 

information rate and/or the diversity and array gain afforded by increased 

computational complexity, appropriate precoding and modulation techniques are 

necessary. 

 

Generalized designs of a jointly optimum linear precoder and decoder for a SU 

MIMO system, using a mean-squared error (MSE) criterion are presented in [7] and 

[8]. There are other precoders that exhibits the linear and non-linear capacity by 

employing multiple antenna at transmitter and receiver side. The precoders are 

broadly classified into two categories namely linear precoder and non-linear 

precoders. 

 

An important research topic is the study of multi-user MIMO (MU-MIMO) systems. 

Such systems have the potential to combine the high capacity achievable with MIMO 
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processing with the benefits of space division multiple access (SDMA). In the MU-

MIMO scenario, a base station (BS) or an access point (AP) is equipped with multiple 

antennas and it is simultaneously communicating with a group of users. Each of these 

users is also equipped with multiple antennas. We focus on systems where the 

complex signal processing is performed at the BS/AP. The BS/AP will use the CSI 

available at the transmitter to allow these users to share the same channel and mitigate 

or completely eliminate multi-user interference (MUI) in an ideal case. 

 

In an MU scenario, capacity becomes a K-dimensional region defining the set of all 

rate vectors (R1, . . . , RK) simultaneously achievable by all K users. Two MU-MIMO 

scenarios can be distinguished. In the first scenario, multiple non-cooperative 

terminals are transmitting to a single receiver. This scenario is often referred to as the 

MU-MIMO uplink (UL) channel. In the information theory, it is known as the MIMO 

multiple access channel (MAC). The scenario, in which a single terminal is 

transmitting to multiple non co-operative receivers, is referred to as MU-MIMO 

downlink channel or broadcast channel (BC). 

 

The capacity region of a general MIMO MAC was obtained in [2], [9]-[10]. It has 

been shown that a linear detection with successive interference cancellation (SIC) 

provides the maximum sum rate capacity of a MU-MAC system. However, the 

capacity of a MIMO BC is an open problem due to the lack of a general theory on 

non-degraded broadcast channels. 

 

1.1 Objective of Thesis 

In this thesis, a general framework is introduced in the context of MU-MIMO 

precoding matrices [14]. The main goal is to define MU-MIMO aalgorithm that will 

be able to address various optimization criteria like minimum bit error rate, maximum 

average signal to noise ratio, maximum information rate and processing time [15] 

[13]. It has been shown in the literature that the simulation results are based on MU-

MIMO precoding algorithms that are DPC, channel inversion, regularized channel 

inversion, block diagonalization and vector perturbation considering all users are 

equipped with single receiver antenna 
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The connection between the user terminals and the base station in the wireless MU-

MIMO scenario is the propagation channel for wireless. 

In chapter 2, We have describe the MIMO channel model. An overview of Su-MIMO 

processing technique is given. We will review techniques that do not require any CSI 

[14] at the transmitter to extract spatial multiplexing gain of and diversity gain. These 

techniques do not require CSI at the transmitter to encode the user’s data. A short 

overview of different MIMO gains like array gain, spatial multiplexing gain, diversity 

gain etc is given in this chapter. The channel model construction is done through 

physical scattering occur by a signal.MIMO capacity is also discussed which is based 

on the Shannon capacity theorem of communication [15]. And a brief introduction 

tovarious detector used in the MIMO is also mentioned. 

In Chapter 3, the basic overview of fundamentals of multi-user MIMO channel is 

discussed. A brief introduction about the capacity limit of MAC [15] and BC channels 

is mentioned followed by this a general concept of BER is  also discussed  Some pros 

and cons of MU-MIMO system are also highlighted  in this chapter. 

In Chapter 4, in order to deal with the co-channel interference [14], there are many 

techniques which are surveyed in the literature among them is the precoding 

techniques which is nothing but a pre-processing of a signal with a knowledge of 

channel at the transmitter side. There are mainly linear and non-linear precoding 

techniques which are mentioned in this chapter and brief understanding about them is 

established. 

In chapter 5, here the concept of leakage based precoding is introduced where the 

leaked power is also a main concern while dealing with the interference among the 

multi-user system. The system model of leakage based precoding technique and the 

beamforming designing is mentioned in this chapter. The special type of channel call 

X-channel which exhibits some unique properties and its system model is also 

introduced. Here, we have tried to inculcate leakage precoding onto the X-channel 

such that its processing time elapse is analyzed with other precoding techniques. 

Thereafter, some conclusions are drawn from the observations. 
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In chapter 6, BER expressions are drawn for linear and non-linear precoding 

techniques along with the leakage based precoding technique. Based on the developed 

expressions, simulation results are drawn for different antenna configurations. 

In chapter 7, Finally conclusions are drawn and also portrays the future scope of this 

work done.   
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CHAPTER 2 

INTRODUCTION TO MIMO SYSTEM MODEL 

For any communication system the ultimate goal is to provide the seamless services at 

the minimum cost induced, prime quality of services, high data rate with the least 

demand of bandwidth spectrum. Therefore, the necessity of extremely robust system 

and also  the power requirement needed to be designed so as  to fulfill the constraints 

of the wireless transmission scheme that are specifically multipath fading, 

interference and spectrum of bandwidth. In order to fulfill these challenges many 

researches has been done and still occurring. To trot out this one amongst the rising 

system multiple input multiple output (MIMO) systems has been evolved.  MIMO 

systems are having multiple antennas both at the receivers and transmitter side. In 

order to achieve spatial diversity for combating the effect of fading, a stack of antenna 

array is put over at the receiver so that the spatial diversity is achieved. 

There are various types of configurations for the number of antennas at the transmitter 

and receiver side. There are classified into SISO, MISO, SIMO and MIMO. The 

MIMO is the advancement among the classification as it not only exploits the time 

and frequency dimensions but also the spatial dimensions are exploited.   

 

2.1 Building Blocks of MIMO communication System 

 

The essential building blocks that comprise a MIMO communication system is shown 

in figure 1.1.The information bits to be transmitted are encoded (using, for example,  

a convolutional encoder) and interleaved. The interleaved codeword is mapped to data 

symbols (such as quadrature amplitude modulation) by the symbol mapper. These 

data symbols are input to a space–time encoder that outputs one or more spatial data 

streams. The spatial data streams are mapped to the transmit antennas by the space–

time precoding block.  

 

The signals launched from the transmit antennas propagate through the channel and 

arrive at the receive antenna array. The receiver collects the signals at the output of 
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each receive antenna element and reverses the transmitter operations in order to 

decode the data receive space–time processing, followed by space–time decoding, 

symbol de-mapping, de-interleaving and decoding. Each of the building blocks offers 

the opportunity for significant design challenges and complexity – performance trade 

- offs. Furthermore, a number of variations can exist in the relative placement of the 

blocks, the functionality and the interactions between the blocks. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig 2.1 Building blocks of MIMO communication system 

 

2.2 Benefits/ Advantages of MIMO system 

2.2.1 Array gain 

Array gain is the increase in SNR at the recipients that outcomes from coherent 

combining effect of the wireless signals at transmitter or destination or at both. In 

MISO, we can have transmitter exhibits array gain if the channel is known to the 

various antennas at the transmitter. Depending on the channel coefficients, the 

transmitter acclimatizes the weights for coherent combining at the receiver with single 

antenna. While In the situation of SIMO, we can have receiver array gain if the 

channel is known to the multiple antennas at the receiver and is unknown to the 

transmitter antenna. The receiver adjusts the weights of approaching signals for 

coherent combining at the output and subsequently SNR at the receiver is increased 

which results in improve in range and coverage of a wireless network. 
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2.2.2 Spatial multiplexing gain 

Spatial multiplexing means transmission of different autonomous data streams within 

the functioning bandwidth. In MR × MT   MIMO channel, data stream is apportion into 

MR  data streams, modulated and transmitted simultaneously from MT  transmit 

antennas. At the receiver, these data streams are consolidated to recuperate the native 

data stream. Therefore, information rate of the framework increments. Spatial 

multiplexing gain is given by min { MT , MR}.  

Space-time diversity methods assume that the receiver has perfect channel knowledge 

and the transmitter has no channel knowledge. They are intended to perform well over 

averaged channel statistics, to provide diversity gain. Diversity gain reduces fading 

effect, BER and improves the nature of signal. In this manner, diversity gain provides 

reliable communication. 

 

 

2.2.3 Spatial diversity gain 

Spatial diversity gain is acknowledged by giving the receiver with numerous 

duplicates of the transmitted signals in space, time or frequency. With an extending 

number of independent copies (the quantity of copies is frequently accrued as the 

diversity order), the probability that at least one of the copies is not encountering a 

profound fade increases, in this way enhancing the quality and reliability of reception. 

A MIMO channel with MT  transmit antennas and MR  receive antennas potentially 

offers MRMT independently fading links, and henceforth a spatial diversity order of  

MRMT. 

 

Space-time diversity methods assume that the receiver has impeccable channel 

knowledge and the transmitter has no channel knowledge. They are intended to 

perform well over arrived at averaged channel statistics, to provide diversity gain. 

Diversity gain diminishes fading effect, BER and enhances the quality of signal. 

Therefore, diversity gain provides reliable communication. 
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2.2.4 Interference mitigation 

 

Co-channel interference adds to the overall noise of the system and deteriorates 

performance. Interference reduction allows use of aggressive reuse factors and improves 

the system capacity. Interference in wireless networks results from multiple users sharing 

time and frequency resources. Interference may be mitigated in MIMO systems by 

exploiting the spatial dimension to increase the separation between users. For instance, in 

the presence of interference, array gain increases the tolerance to noise as well as the 

interference power, hence improving the SINR. Additionally, the spatial dimension may 

be leveraged for the purposes of interference avoidance, i.e., directing signal energy 

towards the intended user and minimizing interference to other users. Interference 

reduction and avoidance improve the coverage and range of a wireless network. 

 

In general, it may not be possible to exploit simultaneously all the benefits described 

above due to conflicting demands on the spatial degrees of freedom. However, using 

some combination of the benefits across a wireless network will result in improved 

capacity, coverage and reliability. Interference reduction can also be implemented at the 

transmitted side, where the goal is to enhance the signal power at the intended receiver 

and minimize the interference energy sent towards co-channel users.  

 

MIMO systems add the diversity so the robustness of the system improves. MIMO 

systems also provide high data rate and high spectral efficiency. To achieve high data rate 

with low BER, there is a trade-off between data rate and BER. 

 

Drawbacks of MIMO systems are that these systems are very costly and complex because 

it requires large number of antenna array and powerful DSP unit. Thus, signal processing 

also becomes very complex. 

 

2.3 MIMO Channel and Signal Model 

 

In order to design efficient communication algorithms for MIMO systems and to 

understand the performance limits, it is important to understand the nature of the 

MIMO channel.  When considering generalized channel model of MIMO having MT 
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antennas at transmitter side and MR antennas at the receiver side. The MIMO system 

model equation is given by (2.1)  

                                                   y = Hx + n                                                        (2.1) 

here the y is the output vector at receiver having dimension MR × 1 ,  x is the transmit 

data vector with the dimension of MT × 1,n is the spatially and temporally additive 

white Gaussian noise (AWGN) having a dimension of  MR × 1. H is the channel 

matrix having an order of MR × MT  .The channel response H is represented as 

hi,j(τ, t). this  is depicted as the response at time t to an impulse applied at time 

(𝑡 − 𝜏) . The composite channel response is given by the  MR × MT matrix H(𝜏, 𝑡) 

with  

 

              𝐻 𝜏, 𝑡 =

 
 
 
 

𝐻1,1(𝜏, 𝑡) 𝐻1,2(𝜏, 𝑡)

𝐻2,1(𝜏, 𝑡) 𝐻2,2(𝜏, 𝑡)
⋯

𝐻1,𝑀𝑇
(𝜏, 𝑡)

𝐻2,𝑀𝑇
(𝜏, 𝑡)

⋮ ⋱ ⋮
𝐻𝑀𝑅 ,1(𝜏, 𝑡) 𝐻𝑀𝑅 ,2(𝜏, 𝑡) ⋯ 𝐻𝑀𝑅 ,𝑀𝑇

(𝜏, 𝑡) 
 
 
 

                          (2.2) 

 

 

 

 

  

Figure 2.2 Block diagram of MIMO System model  

 

 

The vector  ℎ1,𝑗  𝜏, 𝑡   ℎ2,𝑗  𝜏, 𝑡 …  ℎ𝑀𝑅 ,𝑗 (𝜏, 𝑡)𝑇  is referred to as the spatio-temporal 

signature induced by the jth transmit antenna across the receive antenna array. 

Furthermore, given that the signal xj(t)  is launched from the jth transmit antenna, the 

signal received at the ith receive antenna is given by  

 

                   fi t =   hi,j τ, t ∗ xj t + ni(t)
MT
j=1  , i= 1,2,…, MR                              (2.3) 

H 
 

Transmitter 

 

Receiver 
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where  ni(t) is the additive noise in the receiver.  

 

2.3.1 Single User MIMO system model 

 

In case of single-user MIMO (SU-MIMO) all the received data is available for 

processing while in the case of MU-MIMO, received data is distributed among 

different users. If each user has only one receive antenna then user is restricted to 

access only one element of the received data Y. SU-MIMO system as shown in Fig. 

2.3. 

 

 

 

 

 

 

 

 

 

Fig 2.3 System Model of Single User MIMO 

 

2.3.2 Construction of MIMO channel through Physical Scattering 

Model 

 

We derive a MIMO wireless channel model from a simplistic physical scattering 

description. For convenience, we suppress the time-varying nature of the channel and 

use the narrowband array assumption described in brief below. Consider a signal 

wavefront 𝜔(𝑡) impinging at an angle θ on an antenna array comprises of two 

antennas spaced d apart in fig. 2.4 .The impinging wavefront has bandwidth is B and 

is represented as  

                                                 ω t = β(t)ejvc t                                                    (2.4) 

 

 

 

Base Station 

 

 

User 

h11 

h22 
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where  𝛽(𝑡) is the complex envelope of the signal having the bandwidth B and 𝑣𝑐  is 

the carrier frequency in radians. 

 

Under the narrowband assumption, we take the bandwidth B to be much smaller than 

the reciprocal of the transit time 𝑇𝜔  of the wavefront across the antenna array, i.e., 

B<< 1/𝑇𝜔 .The signal received at the first antenna is given by 𝑦1(𝑡) , the signal 

received by the second antenna is given by 

 

                                        y2 t = y1(t)e−j2π sin  θ (d/λω )                                         (2.5) 

 Where the  λω  is the wavelength of the signal wavefront . it is clear from (2.5) that 

the signal received at the two antennas are identical, except for the phae shift that 

depends on the array geometry and the AOA of the wavefront. This result can be 

extended to arrays having more than two antennas in a straightforward way.  

 

   

 

 

 

 

 

 

Fig 2.4  Schematic of wavefront impinging on an antenna array. 

We shall next make use of the narrowband assumption in constructing the MIMO 

channel below. For the sake of simplicity we assume a single bounce based scattering 

model and consider a scatterer located at angle θ and delay τ w.r.t the receive array 

with a complex amplitude S(θ,τ) in fig. 2.5. 

     

 

θ 
Tω y1(t) 

y2(t) 

ω(t) 
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Fig 2.5 Construction of the MIMO channel model from a physical scattering 

description. 

 

The same scatterer will appear at Φ with respect to transmit antenna array. Thus, 

given the overall geometries of transmit and receive arrays, any two of the variables Φ 

, θ ,τ defines the third one. 𝑀𝑅 × 𝑀𝑇  MIMO channel can be constructed as  

 

                           H τ =   S θ, τ′ a θ bT ∅ g(τ − τ′)dτ′dθ
τmax

0

π

−π
                        (2.6) 

 

Here the τmax  is the maximum delay spread in the channel. g(τ) is the combined 

response of pulse shaping at the transmitter and matched-filtering at the receiver, and 

the a(θ) and b(Φ) are the 𝑀𝑅 × 1 and 𝑀𝑇 × 1 array response vectors at the receiver 

and transmitter, respectively. However, (2.5) possess number of limitations and 

cannot adequately model all observed channel effects.  

 

A more general model is to assume multiple bounces, i.e., energy from the transmitter 

uses more than one scatterer to reach the receiver. If we use a double (or multiple) 

scattering model, the parameters θ,Φ, and τ in (2.6) become independent. 

 

 

 

θ 

S(θ,τ) 

Tx Rx 
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2.4 MIMO Channel Capacity 

 

The Shannon capacity of a communication channel [15] is the maximum 

asymptotically (in the block-length) error-free transmission rate supported by the 

channel. If the transmitted and received data is random in nature then the channel 

capacity refers to maximum mutual information between them which can be 

mathematically expressed as 

                                              C = max  I(X; Y)                                                        (2.7) 
 

Shannon derived normalized capacity for band limited white Gaussian channel. 

Normalized capacity means capacity per unit bandwidth and is given as    

                                                  C =  log2(1 + γ )                                                     (2.8) 

2.4.1 Capacity of a deterministic MIMO Channel 

The input–output relation over a symbol period assuming single-carrier (SC) 

modulation is given by  

                                                   y =  
Ex

MT
Hx + n                                                    (2.9) 

 

here x is 𝑀𝑇 × 1 the transmit signal vector with E{x}=0 , n is the additive temporally 

white complex Gaussian noise with 𝐸 𝑛𝑛𝐻 =  𝑁0𝐼𝑀𝑅
 and the Ex  is the total average 

energy available at the transmitter over a symbol period. We constrain the total 

average transmitted power over a symbol period by assuming that the covariance 

matrix of x, 𝑅𝑥𝑥 = 𝐸{𝑥𝑥𝐻}, satisfies 𝑇𝑟 𝑅𝑥𝑥  = 𝑀𝑇 . 

 

We assume that the channel H is perfectly known to the receiver (channel knowledge 

at the receiver can be maintained via training and tracking). Although H is random, 

we shall first study the capacity of a sample realization of the channel, i.e., we 

consider H to be deterministic. The information for x having the covariance matrix 

Rxx is given by 

 

                           I = log2 det(IMR
+

Ex

MT N0
HRxx HH)       b/s/Hz                           (2.10) 
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and the capacity of MIMO channel as follows  

 

                          𝐶 = max𝑅𝑥𝑥
log2 det(IMR

+
Ex

MT N0
HRxx HH)     b/s/Hz                (2.11) 

 

where the maximization is performed over all possible input covariance matrices 

satisfying 𝑇𝑟 𝑅𝑥𝑥  = 𝑀𝑇 . Furthermore, given a bandwidth of B Hz, the maximum 

asymptotically (in the block-length) error-free data rate supported by the MIMO 

channel is simply WC b/s. 

 

In the absence of channel state information at the transmitter, it is reasonable to 

choose x to be spatially white, i.e.,𝑅𝑥𝑥 = 𝐼𝑀𝑇
. This implies that the signals transmitted 

from the individual antennas are independent and equi-powered. The mutual 

information achieved with this covariance matrix is given by 

 

                                        ICU = log2 det(IMR
+

Ex

MT N0
HHH)                                  (2.12) 

                                        ICU =  log2(1 +
Ex

MT N0
λi)

r
i=1                                         (2.13) 

 

 Where r is the rank of H and λi (i= 1,2,…,r )  denotes the eigen values of HH
H
. 

Clearly, 𝐼𝐶𝑈 ≤ 𝐶. 

 

2.4.2 Capacity of Fading MIMO Channels 

 

We shall see below that in a fading channel there are essentially two notions of 

capacity—ergodic capacity and outage capacity [11], [15], which relate to the mean 

and tail behavior of ICU, respectively. 

 

Ergodic Capacity: If the transmitted codewords span an infinite number of 

independently fading blocks, the Shannon capacity also known as ergodic capacity is 
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achieved by choosing x to be circularly symmetric complex Gaussian with 𝑅𝑥𝑥 = 𝐼𝑀𝑇
 

resulting in  

 

                                                      𝐶 = 𝐸(𝐼𝐶𝑈)                                                        (2.14) 

 

where the expectation is with respect to the random channel. 

 

                                 C = min(MR , MT) log2 ρ + O(1)                                         (2.15) 

 

which clearly shows the linear increase in capacity in the minimum of the number of 

transmit and receive antennas and as expected, the ergodic capacity increases with 

increasing ρ and also with MT and MR. 

 

Outage Capacity: In applications where delay is an issue and the transmitted 

codewords span a single block only, the Shannon capacity is zero. This is due to the 

fact that no matter how small the rate at which we wish to communicate, there is 

always a nonzero probability that the given channel realization will not support this 

rate. We define the q% outage capacity Cout,q as the information rate that is guaranteed 

for (100-q)% of the channel realizations [20] i.e., 

                                          𝑃 𝐼𝐶𝑈 ≤ 𝐶𝑜𝑢𝑡 ,𝑞 = 𝑞%                                                 (2.16) 

 

Now, The outage probability for a given transmission rate is the probability that the 

mutual information falls below that rate R, i.e., Pout  R =  P ICU ≤ R  , and can be 

interpreted as the packet error rate (PER). This interpretation will lead to an 

interesting tradeoff between transmission rate and outage probability. 

 

 

2.5 Linear Detection Schemes for MIMO System 

 

At the receiver, we get the superposition of transmitted signals. Linear detectors are 

used at the receiver to recover the desired signal from multiple transmitted signals. 
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2.5.1 Zero-Forcing (ZF) detector 

 

In ZF detector [16], the signal from each transmit antenna is considered as the desired 

signal and other signals are considered as interferers. The amplitude of interferers are 

set to zero by inverting the channel response. When the channel matrix of the MIMO 

system is a square matrix (i.e. the number of rows of the matrix equals to number of 

column of the matrix) and non-singular then inverse of the channel matrix is taken to 

recover the desired signal. 

                                                       𝑋 = 𝐻−1𝑌                                                        (2.17) 

Where 𝑋  is the detected signal . When the channel matrix is not a square matrix (i.e., 

the number of rows of the matrix is greater than or less than the number of column of 

the matrix), then matrix inverse cannot be calculated. In this case pseudo inverse of 

the channel matrix is calculated and thus we get the desired signal as 

 

                                                     𝑋 = (𝐻𝐻𝐻)−1𝐻𝐻𝑌                                            (2.18) 

 

ZF focuses on cancelling interference at the expense of noise enhancement. This 

problem can be solved by using MMSE. 

 

2.5.2 Minimum mean square error (MMSE) detector 

MMSE detector [16] is designed to suppress noise enhancement and at the same time 

remove interference. 

                                                  𝐶 =  𝐻𝐻𝐻 + 𝜎𝑛
2𝐼 𝐻𝐻𝑦                                       (2.19) 

where I is the identity matrix. It provides better bit error rate than ZF detector, 

however the performance of MMSE approaches the performance of ZF as SNR tends 

to infinity. 
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CHAPTER 3 

MULTI -USER MIMO CHANNEL 

 

MIMO technique is an essential means of increasing capacity in the high SNR regime, 

providing at most Mmin spatial degrees of freedom. In the single-user MIMO system, a 

point-to-point high data rate transmission can be supported by spatial multiplexing 

while providing spatial diversity gain. However, most communication systems deal 

with multiple users who are sharing the same radio resources. 

 

In this multi-user communication system, multiple antennas allow the independent 

users to transmit their own data stream in the uplink (many-tone) at the same time or 

the base station to transmit the multiple user data streams to be decoded by each user 

in the downlink (one-to-many). This is attributed to the increase in degrees of freedom 

with multiple antennas as in the single-user MIMO system. 

 

3.1 System Model of Multi- User MIMO System 

 

In uplink multi user MIMO system scenario, users transmit signals to the base station 

over the same channel but it is difficult for the base station to separate these signals. If 

transmitter provides channel feedback information back to the users then 

 

Co-ordination among users may be possible. For this coordination each user must 

know channels experienced by other users as well as its own channel. In uplink, base 

station receives the data from multiple users. It is also known as uplink- MAC 

(multiple access channel)  and it is a multipoint to point communication. 

 

In the downlink, base station transmits information simultaneously to a group of 

users. But there is some inter-user interference because signal received by one user 

will act as interference signal for other remaining users. It is also known as downlink-

BC (broadcast). It is a point to multipoint communication. 
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3.1.1 Up-Link Multi User MIMO System : Multiple Access Channel 

 

In MU- MIMO [PG], assume the number of independent users be K, number of 

antennas at the mobile station to be MM and the number of antennas at the base station 

to be MB. We have two channels here uplink and downlink. Uplink channel is known 

as multiple access channel (MAC) and downlink channel is known as broadcast 

channel (BC) [PG]. 

 

First we will consider the multiple access channels as shown in Fig. 3.1. 

 

 

 

 

 

 

 

 

 

 

(Fig 3.1 Uplink channel model for multi-user MIMO system: multiple access channel 

(MAC). 

 

If there are K-users in MU-MIMO system .We assumes that the BS is equipped with 

MB antennas and MS contains MM antennas. The channel gain between uth user MS 

and BS is represented as Hu
UL . n is the Gaussian noise in order of NB × 1 The received 

signal is expressed as, 

                       yMAC = H1
UL x1 + H2

UL x2 + ⋯ + HK
UL xK + n                                    (3.1) 

                               =  H1
UL H2

UL … HK
UL   

x1

⋮
xK

 + n                                         (3.2) 

                               = HUL  

x1

⋮
xK

 + n                                                                         (3.2) 

 

x1 

xK  

H1
UL  

H2
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3.1.2 Down-Link Multi User MIMO System: Broadcast Channel 

 

In the case of downlink channel [17], where it is also known as broadcast channel 

(BC) is shown in fig. 3.2.The channel gain between BS and uth user is represented as 

Hu
DL . The receiver signal at uth user is given by, 

                              yu = Hu
DL x + nu         where u=1,2,…,K                                   (3.3) 

 

Representing all the user signals by a single vector, the overall system can be 

represented as 

                                      

y1
y2

⋮
yK

 =  

 
 
 
 
H1

DL

H2
DL

⋮
HK

DL  
 
 
 

x +  

n1
n2

⋮
nK

                                                       (3.4) 

   

 

 

 

 

 

 

 

 

 

 

Fig 3.2 Downlink channel model for multi-user MIMO system: broadcast channel 

(BC) 

 

3.2 Channel Capacity of MU-MIMO Systems  

Based on the Mathematical model of MU- MIMO system, channel capacity of MAC 

and BC is discussed in AWGN channel [16]. First the capacity of MAC is discussed. 

Let Pu denote the power of the uth user in the MU-MIMO system with K users and Ru 
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denote the data rate of the uth user in the MU-MIMO system with K  users [15-17]. 

Capacity region of MAC with K = 2 and MR=1 is shown in Fig. 3.3. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig3.3 Capacity region of MAC with U = 2 and MR1 

 

The capacity region is expressed as 

                                         R1 ≤ log2  1 +  H1
UL 

2
P1                                               (3.5) 

                             R2 ≤ log2  1 +  H2
UL 

2
P2                                               (3.6) 

                 R1 +  R2 ≤ log2  1 +  H1
UL 

2
P1 +  H2

UL 
2

P2                           (3.7) 

Therefore, the received signal is expressed as 

                                     YMAC = H1
UL x1 + H2

UL x2 +  
n1

n2
                                           (3.8) 

 

Here xu is the transmitted signal where u=1,2 . In order to achieve the point A in Fig. 

3.3, we assume that x1 interferes with the signal from user 2 and we detect x1. Once x1 

is detected correctly, it can be cancelled from the received signal.  
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 3.3 BER performance of the System 

 

BER is the ratio of number of bits in error to the total number of bits [18]. BER 

performance can be analyzed by analyzing BER at a given signal to noise ratio 

(SNR). The errors are received bits that have different values than the transmitted bits. 

SNR is a measure, that compare desired signal level with the noise level and it is 

given as   

                                       SNR = 10 log
ES

N0
                                                      (3.9) 

where Es is the energy of signal. The SNR is inversely proportional to the noise power 

N0. Thus, Higher the SNR implies that the noise is low.  On increasing the SNR, bit 

error rate will decrease so the performance of a system will increase. 
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CHAPTER-4 

PRECODING TECHNIQUES IN MIMO SYSTEM 

With the aim of reducing the receiver complexity and due to the lack of co-operation 

between users, the signal processing complexity is transferred to the BS by means of a 

processing stage called precoding. If the base station knows the channel, the 

interference can be suppressed before transmission. Combining the precoding phase 

and the linear filtering at the relay, each user will receive an optimized interference-

free signal. 

There are various precoding techniques like linear and non-linear.In this section, the 

multiuser MIMO precoding algorithms are introduced for the case of linear and non-

linear and classified briefly. 

 

4.1 Linear Precoding 

 

In MU-MIMO systems, increasing more number of users will results in inter-user 

interference. Mitigating inter-user interference in MU-MIMO is a major area of 

concern. In this chapter, different precoding techniques are discussed and their 

capability of mitigating such interferences is evaluated. Precoding is mainly used to 

separate signals of different users transmitted through multiple antennas.  

 

The broad classification of precoding techniques like linear and non-linear . Out of 

this, linear precoding techniques have simpler architecture. It includes techniques like 

channel inversion, regularized channel inversion, block diagonalization etc shown in 

Fig. 4.1 . In these techniques it is assumed that the transmitter has perfect channel 

state information.  
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Fig. 4.1 Types of Linear Precoding Schemes 

 

4.1.1 Linear Precoding for Single User Antennas Systems 

The first class of multi-user transmission approaches we consider is based on linear 

processing, which assumes that the transmitted signal x in Eq. 2.1  is generated by a 

linear combination of data symbols contained in a vector d. If we do not use any other 

time domain coding such as those discussed in the next section, d can have any 

dimension up to the rank of the channel matrix. In this section we discuss various 

approaches to the problem of designing x given d. 

 

(i) Channel Inversion 

 

A simple way of dealing with inter-user interference is by imposing the constraint that 

all interference terms be zero. Assuming that, 𝑀𝑅 ≤ 𝑀𝑇  , this can be accomplished at 

the transmitter by precoding d with the pseudo-inverse of the channel matrix  

 

                                           x = H
†
d = H* (HH*)

–1
d                                                 (4.1) 

 

At the receivers, this approach results in y = d + w. Fig 4.2 illustrates this precoding 

technique, referred to as channel inversion [11]. 

 

The columns of H
†
 can be weighted to yield different SNRs for each user, depending 

on their given rate requirement. Channel inversion is a good solution for low-noise or 

Linear Precoding

Channel Inversion 
Regularized Channel 

Inversion
Block 
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high-power situations. However, it has been shown [5] that it does not result in the 

linear capacity growth with min (MT,MR) that should be achievable in the multi-user 

channel. This is because with a power constraint, an ill-conditioned channel matrix 

when inverted will require a large normalization factor that will dramatically reduce 

the SNR at the receivers. 

 

The drawbacks of channel inversion are due to the stringent requirement that the 

interference at the receivers be identically zero. 

 

 

 

 

 

 

 

 

Fig. 4.2 Schematic diagram of Channel inversion 

 

(ii) Regularized Channel Inversion 

 

Allowing a limited amount of interference at each receiver allows one to consider a 

larger set of potential solutions that can potentially provide higher capacity for a given 

transmit power level, or a lower transmit power for a given rate point. This behavior 

is seen in the solutions that maximize sum capacity; they allow some level of MAI at 

each receiver. One simple approach with this idea in mind derives from linear 

minimum mean squared error (MMSE) receivers used in the uplink. If we assume 

white noise and power constraint P, the MMSE uplink receiver is given by  

 

                                          (HU * HU + K/PI)–1 HU y                                          (4.2) 

 

where HU is the uplink channel. For the downlink, it is possible to assume a similar 

MMSE like structure, using  

y1 
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                                       x = H* (HH* + αI)
–1

d                                                (4.3) 

 

This type of ―regularized‖ channel inversion was recently proposed in [14], and it was 

shown that the loading factor α = K/P maximizes the signal- to-interference-plus-

noise ratio (SINR) at the receiver when this scheme is used. This simple procedure 

results in a solution that does achieve linear growth in throughput with min (MT,MR) , 

but at a rate that is somewhat slower than that for capacity. 

 

Both types of channel inversion we have described are designed to achieve some 

SINR that is identical for each user. It is expected that in next-generation 

communication systems there will be an increasing need to support heterogeneous 

wireless services, which implies that each user may have different bandwidth and/or 

SINR requirements. One way to achieve this is to adjust the amount of power 

transmitted to each user.  

 

This is straightforward with direct channel inversion because the subchannels created 

to each user are independent, but with regularized inversion, changing the power 

transmitted to one user changes the interference for all other users. This necessitates a 

beamforming solution where the beamforming vectors and power weights are jointly 

optimized. This is particularly challenging because there are numerous different 

optimizations, each of which has a different solution.  

 

Examples include maximizing total throughput given a constraint on total transmitted 

power, or minimizing transmitted power under a set of quality of service (QoS) 

requirements (e.g., throughput and bit error rate) for  each user.  An alternative 

approach is to keep the transmitted power fixed and choose beamformers that achieve 

maximum SINR margin, the difference between the SINR requirement and the actual 

SINR [19].  
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4.1.3 Linear Precoding for Multi User Antennas System 

 

(iii)Block Diagonalization 

 

Consider cases where the users also have arrays, a scenario of interest for next-

generation systems. Adding multiple antennas at each receiver makes it possible to 

consider the transmission of parallel data streams to multiple users, as accomplished, 

for example, by BLAST in a single-user system.  

 

Channel inversion could still be employed in this case, but is not a particularly 

efficient solution, since forcing two closely spaced antennas belonging to a single user 

to receive different signals would require extra power when the channels for these 

antennas are highly correlated. It also ignores the possibility of the receiver 

employing beamforming of its own.  

 

One solution to this problem is to use block channel inversion or block 

diagonalization (e.g., as proposed in[20]). This approach is essentially a 

generalization of channel inversion that optimizes the power transfer to a group of 

antennas rather than a single antenna. Like channel inversion for single antennas, this 

approach requires that the number of transmit antennas be larger than the total number 

of receive antennas (except in some special cases), and does not achieve capacity, but 

also offers relatively low computational cost. 

 

Extending optimized beamforming schemes to situations where the receivers have 

multiple antennas is an even more challenging problem. 

 

If the transmitter knows the beamforming weights used by the receivers, it can use 

this information to create a set of ―virtual‖ single-antenna channels by treating the 

output of the receiver’s beamformers (denoted wj) as the output of a single-antenna 

channel, and using a single antenna design for the transmitter’s beamformers. This 

concept is illustrated in Fig. 4.3 
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Fig. 4.3   An illustration of coordinated transmitter-receiver beamforming 

 

Note that because all users have arrays, we have extended the notation of Eq. (2.1) so 

that the channel transfer function, noise vector, and received signal are now 

represented by the subscripted symbols Hj, nj, and yj for user j. The transmitter here is 

not using the actual beamformers wj, but estimates of them 𝑤 𝑗 , to compute the 

transmit vectors. Since the optimal transmitter and receiver beamformers are 

dependent on each other, typically some arbitrary initial values are chosen, and the 

transmitter- and receiver-side beamformers are iteratively recalculated until some 

convergence criterion is met.  

 

This is the most computationally expensive of all the schemes we have discussed so 

far, but it also offers the best performance. 

 

4.2 Non Linear Precoding 

 

Non-linear precoding techniques improve the performance of linear processing [21]. 

The main drawback of these schemes is that the real implementation is more 

expensive due to the complexity of the algorithms. As it can be seen in [14], DPC 

derives the capacity of the interfering channels when the interference is known at the 

transmitter. The main problem of DPC is that the increased complexity makes the 

implementation impossible. In order to reduce the computational cost, THP and VP, 
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both non-linear techniques are generally used, which tend to reach DPC’s 

performance at lower computational cost.  

 

 

  

Fig. 4.4 Classification of Non-Linear Precoding Schemes 

 

4.2.1 Dirty Paper Coding 

 

We now turn to a nonlinear technique based on the concept of ―writing on dirty 

paper‖ introduced by Costa [21]. In that paper, the traditional additive Gaussian noise 

channel is modified to include an additive interference term that is known at the 

transmitter 

  

                         received signal = transmitted signal+ interference + noise. 

 

The simplest thing to do in such a scenario would be to set the transmitted signal 

equal to the desired data minus the interference, but such an approach requires 

increased power. Costa proved the surprising result that the capacity of this channel is 

the same as if the interference was not present; no more power is needed to cancel the 

interference than is used in a nominal additive Gaussian noise channel! To use 

Costa’s analogy, writing on dirty paper is information theoretically equivalent to 

writing on clean paper when one knows in advance where the dirt is. Costa’s 

approach is theoretical, however, and does not provide a practical technique for 

approaching capacity. 
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4.2.2 Tomilson Harashima Precoding 

 

THP was first proposed by Tomlinson [22] and Harashima [23] for the intersymbol 

interference (ISI) channel, while Fischer adapted it to MIMO systems in 2002 [24]. In 

order to mitigate DPC’s computational complexity, which makes the implementation 

in real time systems impossible, THP is proposed for multiuser MIMO system 

precoding, reducing the cost with a reasonable performance. The idea of THP comes 

from the decision feedback equalizer (DFE) [25] filter considered for interference 

cancellation in point-to-point MIMO systems at the receiver side. Mainly, THP 

translates DFE filter to the transmitter side for multiuser interference cancellation 

under the assumption that the channel is perfectly known. 

 

 

 

 

 

 

 

 

Fig. 4.5 Tomilson Harashima Precoding structure 

 

As depicted in Fig. 4.5, THP is composed by two linear filters: the feedback filter B 

and the feed forward filter F. The former is a lower triangular matrix with zeros in the 

main diagonal. This structure, which is established to ensure the feedback loop, is also 

known as spatial causality [26], ensuring that only data symbols which have already 

been precoded are fed back. The basic idea of THP is the successive interference 

cancellation, being the symbols of different users precoded one after another. Initially 

the symbol of the first user is sent unaltered. After that, the symbol of the second user 

is transmitted taking into account the interference caused by the first one. This 

procedure is then continuously executed with the rest of users. Due to the interference 

cancellation process, the transmission power increases. In order to reduce it,a modulo 

M(∙) T 

B 

- 

d 
d  
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operator M(∙) is applied at both transmitter and receiver, as shown in Fig 4.5. The aim 

of the modulo operation is to move the symbols to a lower consumption region. 

The design based on THP precoding can be also done following ZF [27][25] or 

MMSE [26][25] criteria, where the latter finds a trade-off between interference 

nulling and noise reduction. 

 

4.2.3 Vector Perturbation Precoding 

 

In THP each symbol traverses the modulo operator located inside the loop. This 

procedure can be seen as the addition of values of the type aτ + jbτ , which can be 

considered as a perturbation vector. Furthermore, the linear filters T and B depicted in 

Fig.4.5 can be combined in a filter T’, depicted in Fig.4.6, removing the THP 

transmission loop. Hence, VP is considered a generalization of THP. 

 

 

 

 

 

 

 

Fig.4.6 Vector Perturbation Precoding Structure 

 

VP was introduced in [28] as a simple encoding algorithm that achieves near sum-

rate. Basically, VP’s main objective is the minimization of the un-scaled transmission 

power, or what is the same, the minimization of the scaling factor that amplifies the 

noise. Throughout the minimization of the power, the precoded symbols are mapped 

into a lower consumption region, improving in this way the SNR. Unlike THP, VP 

optimizes the perturbation vector directly instead of applying an iterative loop for user 

cancellation [29], considering all the possible perturbation vectors. The optimum 

vector is searched as the closest point in a lattice, which is a well-documented 

d yBS  T′ 

a 
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problem in the literature. Lattice searches have been shown to be NP-hard problems 

that grow exponentially in complexity with dimensionality [30]. 

 

A solution can be obtained by means of a sphere encoder (SE) [31], which searches 

only a certain number of vectors of the lattice that are into a hyper sphere instead of 

analyzing all the points of the lattice. 
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CHAPTER 5 

 LEAKAGE BASED PRECODING SCHEME 

 

In multiuser MIMO systems, the Base Station (BS) transmits the message signals to 

different users in the cell through downlink communication. Since the same frequency 

and time slot is used in transmission to different users, it is necessary to come up with 

transmission schemes capable of suppressing interference. Interference suppression 

can be performed using linear precoding and decoding at both the transmitter and the 

receiver. Here, the scheme we have taken into account is a Leakage-Based Precoding. 

Here, leakage refers to the amount of the interference caused by a specific user on the 

other users. 

5.1 Introduction to Leakage Precoding 

In the multiuser case, several works have proposed schemes for choosing the weights 

of the precoders and decoders. For instance, some schemes choose the precoders and 

decoders optimally in order to maximize the output signal-to-interference plus- noise 

ratio (SINR) [32].  

 

In these cases, the solution can only be obtained iteratively due to the coupled nature 

of the corresponding optimization problem and its complexity. Other works have 

proposed schemes for perfectly canceling the CCI for each user (also referred to as 

zero-forcing solutions) [32]-[35]. These schemes impose a restriction on the system 

configuration in terms of the number of antennas. Roughly, they require the number 

of transmit antennas at the base station to be larger than the sum of receive antennas 

of all users. This condition is necessary in order to provide enough degrees of 

freedom for the zero-forcing solution to force the CCI to zero at each user.  

 

One way to apply such zero-forcing solutions when the (dimension) condition is not 

met is to resort to time-scheduling [36]. In this case, a subset of the users 

communicates at each time slot such that the total number of receive antennas for 

active users at any time instant satisfies the required dimension condition [37]. 
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We pursue an alternative approach for designing transmit beamforming vectors based 

on the concept of signal leakage, as advanced in [38] and subsequently used in [39]. 

While CCI refers to the interference at a desired user that is caused by all other users, 

leakage refers to the interference caused by the signal intended for a desired user on 

the remaining users. That is, leakage is a measure of how much signal power leaks 

into the other users. 

 

 The performance criterion for choosing the beamforming coefficients will be based 

on maximizing the signal-to-leakage-and-noise ratio (SLNR) for all users 

simultaneously. While the problem of maximizing the alternative so-called signal-to-

interference noise ratio (SINR) for all users has already been studied, no closed form 

solutions are available due to the complexity and the coupled nature of the resulting 

optimization problem. On the other hand, the leakage-based criterion leads to a 

decoupled optimization problem and admits an analytical closed form solution [38], 

[39]. 

 

 Moreover, in contrast to the zero-forcing solution, the leakage scheme does not 

require any dimension condition on the number of transmit/receive antennas. It further 

takes into account the influence of noise when designing the beamforming vectors. By 

doing so, the leakage solution outperforms zero-forcing solutions even when the 

dimension requirement for zero-forcing solutions is satisfied. 

 

5.2 System Model for Leakage Based Precoding  

 

Consider a downlink multi-user environment with a base station communicating with 

K users. The base station employs N transmit antennas and each user could be 

equipped with multiple antennas as well. Let Mi denote the number of receive 

antennas at the ith user. A block diagram of the system is shown in Fig 5.1, where 

si(n) denotes the transmitted data intended for user i at time n. The scalar symbol si(n) 

is multiplied by an N × 1 beamforming vector wi prior to transmission over the 

channel. In this way, the overall N × 1 transmitted vector at time n is given by 
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                         x n =  wksk(n)K
k=1       N ×  1                                       (5.1) 

 

The data si(n) and the beamforming vector wk are assumed to be normalized as 

follows: 

 

                               

 

 

 

 

 

 

 

 

 

Fig. 5.1 Block diagram of Multi-user beamforming wireless communication system 

 

                         𝐸|𝑠𝑘 𝑛 |2 = 1    ,    ||𝑤𝑘 ||2 = 1          for k=1 to K                        (5.2) 

                            

                                     yi = Hix n + ni n          (Mi × 1) 

 

                                               = Hi  wksk + ni(n)K
k=1                                                                    (5.3) 

             

The elements of Hi are assumed to be complex Gaussian variables with zero-mean 

and unit-variance ETr HiHi
∗ = MiN , the additive noise vector ni(n) is assumed to 

have independent complex Gaussian elements with variance σ
2

i and is spatially white  

i.e., 
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                                            E[ni n ni
∗(n)] = σi

2IM i
δij                                             (5.4) 

 

where IMi is the Mi ×Mi identity matrix. Since the random quantities Hi, si(n), and 

ni(n) are assumed independent. 

 

We assume initially that the channel matrices Hi, i = {1, . . .,K}, are available at the 

base station (e.g., either through reverse channel estimation in time-division-duplex 

(TDD) or feedback in frequency-division-duplex (FDD)). We also assume that the 

channel matrix Hi is known at the corresponding receiver i, but is not required to be 

known by the other users. Furthermore, we assume a slow-fading wireless channel 

with packet-based transmission where the channel is quasi-static over a packet length, 

and changes independently between consecutive transmissions.  

 

5.3 Multi-User Beamforming and Leakage 

We start from the received signal (2) by user i and drop the time index n for notational 

simplicity so that 

                          yi = Hiwisi + Hi  wk sk
K
k≠1 + ni                 (Mi × 1)                     (5.5) 

 

where the second term is the co-channel interference (CCI) caused by the multi-user 

nature of the system. The signal-to interference- plus-noise ratio (SINR) at the input 

of the receiver is given by 

                          SINRi =
 H i w i 

2

M i σi
2+   H i wk 2K

k =1,k≠i

                            (5.6) 

 

One could use the SINR expression in (5.6) for i = {1, . . .,K} as an optimization 

criterion for determining the wi i=1
K , i.e., the beamforming vectors  wi i=1

K  would be 

determined so as to maximize the SINR for each user i. However, this criterion 

generally results in a challenging optimization problem to with K coupled variables 

{wi} [40], [41] 

To avoid solving the coupled problem, in prior work on downlink multi-user MIMO 

systems, the major focus has been on cancelling the CCI term perfectly by using zero 

forcing (ZF) schemes. For example in [32], [35], the criterion for choosing the 

beamforming vectors wi, i = {1, . . .,K}, has been to enforce the conditions 
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                                   Hiwk = 0      for i, k =  1,2, … , K , i ≠ k                              (5.7) 

 

This solution results in good performance since it completely cancels the CCI at every 

receiver. However, this solution is sensitive to unmodeled interferences and other 

sources of distortion. Moreover, choosing the {wk} according to (5.7) imposes a 

strong condition on the system configuration in terms of the number of antennas that 

are needed. Specifically, in order for the problem (5.7) to be well posed (i.e., in order 

for solutions wk to exist), one needs to require 

 

                                              N > maxi{ Mk}K
k=1,k≠i                                                   (5.8) 

 

That is, the number of transmit antennas essentially needs to be as large as the number 

of all receive antennas combined. Thus the scheme (5.6) requires an increase in the 

number of base station antennas as the number of users or the number of receive 

antennas per user increase. Also, the ZF solution can lead to a small signal-to-noise-

ratio since it ignores the noise power in finding wi.  

 

For these reasons, we shall rely on an alternative criterion that relaxes the requirement 

(5.8) and that takes the noise contribution into account when choosing wi. The 

criterion is based on defining a so-called signal-to leakage- plus-noise ratio (SLNR) as 

advanced in [38] and used in [39]. It leads to a closed form characterization of the 

optimal {wi} in terms of generalized eigen value problems.  

 

Moreover, the scheme does not require the dimensionality condition (5.8). The 

following is a summary of the leakage-based solution from [38] [39]. Start from (5.5) 

and note that the power of the desired signal component for user i is given 

by Hiwi 
2. At the same time, the power of the interference that is caused by user i on 

the signal received by some other user k is given by  Hkwi 
2. We thus define a 

quantity, called leakage for user i, as the total power leaked from this user to all other 

users see Fig 5.2  
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Fig. 5.2   A block diagram depicting the leakage from user 1 on other users. 

                                       

                                            Hiwk 
2K

k=1,k≠i                                                             (5.9) 

 

For each user i, we would like its signal power,  Hiwk 
2, to be large compared to the 

noise power at its receiver (i.e.,Miςi
2). We would also like  Hiwk 

2 to be large 

compared to the power leaked from user-i to all other users, i.e.   Hiwk 
2K

k=1,k≠i , 

These considerations motivate us to introduce a figure of merit in terms of so-called 

signal-to leakage- noise ratio (SLNR) defined as 

 

                               SLNRi =
 H i w i 

2

M i σi
2+   H i wk 

2K
k =1,k≠i

                           (5.10) 

 

Using this concept of leakage, we can formulate an optimization problem which 

instead of dealing with the total interference of all users on user i as in (5.6), it deals 
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with the total interfering power that user i causes on all other users. Specifically, we 

would like to select beamforming vectors wi, i = {1, . . .,K}, such that (5.10) is 

maximized over wi and subject to  wi 
2 = 1 

                      

                            SLNRi =
 H i w i 

2

M i σi
2+  H i w i 

2                                        (5.10) 

 

where                H i =  [H1 … Hi−1Hi+1 … HK]T            Mk × Nk≠i                          (5.11) 

 

is an extended channel matrix that excludes Hi only. It was shown in [12] that the 

solution is given by 

                   wi
o ∝ max eigenvector( Miσi

2 + H i
∗H i 

−1
Hi

∗Hi)                              (5.12) 

 

in terms of the eigenvector corresponding to the largest eigen value of the matrix  

 Miσi
2 + H i

∗H i 
−1

Hi
∗Hi. the norm wi

o  is adjusted to ||wi
o||2 = 1 

 

For comparison purposes, we also mention the zero-forcing solution for the choice of 

wi from [47], [48],  

                                               wi = Giui                                                                (5.13) 

 

Where Gi = I − H i
†H i and ui ∝ max. eigenvector(HiGi) and H i

†
 is the pseudo-inverse 

of H iagain the norm of wi is normalized to unity. Note that HiGi reduces to zero if H i 

is a tall matrix suggesting that wi = 0.  

 

This explains why the zero-forcing solution is only applicable when the dimension 

condition [32] is satisfied. It is worth noting that the computational complexity of the 

ZF solution (5.13) and the leakage-based solution (5.12) are similar, namely, O(N
3
).  

 

Observe that the vector wi
o  that optimizes the SLNR is not optimal relative to the 

SINR criterion (5.6), which is the criterion that is usually used to evaluate system 
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performance. As mentioned before, optimizing (5.6) over wi is challenging and we are 

therefore using the alternative SLNR criterion. 

 

5.4 Introduction to X-Channel 

Interference is the key property of wireless communication due to the broadcasting 

nature of wireless links. The model that is widely used to study the behavior and the 

corresponding management of interference is the interference channel .  Recent results 

have also found approximations to the capacity regions of certain K-user interference 

channels in the high signal-to-noise ratio (SNR) regime, [42] approximates the 

capacity region of the fully connected K-user interference channel with time-varying 

channel coefficients as 

                                           C SNR =
K

2
 log(SNR)_o(log(SNR))                         (5.14) 

where SNR represents the total transmit power of all nodes when the local noise 

power at each receiver is normalized to unity. In other words, it was shown that the 

time-varying K- user interference channel has K/2 degrees of freedom. Similar 

capacity approximations of the K-user (K > 2) interference channel with constant 

channel coefficients (i.e., not time varying or frequency-selective) are not known in 

general. 

 

The notion of generalized degrees of freedom (GDOF) [43] to study the performance 

of various interference management schemes . As its name suggests, the idea of 

GDOF is a generalization of the concept of degrees of freedom originally introduced 

in [45]. Unlike the conventional degrees of freedom perspective where all signals are 

approximately equally strong in the dB scale, the GDOF perspective provides a richer 

characterization by allowing the full range of relative signal strengths in the dB scale. 

The idea of GDOF is powerful because in the multiple access, broadcast and twouser 

interference channels, achievable schemes that are optimal from a GDOF perspective 

also achieve within a constant number of bits of capacity [45]. 
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One of the key features of the X channel is that, unlike the two-user interference 

channel, it provides the possibility of interference alignment [46] [47]. Interference 

alignment refers to the construction of signals such that they overlap at receivers 

where they cause interference, but remain distinguishable at receivers where they are 

desired. Interference alignment is the key to the degrees of freedom characterizations 

of the X channel with two or more users [48], and for the interference channel with 

three or more users [49]. Since the potential for interference alignment does not arise 

in the two-user interference channel, the two-user X channel provides the simplest 

possible setting for interference alignment, in terms of the number of 

transmitters/receivers and channel coefficients. It is shown in [46] that, due to 

interference alignment, the two-user X channel has 4/3 degrees of freedom (assuming 

time-varying channels), while the two-user interference channel has only 1 degree of 

freedom. 

 

5.5 System Model of X-Channel  

We  consider the two user MIMO Gaussian X-channel in Fig. 5.3 which is same as 

the MIMO Gaussian IC except that each transmitter has separate independent 

messages for both receivers. The MIMO Gaussian XC, is described by the following 

equations 

                                          y1 = H11x1 + H12x2 + z1                                         (5.15a) 

                                          y1 = H21x1 + H22x2 + z2                                          (5.15a) 

 

where xi is a ti × 1 vector, yi, zi are ri × 1 vectors, Hij is ri × tj channel matrix and ti, rj 

are the number of antennas at transmitter i, receiver j respectively. Noise vector zi ∼ 

N (0, Iri×ri ) and is i.i.d. across time. The average power constraint on the ith 

transmitter over an n symbol duration is 

                                                 
1

N
 E[xik

n
k=1 xik

T ] ∈ Q                                             (5.16) 

Rate Rij is the rate of reliable transmission from transmitter j to receiver i. An 

achievable rate over the MIMO Gaussian XC is characterized by the rate 4-tuple (R11, 
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R21, R12, R22). The capacity region is defined as the closure of all achievable rate 

tuples, and the sum capacity is the maximum achievable sum rate R11 + R21 + R12 + 

R22. 

 

 

 

 

 

 

Fig. 5.3 System model of two user MIMO XC 

This system model can be extended to multi user scenario. There will be no change in 

the characteristic equation of output which are explained in (5.15a) and (5.15b). Thus, 

there can be processing on the transmitter side when this channel is used for multi 

user and exposed to strong CCI which need a processing called precoding. 

5.6  Simulation Results of Inculcated Leakage precoding on X-

channel 

For a system we have number of transmit antennas 8 and the receive antennas are 4 

and number of user 3 with having DoF 3. We perform the simulation on the aspect of 

elapse tiume to drive the leakage precoding and other type of precoding algorithm. 

The results shows that for every doF leakage precoding has the least elapse time to 

process through X-channel. The results are given for DoF=2,3 in Fig. 5.4,5.5 and 5.6 

respectively. 

Here the Dof= 2/user depicts that for a leakage precoding algorithm it shows almost 

0.99 seconds to process for  both the case when Dof=2 and 3 per User repectively. On 

the other hand the CI algorithm and MAX-SINR algorithm has varied performance 

that is for user 1 CI algorithm shows 6.07 seconds at DoF= 2/user whereas for the 

same case leakage algorithm shows 0.9278 sec and max-SINR has 1.18 second. Thus 

leakage based algorithm seems to be a suited one for X-channels  

Encoder 

1 

Encoder 

2  

Decoder 1 

Decoder 2 

W11 

W21 

W12 

W22 

x1 

x2 

H11 

z1 

y1 

y2 

z2 

H12 

H21 

H22 

W 11 

W 12 

W 21 

W 22 



43 

 

 

 

Fig. 5.4 Plot of Transmit power vs time elapsed for DoF=2/user 

 

Fig 5.5 Plot of Transmit power vs time elapsed for DoF=3/user 
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CHAPTER-6 

 

BER PERFORMANCE OF PRECODING TECHNIQUES 

 

Multiple-input multiple-output (MIMO) systems are now a formidable area of focus 

for wireless communications because of its high capacity, increased diversity and 

interference suppression properties. Now we are focusing on analyzing different 

linear and non- linear precoding schemes utilized for mitigating co-channel 

interference among different users. Notable techniques include dirty paper and its sub-

optimal cases, channel inversion, block diagonalization and leakage precoding are 

discussed in subsequent chapters. The bit error rate (BER) expressions with each 

precoding technique in context to single as well as multi-user MIMO systems are 

derived. BER results are also presented for different channel models. Depending upon 

these results best precoding scheme is suggested for different number of users. 

6.1 Linear Precoding : Block  Diagonalization 

Block diagonalization is one of the approaches for linear precoding in MIMO 

broadcast channels in which power optimization is done for group of antennas rather 

than a single antenna. The received signal at the ith user is given by 

                                       yi = Hiwixi + Hi  wjxj + ni
K
j=1,i≠j                                           (6.1) 

The above equation can be decomposed in vector from as 

yi= 
vec(Re yi )
vec(Im(yi)

 ,xi= 
vec(Re xi )
vec(Im(xi)

  , and ni= 
vec(Re ni )

vec(Im ni )
  . The matrices are of order 

2NRT ×1, 2NT×1 and 2NRT ×1 respectively. The necessary and sufficient condition 

for block diagonalization to take place is  

                                                   Hiwj = 0  ∀{ i ≠ j}                                                          (6.2) 
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Since Hi has zero mean and unit variance and wi with wi
Hwi = I are independent, 

then linear transformation of H i = (Hiwi) is also a Gaussian random variable with 

zero mean and unit variance.The PDF of ||H||F
2 is Chi-square distributed. 

Thus, the effective SNR of the Block diagonalization precoding at the i
th

 user end 

is 

                                                   γi
BD = γ0||H i||F

2                                                           (6.3) 

where γ
0

= Es/R0N0. Es is the symbol energy at the transmitter and N0/2 is the 

variance of the AWGN, and erfc(x) is the complementary error function i.e., erfc(x) = 

 e−t2
dt

∞

x
 . Thus, average effective SNR [5] is given by 

                                                     ℰ{γ
i
BD } =

Es

R0N0
NR                                                           (6.4) 

Instantaneous BER expression for BD-precoding using QAM can be computed as  

        BERQAM =
2

K
 1 −

1

 2β
  erfc( 

1.5  γi
BD NR   |H i ,j |2M T

i=1

M R
j=1

K
i=1

R0(2β−1)

K−1
k=0                         (6.5) 

where β is number of bits/symbol in QAM constellation. 

 

6.2 BER Expressions of Non-Linear Precoding 

6.2.1 Dirty Paper Precoding:  

Recent theoretic work on MU-MIMO communication has exhibit that the sum 

capacity is achieved with dirty paper coding for a broadcast channel. In this 

technique, interference is pre-cancelled at the transmitter with complete knowledge of 

transmitter and perfect CSI. The suboptimal case of dirty paper coding are vector 

perturbation and Tomilson-Harashima precoding (THP) precoding techniques. Out of 

these, vector perturbation precoding has much lower complexity, it shifts most of 

signal processing to the transmitter part which allows users to find their data in a 

simple and non-cooperative manner.  
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6.2.2 Vector Perturbation Precoding (VPP):  

It mainly works on assumptions like availability of perfect CSI at both transmitter 

and receiver, knowledge of channel-dependent power normalization factor and having 

an infinite dynamic range, if any of its assumptions are violated, it will degrade the 

performance significantly and results in error flow. 

In this scheme, initially channel inversion is performed at the base station or at the 

transmitter side, then it is precoded by perturbation of transmitting vector so as to 

reduce the transmit power. A channel- and data-dependent power normalization is 

done so that it meets the transmit power constraint. At the receiver side, the user 

recovered the transmitted data symbols by employing scaling operation on the 

received signal, a modulo operation is performed to compensate vector perturbation 

and quantization is done so that the result can locate to the nearest constellation point.  

However, if transmission blocks length increases then power scaling factor merges to 

a defined limit. Also it’s very crucial to have accurate CSI at the transmitter otherwise 

sum capacity wouldn’t improve with SNR. It requires two constraints on power, 

constraint on short term power is 
1

M
 | sn |

2 ≤ PM
n=1  and other constraint on long term 

average power is E{||sn||
2
}≤P for M→∞, where M is the block duration of the 

transmission. The instantaneous power constraint for M=1 becomes ||sn||
2
≤ P and per-

antenna power constraint becomes |sn,i|
2
≤P/NT, where n=1,2…M. Thus the nominal 

SNR can be written as 

                                                         ρ= P/σw
2 

                                                          (6.6) 

 

where σw
2 

is noise variance. During every instant of time n, a base station transmits 

a symbol vector of length i sn=(sn,1 …sn,i)
T
 having independent elements and 

uniformly distributed over symbol alphabet and normalized that is E{sn,i
2
}=1. The 

transmit vector is given by  

                                        xn =  
P

Г
Ĥ

†
(sn + τzn

∗)                                                (6.7) 

where, Г is a real-valued scalar factor, Ĥ
†

= Ĥ
†

(ĤĤ
H

)−1, Ĥ
†
 a pseudo-inverse of 

Ĥ, zn
∗  is perturbation vector having integer which are Gaussian in nature and τ is the 
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translation parameter. The perturbation vector zn
∗  and power normalization factor Г is 

obtained as 

                              zn
∗ = arg

min
z ∈ Gi|| Ĥ

†
 sn + τzn

∗ ||2                                            (6.8) 

                                          Г =
1

M
 Гn

M
n=1                                  

with  Гn ≜ ||Ĥ
†
 sn + τzn

∗ ||2. As we have assumed perfect CSI then for n
th

 time 

slot the receive signal for i users is given as 

                                         yi =  
P

Г
Ĥ

†
 sn,i + τzn,i

∗  + nn,i                                         (6.9) 

 

sn,i can be detected by multiplying the received signal with Г/P, followed by the 

modulo-τ operation such that zn,i
∗  is removed and then quantized to symbol alphabet. 

The scaling factor yn,i ≜ μyn,i, where μ is the scalar factor chosen as μ = (1 + χ) 
Г

P
 

such that we obtain rn = sn + τzn
∗ + νn  ,where νn  is the interference plus noise term. 

 

6.2.3 Tomilson-Harashima Pecoding:  

This technique can be implemented in two forms: Zero forcing (ZF)-THP and 

minimum mean squared error (MMSE)-THP depending upon SNR values. In THP as 

shown in Fig.6.1.  The sampled output is given as  

 

                                                    yi =  hisi−l
L−1
i=0                                                             (6.10) 

 

ISI can be overcome if transfer function of precoder equals to inverse of channel’s 

transfer function. Output of precoder may increase or diverges to zero, when the 

transfer function of channel is tends to zero. Thus, to prevail over this limitation T(D) 

is introduced before h(D) as well as the noise enhancement is also avoided, this makes 

the non-linear transfer function with z(D) peak limited. Assume zmin = −zmax  then 

                                                                       y D =   s D − 2Bzmax                                              (6.11) 
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where B is an integer, condition on B is to restrict the peak value of z(D) is given 

as  

                                zmin ≤ s D − 2Bzmax − v(D) ≤ zmax                                  (6.12) 

     

 

 

     

 

 

 

Fig. 6.1  Block diagram THP precoding Scheme 

 

                                           2B − 1 zmin ≤ s D − v D ≤  2B + 1 zmax                         (6.13) 

where 2Bzmax is output of quantization operation, thus this relation will decides the 

implementation of T. Now at the receivery  D = y D + n(D), where n(D)  is white 

Gaussian noise. Estimation of input sequence s(D) is y  D + 2Bzmax .If input series is 

also a peak limited i.e. 

                                                                       smin ≤ s(D) ≤ smax                                                                        (6.14) 

             Or                smin − 2Bzmax ≤ y  D ≤ smax + 2Bzmax                            (6.15) 

Assume,  smax − smin < 2zmax  and, B′ =  −B. Let 

                                         xmax − zmax ≤ d ≤ xmin + zmax                                  (6.16) 

Comparing (6.15) and (6.16) 

 2B′ − 1 zmax  ≤ y  D − d ≤  2B′ + 1 zmax  

s (D) 

z(D) 

v(D) 

h(D) 

Decision 

Modulo 2M 

W(D) 

r(D) 

h-1(D) 

T 

h(D)-1 

s(D) 

y(D) 

+ 
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Here 2B′zmax  is an output of quantizer obtained from y  D − d, the estimation of s 

(D) is  

                                            s (D) =  y (D) − 2B′zmax                                             (6.17) 

                           2B′ − 1 zmax + d ≤ y  D ≤  2B′ + 1 zmax + d                      (6.18) 

(i) MMSE THP design 

Consider w and w′ are precoding and inverse of precoding matrices. To quality 

precoder design, obtain error matrix as  

                               e = s − s = s − (w′Hws + w′n)                                           (6.19) 

 

Thus, covariance of error matrix or the MSE matrix can be defined as 

               MSE = E eeH =  w′Hw − I  w′Hw − I H + w′Rnn w′H                     (6.20) 

 

where, Ze , p0 and E are the i × i diagonal positive definite weight matrix, total 

available power and E is expectation performed with respect to the distribution of s 

and w, The method of Lagrange duality and the Karush-Kuhn-Tucker condition [50] 

can be used to solve optimization problem as 

L μ, w′, w = tr  We w′Hw − I  w′Hw − I H +  Zew′Rnn w′H + μ[tr wwH − p0] 

                                                                                                                                (6.21)                                                                

 

where µ is chosen such that it could meet the constraint on power. It can be shown 

that w′ and w is optimal if they satisfy the following conditions  

                                          ∇U ′L μ, w′, w = 0                                                       (6.22) 

                                          ∇U L μ, w′, w = 0                                                        (6.23) 

                                    μ ≥ 0;   tr wwH − p0 ≤ 0                                               (6.24) 

                                     μ tr wwH − p0 = 0                                                      (6.25) 

 

Substituting the (6.21) in (6.22) and (6.23) we obtain the expression for w and 

w′ as shown below 
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                                   Hw = HwwH HHwH + Rnn w′H                                           (6.26) 

                               Zew′H = wH HHw′HWew′H + μwH                                        (6.27) 

 

The optimum w and w
’ 
matrices can be found out as 

                                                 w = Vϕ
w

                                                               (6.28) 

and                                     w′ = ϕ
U ′wH HHRnn

−1                                                      (6.29) 

  

where ϕ
w ′ and ϕ

w
 are the  i × i  diagonal matrices having non-negative elements 

on the diagonal. Define Λ as diagonal matrix containing A nonzero eigen values i.e.  

{λ}i=1
A  arranged in a decreasing order from top left to bottom-right and it contains non 

zero eigen values also A=rank(HHRnn
H H) = rank(H). Different sub-channels have 

different SNR, Thus, combined SNR can be written as 

                                 SNR = (wHHHw′H(w′Rnn w′H)−1w′Hw                              (6.30) 

 

If Rxx=I, from (6.28) and (6.29), SNR is simplified to, 

                           SNR = Φw
2 Λ = (Ze

1/2
μ
−

1

2Λ
1/2 − I)+ = γD                                  (6.31) 

 

where D is a diagonal matrix of relative SNR’s across sub-channels, with 

 di = 1K
i=1  and E{ee

H
} for  optimum U and U’ 

                                        E eeH = We
−1/2

Λ
−1/2

μ1/2                                            (6.32) 

 

From (6.31) and (6.32)   SNR is, 

                                             SNR = E{eeH}−1 − I                                                 (6.33) 

 

Hence we have equal SNR on each sub-channel or equal MSEs regardless of 

choice of the error-weights. The optimum w′can be obtained as 

                               w′∗ = wH wH (HwwHHH + Rnn )−1                                        (6.34) 



51 

 

Since,                          MSE w = (I + wHHHRnn
−1Hw)−1                                     (6.35) 

Therefore, the MSE for the i
th

 diagonal element can be written as 

                                          MSEi =
1

1+w i
H HH Rnn ,i Hw i

                                                (6.36) 

 

where ui is the i
th

 column of matrix w. To express MSE in terms of SINR, the i
th

 

diagonal element of SINR can be upper bounded by 

                                           [SINR]i ≤ wi
H HHRnn ,iHwi                                          (6.37) 

 

Thus, the SINR can be related to MSE as                                        

                                             SINRi =
1

MSE i
− 1                                                     (6.38) 

Thus, the probability of symbol error can be related to SINR as 

                                      Pe SINR =  αQ( ηSINR)                                               (6.39) 

 

where α, η are scalars and depends on the scheme of modulation. Thus, BER can 

be expressed as  

                                                BER ≃ Pe/ log2(L)                                                (6.40) 

 

6.2.4 Leakage Based Precoding 

As discussed before, the capability of non-linear precoding technique to tackle 

inter-user interference can be enhanced by considering power leakage among different 

users. In this technique, we assumed number of transmit antennas at the base station 

has to be larger than the sum of receiving antennas of all users i.e.  

                                    MT >  Mr
K
r=1,r≠i                                                                (6.41) 

Above condition ensues zero co-channel interference (CCI) at each user. If necessary, 

Time scheduling is applied when the dimension conditions are not met.   



52 

 

 The beamforming vectors are designed based on the concept of leakage, It is a 

measure of how much power leaks into the other users. The performance criterion for 

choosing the beamforming coefficients will be based on maximizing the signal to 

leakage noise ratio for all users simultaneously. The leakage based criterion decouples 

the problem of optimization and constitutes a closed form solution. It doesn’t require 

any dimension condition on the number of transmit/receive antennas. It further takes 

the influence of noise into account while designing the beamforming vectors. The 

SLNR for user i is defined as 

                   SLNRi t =  
||H i (t)w i (t)||2

M i σi
2 t + ||Hk (t)w i (t)||2K

k =1,k≠i

                                             (6.42) 

 

The signal power received at user i is given by ||HiUi(t)||2  and the total leakage 

power from user i to other co-channel user is ||Hk(t)wi(t)||2K
k=1,k≠i .The 

conventional beamforming schemes maximizes only the received signal strength at 

the target receiver, but the SLNR is selected such that it balances the received signal 

strength at the desired receiver and the leakage to other users at same time instant.   

   

                                    |hm
k (t)wi(t)|2Mk

m=1
K
k=1,k≠i                                            (6.43) 

The outer summation in above equation represents the sum over the (K-1) co-

channel users and the inner summation represents the sum over receiver antennas of 

users K. It is well known fact that multiple receive antennas provide degrees of 

freedom that can be used for interference suppression. Thus, more the receive 

antennas; more will be its interference suppression capability. The effective 

interference that a receiver can see depends on the channel and on the transmit 

precoder of the interferer as well as on the receiver structure.  

 

The system shown in Fig.5.1 communicates with K users. The vector Si is intended 

for i user which contains the user data as well as pilot symbols with zeros that defines 

the inactive subcarriers in the system. These symbols will get precoded by wi such 

that data vector Si and the beamforming matix wi becomes normalized to each other 

respectively i.e 
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                                       E sisi
∗ = 1 , Tr wi

∗wi = 1                                      (6.44) 

 

The normalized instantaneous SNR is given by 

                                      γ =
ϑ

MT d(m,m)
 |(Gi)|2γ

s
K
k≠i                                              (6.45) 

Here γs = Es/N0, Es is the energy of symbol at the transmitter, N0/2 is the 

variance of real/imaginary part of AWGN, erfc is the complementary error function, 

erfc(x)=  exp(−t2)
∞

x
dt.The BER expression for the mth sub-channel can be written 

as 

 

BERQAM =  1 −
1

 2β
  erfc( 

1.5γsϑ    H i ,j  
2K

k≠i
M R
i=1

M T
j=1

NT d 2β−1  R0

N−1
k=0               (6.46) 

 

BER Expressions can be derived for different coding schemes namely BPSK, QPSK, 

M-QAM. However, BER for QAM is presented above. We will analyze the results 

using different modulation schemes as well for different numbers of users for multiple 

receive antennas and transmit antennas. In Subsequent sections different simulation 

results are presented and analyze and then some conclusions are drawn.   

6.3 Simulation Model  

For a comprehensive assessment of multi-antenna techniques, it is mandatory to 

consider the performance at system level, since many effects of spatial processing, 

like multi-user decoding, the impact of spatially-color interference, and the benefits of 

interference management techniques are not tractable at the link level. In this section, 

we will investigate the performance of MU-MIMO techniques with precoding and 

different decoding techniques.  

Major requirements for the next generation of wireless systems include among others 

high performance, robustness and adaptability to a wide range of scenarios and terminal 

classes. 
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Fig. 6. 2 Matlab Simulation Model 

MATLAB simulation model which contains- 

 

Random Data Generator- To generate random binary data, random data generator is 

used. It generates data serially. Data stream generated by random data generator 

represents the data information to be transmitted. 

 

Modulation- This block does the modulation on the transmitted data stream. I have 

used BPSK, QPSK and 16-QAM modulation technique. This block does mapping of data 

to symbol using constellation. 

 

Precoding- When symbol is mapped accordingly with modulation scheme then the 

stream is fed to precoding block which format the transmitted signal in such a way that 

the effect of channel in the transmitted signal get reduced if the transmitter side knows the 

channel state information. 

Fading Channel- Precoded data then pass through the channel and experiences 

various channel effects. 

Equalization- This technique is used independently or in random to improve 

receive signal quality. Equalization is used at receiver to mitigate the effect of channel 

on received signal by knowing channel response. 

 

Noise 

Random Data 

Generator 

Modulation Precoding 

Channel 
Demodulation Equalizer 
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Demodulation- This block does demodulation of the signal output form equalizer 

block corresponding to the modulation scheme used at the transmitter side. 

 

Some of the goals for the future wireless systems are: 

• Improved BER performance with reduced computational complexity 

• Improved spectral efficiency and increased user peak data rate 

• Increased range or coverage in a cost-efficient manner 

• Enhanced interference management 

• Adaptability to scenario and channel conditions. 

 

Channel knowledge is typically described with two sorts of measures; channel state 

information and channel quality indicators (CQI). The term CSI usually refers to 

knowledge of the complex valued radio channel, while CQI, on the other hand, is rather a 

real valued measure of the quality of the channel, for example an SINR after receiver 

processing that may be used to adapt the code rate, modulation order, and spreading at the 

transmitter. The amount of channel knowledge dictates which methods are applicable and 

the potential benefits of spatial processing techniques. 

In previous chapter, we have introduced several linear and non linear precoding 

techniques. Non-linear precoding techniques provides enhance system performance 

and reliability as well as sum channel capacity. However, they have complex 

architecture in comparison to linear precoding techniques, which makes the linear 

precoding scheme a favorable choice than the non-linear precoding. But to achieve 

higher BER, non linear precoding is preferable. 

6.4 Simulation Parameters 

The parameters that are taken into account of consideration while having simulation 

process. 

Table 6.1 Simulation Parameters 

Number of users 4 

 

Number of transmitting antennas 4 

Modulation Scheme  QPSK 

Precoding schemes Channel inversion, regularizsed 

CI, BD, THP,DPC 
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6.5 Simulation Result 

6.5.1 Simulation Results with different precoding techniques 

In this section, we will focus on the system level performance of both linear and 

nonlinear decoding techniques. Fig. 6.3 shows BER performance for Zero forcing 

decoding technique. Table 6.1 shows the simulation parameters used in this 

simulation. The BER performance of a multiuser MIMO system where either channel 

inversion or regularized channel inversion can be selected by setting mode=0. The 

data generated by the random generator with QPSK modulation scheme Fig 6.3 shows 

that with the use of regularized channel inversion precoding, BER can be achieve10^-

2    at SNR of around  20 dB 

 

 

 

Fig. 6.3  BER analysis for Regularized Channel inversion and channel inversion 

 

In this section, we will focus on the system level performance of both linear and 

nonlinear decoding techniques. Fig. 6.3 shows BER performance for Zero forcing 

decoding technique. Table 6.1 shows the simulation parameters used in this 

simulation. The BER performance of a multiuser MIMO system where either channel 

inversion or regularized channel inversion can be selected by setting mode=1. The 

data generated by the random generator with QPSK modulation scheme. Fig 6.4 
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shows that with the use of regularized channel inversion precoding, BER can be 

achieved 10^-2 at SNR of around 15dB. 

 

In this section, we will focus on the system level performance of  linear precoding. 

Fig. 6.4 shows BER performance for block diagonalization . Table 6.1 shows the 

simulation parameters used in this simulation. The BER performance of a multiuser 

MIMO system NB = 4, K=2, and NM1 =NM2= 2 where the average BER is taken for 

both users while employing a zero forcing detection at the receiver. The data 

generated by the random generator with QPSK modulation scheme. Fig 6.3 shows 

that with the use of BD  precoding the analysis shows that it has better performance 

over the channel inversion and regularized channel inversion with the BER of 10^-2  

at SNR of  23 dB   

 
 

Fig 6.4 BER Analysis of Block diagonalization Precoding 

 

In this section, we will focus on the system level performance of  linear precoding. 

Fig 6.5 shows BER performance for DPC and THP by switching on a mode of 

mode=0 for DPC and mode=1 for THP. Table 6.1 shows the simulation parameters 

used in this simulation for NB = 4 and K =10 as depicted in Fig 6.5 where four users 

are selected out of the ten users by using the criterion. As can be seen in Fig. 6.5, the 

DPC outperforms the THP. In this comparison, however, transmitted power of DPC is 
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higher than that of THP. Note that the reduced transmit power of THP is attributed to 

modulo operations in the precoding process. 

 

 

 

 

             
 

Fig 6.5 BER Analysis of THP and DPC Precoding 

 

 

Table 6.2 Comparison of Simulation Results 

Precoding Technique BER 

 

SNR 

Channel Inversion 

 

10^-2 20 

Regularized Channel 

Inversion 

 

10^-2 15.7 

 

Block Diagonalization 

 

10^-2 23 

Dirty Paper Coding 

 

10^-2 15.5 

Tomilson Harashima  

 

10^-2 16 
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6.5.2 Simulation Results With Leakage based precoding 

Here all the previously mentioned precoding techniques along with the leakage based 

precoding is discussed for the NT= 2 and Ni= 1 and K=2 shown in Fig 6.5. 

Simulations are carried out under TU6 channel model with path delays of [0, 0.2, 0.5, 

1.6, 2.3, 5] μsec and average path powers of [-3, 0, -2, -6, -8, -10] dB respectively. It 

clearly shows in Fig 6.8 that BER plot is monotonically decreasing function of SNR. 

It approximately decreases to 10
-3

 at SNR of 11dB, 9dB, 8.5dB, 8dB and 7.5dB with 

dirty paper, BD, VPP, THP and leakage precoding schemes respectively. 

 

           

Fig 6.6  BER performance using NT=2, Ni=1 and K=2 

  

In this section different precoding schemes are compared with leakage precoding In 

Fig. 6.7   for 4 users. BER decreases to 10
-3

 at SNR of 9dB, 7.5dB, 6.5dB, 5.5dB and 

4.5dB with dirty paper, BD, VPP, THP and leakage precoding schemes respectively. 

Thus, both results are of same pattern and it can be concluded that we always get best 

results using leakage precoding. This comparison is carried out for NT=4 Ni=2 and 

K=2 shown in Fig. 6.7 
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Fig 6.7 BER performance using NT=4, Ni=2 and K=2 

In this section we will analyze the relation of average SNR  and the number of user 

at the transmitting and receiving end. Shown in Fig 6.8 through the analysis, it can be 

observed that average SNR decreases with increase in number of users and NT. 

   

Fig 6.8 Variation of average SNR with K users and NT 
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CHAPTER 7 

CONCLUSIONS AND FUTURE SCOPE 

 

The goal of this thesis was to study precoding schemes based on the different techniques 

which are linear and non-linear in nature occurs in the MIMO systems. In this study, 

various techniques are constructed along with the introduction to the leakage concept. 

The main issue between the leakage based and rest of the techniques is due to the 

interference involved in the transmission along with the loss of transmit power that is 

leaked into other user which leads to degradation in performance. We have Concluded 

that the BER performance of Leakage based precoding is better than other precoding 

techniques that are discussed in this thesis in terms of different configuration of antennas 

at transmitter and receiver side. We have also analyze the processing of the leakage based 

precoding when it is superimposes on the special transmission channel that is X-channel. 

We concluded theoretically that the MU-MIMO is inferior to the SU-MIMO case as the 

interference likely to be encounter due to multi-user.    

Furthermore, approximate BER expressions are derived for most of the precoding 

techniques for generalized case of antennas configurations. 

In this thesis, the performance in terms of processing time with respect to the SNR is 

analyzed for the leakage based precoding technique when it is applied to the X-channel. 

Further the BER performance can be extended for the leakage based technique in X-

channel. 
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