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Preface

In recent years, computer vision, a noncontact- as well as a nondestructive-technique
involving the development of theoretical and algorithmic tools for automatic visual
understanding and recognition finds huge applications in agricultural productions.
Rendering the machine learning techniques to computer vision algorithms is boosting
this sector with better productivity by developing more precise systems.

Computer vision and Machine learning (CV-ML) helps in plant disease assessment
along with crop condition monitoring to control the degradation of yield, quality, and
severe financial loss for farmers. Significant scientific and technological advances
have been made in defect assessment, quality grading, disease recognition, pests,
insects, fruits, and vegetable recognition and evaluation of a wide range of agricultural
plants, crops, leaves, and fruits. Intelligent robots and drones developed with the
touch of CV-ML can help farmers to perform various tasks like planting, weeding,
harvesting, plant health monitoring, and so on.

This book is intended to publish the latest advances and developments in the field
of computer vision, machine learning including deep learning tools and techniques in
assessing and monitoring agricultural products and productions. The topics covered
include plant, leaf, and fruit-disease detection, crop health monitoring, applications
of robots and drones in agriculture, precision farming, assessment of product quality
and defects, pest, insect, fruits, and vegetable types recognition, etc. It contains 11
chapters.

Chapter “Introduction to Computer Vision and Machine Learning Applications
in Agriculture” highlights an introduction to computer vision and machine learning
applications in agriculture. Chapter “Robots and Drones in Agriculture—A Survey”
provides a comprehensive survey on several robotic applications in agriculture such
as navigation, grafting, picking, weeding, spraying, harvesting, etc. It also illus-
trates the commercialization and challenges of real-fields applications of robots and
drones in drones in boosting agricultural productions. Chapter ‘“Detection of Rotten
Fruits and Vegetables Using Deep Learning” describes a computer vision-based
deep convolutional neural network for the detection of rotten fruits and vegetables.
It performs experimentation with a dataset containing enough number of images
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of fresh and rotten fruits and confirms that the proposed deep learning architec-
ture outperforms the existing approaches. Chapter Deep Learning-Based Essen-
tial Paddy Pests’ Filtration Technique for Economic Damage Management” illus-
trates a region-based deep convolutional neural network known as Faster R-CNN to
perform the detection and identification of both beneficial and non-beneficial paddy
pests from the images. It has investigated three models of Faster R-CNN based on
ResNet-101, VGG-16, and MobileNet and has obtained the highest accuracy from
the ResNet-101-based Faster R-CNN. Besides, it developed an extensive dataset
of paddy pests. Chapter “Deep CNN-Based Mango Insect Classification” discusses
the creation of a quality dataset containing three different types of common mango
insects. After that, it performs a classification of insects using an ensemble of three
fine-tuned deep learning models, namely Xception, MobileNet, and VGG19. The
ensemble model achieves a very good classification accuracy. Chapter “Implemen-
tation of a Convolutional Neural Network for the Detection of Tomato-Leaf Diseases”
shows the implementation of a deep convolutional neural network for the early detec-
tion of tomato leaf diseases. Chapter “A Multi-Plant Disease Diagnosis Method
Using Convolutional Neural Network™ presents an optimal plant disease diagnosis
model for multiple plants using convolutional neural networks. Chapter “A Deep
Learning-Based Approach for Potato Disease Classification” investigates an early
detection of potato disease through different deep CNN strategies by developing a
dataset containing 7870 images of various diseases. Based on accuracy, precision,
recall, and F1 score it finds that the ResNet is the best model for this particular
application. Chapter “An In-Depth Analysis of Different Segmentation Techniques
in Automated Local Fruit Disease Recognition” describes four different segmenta-
tion strategies, such as Otsu’s method, K-means clustering, fuzzy c-means clustering,
and region growing for the extraction of defective regions of the defective region of
three common fruits of Bangladesh, namely guava, jackfruit, and papaya. K-means
clustering technique gives the best performance among these segmentation tech-
niques based on six quantitative analysis metrics by attaining an aggregate accuracy
of 81.65%. Chapter “Machine Vision-Based Fruit and Vegetable Disease Recog-
nition: A Review” presents a comprehensive survey of the recent advancement of
computer vision and machine learning research efforts for fruit and vegetable disease
recognition. It also shows a comparative study on these efforts based to find state-
of-the-art techniques and shows ways for future research. Chapter “An Efficient
Bag-of-Features for Diseased Plant Identification” proposes a bag-of-features based
diseased plant identification method using gray relational analysis. It presents the
experimental results on a publicly available leaf-image dataset (PlantVillage).

This book is expected to be very useful the researchers, academicians, undergrad-
uate and postgraduate students who wish to work and explore the applications of
computer vision and machine learning systems in the agricultural sector for boosting
productions.
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Introduction to Computer Vision )
and Machine Learning Applications i
in Agriculture

Mohammad Shorif Uddin® and Jagdish Chand Bansal

1 Introduction

Computer vision and machine learning (CVML) techniques in agriculture play a
major role to meet the increasing demand for food production [1, 2]. Population
growth with rapid urbanization has made a drastic hike in food demand [3] including
effective food production rate with a limited amount of cultivable lands and other
resources in a sustainable way for precision agriculture [4, 5]. In recent years, the
usage of computer vision techniques using expert machine learning algorithms in
agriculture has significantly increased to enhance the efficiency of crop productivity
in a more cost-effective manner [6, 7]. Research on CVML in agriculture has grabbed
the attention for increased food production with minimum production costs due to
the replacement of the traditional labor-intensive time-consuming works through
the machine-based expert systems [8, 9]. Machine learning algorithms use Graphics
Processing Units (GPUs) to analyze a massive amount of complex data to develop
computational models with a high parallel processing capacity [10]. Thus, CVML
techniques in the GPU environment have been widely used to perform diverse agricul-
tural tasks by processing numerous images captured by humans, robots, drones, and
other remote sensors to attain agricultural sustainability [11, 12]. On the contrary,
computer vision approaches with deep convolutional neural network (CNN) have
been increased in high-level scene understanding due to their intensive accuracy
in feature representations [13—15] instead of traditional handcrafted classification
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of images [16]. This chapter presents an introduction to the CVML technologies in
agriculture with current challenges and explores further scopes to develop an efficient
reference for researchers.

The rest of the chapter is organized as follows: an introduction to CVML technolo-
gies in agricultural automation is presented in Sect. 2. Section 3 discusses the current
challenges and future endeavors of CVML applications in agriculture. Finally, Sect. 4
provides a conclusion.

2 Computer Vision and Machine Learning in Agriculture

Computer vision is a high-level image processing that can automatically perform
the diverse tasks of automatic detection, recognition, classification, monitoring of
objects by analyzing the acquired images. A simple diagram of the computer vision
flow process is shown in Fig. 1. Different machine learning strategies have emerged
that can be easily combined with the computer vision process and gives better accu-
racy. Recently, deep learning strategies, such as CNN/RNN (convolutional neural
network/recurrent neural network), have been widely used along with a vision-based

Enhancement/Segmentation/
ROI extraction

Feature extraction

k.
Y

Image acquisition

Y

Detection/Recognition/Prediction
/Classification

Analysis

Fig. 1 A schematic flow diagram of the simple computer vision-based system

Test database

Image/Extracted features

Training database l

Training through machine
learning algorithm/Deep learning
algorithm

Image/Extracted features Classifier

Y

Detection/Recognition
/Prediction/Classification

Fig. 2 A schematic flow diagram of computer vision-based machine learning as well as a deep
learning system
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Tablg ! Sho“.ls the different Traditional machine learning | Deep learning algorithms
machine-learning and deep algorithms
learning approaches used in
agricultural applications * Bayesian networks * Multilayer Perceptron Neural
» Logistic regression Network (MLPNN)
* Decision trees » Convolutional Neural
* Bagging Network (CNN)
* Boosting * Recurrent Neural Network
¢ Random forests (RNN)
* K-nearest neighbor * Long Short-Term Memory
* Support vector machine Network (LSTM)
(SVM) * Generative Adversarial
« Artificial neural network Network (GAN)
(ANN) * Deep Belief Network (DBN)
* Genetic algorithm (GA) » Recursive Neural Network
* Principal component * Region-based CNN
analysis (PCA) (R-CNN), Fast R-CNN,
» K-means clustering Faster R-CNN

system that gives an extraordinary improvement of accuracy. Figure 2 shows a flow
diagram of machine learning/deep learning along with a vision-based process.

In Table 1, we have mentioned the different machine-learning and deep learning
approaches used in agricultural applications. As deep CNN is now, a de facto tool for
diverse prediction, detection, recognition, classification, and clustering tasks; hence,
we have summarized the different CNN models used in agricultural applications in
Table 2.

Computer vision with machine learning has been applied in agriculture for more
efficient and faster crop production to minimize the production cost and labor effort
[17]. The applications of CVML in agriculture are summarized in Table 3.

A brief description of CVML applications is described below.

(a) Crop Growth Monitoring
Crop growth monitoring is one of the significant aspects of precision agricul-
ture that uses a camera to capture images at different growth stages to improve

Table 2 Shows the different CNN models used in agricultural applications
Benchmark Deep CNN Models

* LeNet

* VGGNet (VGG 16, VGG 19)

» ResNet (ResNet 50, ResNeXt 50)

* DenseNet (DenseNet 121, DenseNet 161, DenseNet 201)
* GoogleNet (Inception V1, Inception V3, Inception V4)

* Xception

* AlexNet

» MobileNet

* NASNetMobile




Table 3 Computer vision
and machine learning
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Technique Application

(CVML) application tasks in Computer vision and machine | Crop growth monitoring

agriculture learning

(b)

()

(d)

(e)

®

(o)

Disease, pest, and weed
detection

Automatic crop harvesting

Product inspection and quality
testing

Plant phenotyping

Species recognition

Yield prediction

Water management

Soil management

production efficiency by reducing monitoring time and labor work. CVML tech-
niques can detect the delicate changes in crop growth due to malnutrition at an
early stage and efficiently monitoring crop health regularly [18-20].

Diseases, Weeds, and Insects Detection

CVML uses diverse techniques in different types of crop diseases, pest, and
weed detection [21-28]. An overall review of the use of vision-based systems
in pests, diseases, and weeds detection was presented in [29].

Automatic Crop Harvesting

CVML has brought revolutionary changes in the automation of different types
of vegetables and fruits harvesting such as cucumber, apple, cherries, etc. using
robotic systems [30-32].

Product Inspection and Quality Testing

Several CVML techniques have been applied for inspection and quality testing
of agricultural products particularly for fruits and vegetables and are described
in [33-35].

Plant Phenotyping

Plant phenotyping is a scientific process of identifying physical plant charac-
teristics and function (known as the phenotype) that can be jointly affected by
genotype and environment. In recent years, computer vision technologies with
deep learning have been widely used in plant phenology and phenotyping to
improve plant productivity [36-38].

Species Recognition

CVML can be used for faster detection and classification of plant species to
reduce the classification time without human effort. A research study based on
the identification and classification of three legume species (white beans, red
beans, and soybean) through leaf vein patterns was presented in [39].

Yield Prediction

Yield prediction has become one of the most popular research topics in preci-
sion agriculture as it has outperformed the simple prediction based traditional
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methods for crop yield. Several surveys on yield prediction using machine
learning algorithms have been conducted during the past few years [40-42].
(h) Water Management
Water management has significant impacts on hydrological, climatological, and
agronomical balance in agriculture. Several machine learning algorithms have
been developed to build an effective regular irrigation system based on weather
conditions and evaporation [43—45].
(1) Soil Management

Machine learning algorithms are used to study evaporation processes and measure
soil moisture and temperature for a better understanding of the essential eco-elements
in agriculture [46, 47].

3 Challenges and Future Scopes

As an emerging technology, computer vision combined with machine learning algo-
rithms has become a crucial factor in the development of agricultural efficiency
with spacious prospects in agricultural research. With extensive progress in machine
vision technology, the complexity of agricultural automation has been minimized to
a great extent. In recent years, computer vision-based machine learning algorithms
assembled with GPUs have been widely applied in various agricultural disciplines, as
GPU is mainly used to increase the computing power while processing high-density
data [7]. However, computer vision technology requires more skilled professionals.
Besides, heterogeneous elements in different environments have a diverse impact
on crop production and harvesting. In that case, computer vision technology has been
rigorously applied in complicated environmental situations for its robustness and high
complexity. But at the same time, most of the existing vision-based methods are only
implemented in a laboratory or a customized environment for experimentation that
resulting in a huge inconsistency between the experimental and actual data.
Existing machine vision techniques are limited to completely control specific crop
diseases and pest attacks. Hence, generalized methods need to be developed.
Moreover, the scarcity of large-scale universal datasets has diminished the
research progress in this sector. Thus, agricultural databases should be extended for
research to overcome image acquisition problems in different environmental condi-
tions. Besides, machine vision will require further renovation in terms of unmanned
technology, as it is still not applicable to solve all issues in automated farm manage-
ment and precision agriculture. Thus, scopes for machine vision technology will be
expanded in the future to be more versatile by establishing large-scale datasets.
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Conclusion

This chapter reported an introduction to computer vision and machine learning appli-
cations in agriculture that can be served as a strong reference by illustrating the latest
advancements in agricultural machine vision applications. It will certainly moti-
vate researchers in contributing to the development of agricultural tools for crop
health growth monitoring, disease and pest detection and control, weeding, irriga-
tion, crop management, and harvesting with low cost and high efficiency. Finally, it
can be concluded that in the future, machine vision technology associated with large-
scale datasets will be immensely used in every aspect of agricultural automation to
overcome the current challenges in agriculture.
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1 Introduction

Agriculture is a crucial factor that has a significant contribution to the global economy,
as more than 60% of our population is entirely dependent on agriculture for survival
[1]. Additionally, continuous expansion of urbanization, which is responsible for
the gradual destruction of the land area for cultivation, causes large-scale damage
to agriculture [2]. Despite being the leading source of food and income, agronomy
is a tremendously time-consuming, labor-intensive, and slow speed process. Thus,
agricultural robotics has been introduced to eliminate these barriers and increase the
accuracy of an efficient autonomous agricultural system [3]. During the past few
decades, robotics has immensely been applied in different fields, including smart
home, medical research and diagnosis, manufacturing, agricultural industry [4-7],
and so on. An agricultural robot is such an automated machine, which operates
different computational algorithms to increase production efficiency by considering
the agro-products as objects, based on environmental perceptions [8]. In recent years,
precision agriculture has emerged with artificial technologies for the automation of
farming processes to minimize labor-intensive work and time [9]. This precision
concept has brought a tremendous change in the design of agricultural tools by
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connecting them with small smart devices such as different types of sensors, drones,
trackers, etc. which can easily detect, spray, weed, and pick crops. An agricultural
robot can be designed by using software and GSM to interface the robot with a
computer [10]. Agricultural production has been increased to a great extent by the
substantial usage of these agricultural robots. In this paper, we review the progress
of research on agricultural robots in terms of design, classification, grafting, picking,
weeding, spraying, harvesting [11-15], etc. along with their features and opera-
tions. Furthermore, we instantiate a summary of robotic development with technical
challenges and future scopes in agricultural robotics.

The remainder of this chapter is structured as follows: Sect. 2 presents a
basic architecture and classification of agricultural robots with their functional-
ities. Sections 3 and 4 illustrate various applications of agricultural robots and
drones, respectively. Section 5 shows the commercialization and current challenges
of agricultural robots and drones. Finally, Sect. 6 provides a conclusion.

2 Robotics Basic

Robotics in agriculture had been introduced to replace traditional manual farming
methods for more production with improved quality using less effort. A brief
elucidation of such robotic mechanisms is as follows.

2.1 Robotic Mechanism

Agricultural robots are obliged to be designed by using an efficacious computational
model with excellent algorithms and smart gadgets, as they have to operate on rough
terrain and overcome several technical challenges. Researchers primarily focused on
the following requirements for agricultural robotics mechanism:

e Specific Path Navigation: Reliable path navigation is indispensable in robotic
design for proper plantation. Fuzzy logic [16—18] was widely used in path tracking
and navigation.

e Image Processing: In a vision-based system, specifically a camera is used for
image acquisition, and then a segmentation process is used to find the path through
the plants for the navigation of robots to do specific tasks based on image-based
recognition [19].

e Obstacle Avoidance: In a robust obstacle avoidance system, GPS, ultrasonic,
infrared, and vision sensors are used to handle the navigation on rough terrain by
avoiding wheel slip [20-23].

e Mechanical Design: Microcontrollers with various types of sensors are used as
hardware in operating drives and control the robot for multitasking [24].
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The required hardware, sensors, and software requirements to design an agri-
cultural robot for an efficient agricultural system [25-27] shown in Table 1 and

Fig. 1.

Table 1 System requirements of an agricultural robot

Module Functional role

Internal system

Specification

Transducers and
actuators

Hardware

Mechanical
system

Pinion belt

Steeper motor

Electrical and
control system

Motor driver

Arduino board

Relays

Battery

Voltage divider

Other tools
system

Mount (Solid dispensing
mechanism)

Vacuum pump (Liquid dispensing
mechanism)

Seeder

Driller

Weeder

Fertilizer

Processing in
arduino

System and
sensors

Arduino IDE

Processor (e.g., Raspberry Pi)

USB camera

GPS

WiFi

Sensors Ultrasonic
sensors
Orientation
sensor

Soil moisture
sensor

Temperature
sensor

Rainfall sensor

Wind sensor
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T e
Applications *—E Server g

Power Supply

Electronic Circuit (Battery)

Processor
(e.g., RaspberryPi)

Camera »

Motor Driver

Fig. 1 System block diagram of an agricultural robot

2.2 Agricultural Robot Classification

Due to the vast application of modern technologies, researchers have recently shown
a high interest in the research and development of agricultural robots. According to
the use of robots in diverse agricultural tasks, agricultural robots can be categorized
mainly as outdoor and indoor robots, which can be further classified according to
their operations. Table 2 illustrates the classification of agricultural robots along with
their specific functions [28, 29].

3 Robots in Agricultural Applications

During the past few decades, even though there was a presence of manpower, robots
have been used to perform several challenging agricultural tasks such as autonomous
path navigation, grafting, seeding, weeding, spraying, harvesting, and so on. All these
tasks should be studied well for better understanding.

3.1 Robots in Path Navigation

Automatic path navigation is the most critical task when it comes to high-value crops.
Itrequires localization, tracking, mapping, motion control, and path planning. Robots
generally navigate the path by using cameras to take pictures of the path and plan
the desired path by recognizing the color of the plants, usually detecting green or
not. Path navigation and planning in agriculture have been studied well, and research
in this sector is developing day by day. A brief review of different path navigation
modules is described as follows and a basic navigation strategy is shown in Fig. 2.
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Category

Class

Name

Function

Outdoor robot

Field robots

Autonomous navigator

Automatically runs on the
terrain to find a suitable
path for farming using a
camera. For instance, a
tractor with GPS
automatically avoids any
obstacles during plantation

Disease detection and
spray robots

Moves along the crop rows
in the field to detect the
crop diseases or identify
any pests and sprays
pesticides to control the
disease at an early stage

Weeding robot

Detects weeds and
unwanted plants and uses
herbicides to kill them
without causing any harm
to the desired crops

Drone

Is an unmanned aerial
vehicle that visually
monitors the health of the
crop using a camera and
generally used to spray
pesticides, herbicides,
fertilizers

Fruit and vegetable
harvesting robots

Grafting robot

Used for fruit and vegetable
grafting

Picking robot

Identifies and picks the ripe
fruits and vegetables using
Sensors

Sorting robot

Classifies fruits and
vegetables according to
their size, shape, color, and
other attributes

Forest robots [30]

Forest robot

Moves through the forest
using a pacing mechanism
to create a 3D map for
easily counting the number
of trees, classifying them,
measuring their diameter,
and examining the
pathology of the trees

Animal husbandry
robots

Milk robot

Used to select cows, which
are suitable for milking by
identifying their nipple
position

(continued)
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Table 2 (continued)

Category Class Name Function

Lumbering robot Cleans up different slopes
and terrain using a
hydraulic system

Indoor robot Harvesting robots Greenhouse harvesting | Uses vision-based

robot machines for movement
through greenhouse aisles
to harvest some sensitive
crops like tomatoes and

strawberries
Material handling Greenhouse Material Performs plant spacing and
robots Handler optimizes plant placement

to reduce production costs
by controlling the use of
water, pesticides,
herbicides, and fertilizers
for the high-quality plant

(a) GPS-Based Navigation

Hellstrom [31] combined GPS with Inertial Navigation System (INS) and other
sensors to collect accurate information for navigation by measuring the derivatives
of robot position using gyros and accelerometers [31]. Nagasaka et al. [32] presented
an automated rice transplanter that accurately transplanted rice using a real-time kine-
matic global positioning system (RTKGPS) and fiber optic gyroscope (FOG) sensor
to measure the direction, and a simple steering controller in the desired path less than
12 cm. Hellstrom [33] introduced a superior algorithm for path tracking, where aradar
performed obstacle avoidance and a real-time kinematic differential GPS/GLONASS
completed localization. Li et al. [34] developed a conceptual framework along with
reviewing the guidance of an autonomous agricultural vehicle consisting of naviga-
tion sensors with GPS, computational methods, and steering controllers. Ringdahl
et al. [35] designed an automated vehicle to track two different paths more accu-
rately by using a forwarder with GPS and a gyro. However, this system can track
only previously demonstrated paths.

(b) Vision-Based Navigation

Zhao et al. [19] presented a robot that used Hough transform to track the path from
the continuous sample images captured by the camera. Gottschalk et al. [36] devel-
oped a machine to navigate between two-crop rows for automatic field inspection
through image segmentation, classification, and geometrical line extraction by using
awebcam. Wang et al. [37] presented an improved path navigation framework against
local map navigation based on near to far perception [37]. Besides, a large quantity of
meticulous research has been conducted to develop an automated vision-based navi-
gation system [38—41]. Weiss et al. [42] introduced a stereo vision system to map
3D filed images for autonomous navigation. Ball et al. [43] defined a cost-effective



Robots and Drones in Agriculture—A Survey 15

vision-based navigation and obstacle detection system to spread a sustainable domain
of agriculture [43].

(c) Computational Method-Based Navigation

Several computational algorithms, such as Kalman filter, fuzzy logic, neural network,
genetic algorithm, etc. are used to extract key information for autonomous navigation.

(1) Kalman filter
It is based on the strong mathematical formula for data fusion of multiple
sensors in real time. Previously, GPS combined with other sensors using
Kalman filter was used to improve the accuracy of an estimated position
[44, 45]. Kalman filter was performed using laser data with the data from an
encoder for mobile robot localization in the orchard environment [46]. Laser
scanner combined with other sensors like odometer and inertial measurement
unit (IMU) improved the location estimation using the Kalman filter [47]. An
autonomous row guidance simulator was presented for a differentially wheeled
robot by estimating the position of the row using a Kalman filter [48].

(i1) Fuzzy logic
It is used to control a robot by making inferences under complex and nonlinear
conditions. Boubertakh [49] designed a fuzzy controller for path navigation
and obstacle avoidance to seek the destination without being stuck. Yousfi [50]
applied the gradient method to optimize a Takagi—Sugeno fuzzy controller for
navigation and obstacle avoidance. It is vital that the robot can recognize and
avoid the obstacles for the successful implementation of a navigation system.
With this view, a fuzzy logic controller was designed for inter-row navigation
using one-dimensional (1D) ranging sensors in [51].

(iii)) Neural network and genetic algorithm
A hybrid neural network architecture was presented for robot navigationin [52].
A genetic algorithm-based system was presented for optimal path planning
with an obstacle avoidance mechanism [53]. Nicholas et al. [54] presented a
biologically inspired spiking neural network in optimal pathfinding for robots.
Motlagh et al. [55] proposed a smart robot for obstacle avoidance to seek the
desired goal using neural network mechanisms [55].

3.2 Robots in Crop Production

(a) Grafting Robot

Japan first introduced grafting robots while South Korea and China were also the
pioneers in grafting robot research. In 1986, Japan developed automatic vegetable
grafting robots for research and development. Among them, the first commercial
model was launched in the market in 1993 with a success rate of 90% [56—58]. Being
inspired by the successful efficiency rate, several companies in Asia, Europe, and the
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Fig. 2 Schematic flowchart of a robot navigation strategy

USA started to produce different types of commercial robot models of automatic fruit
and vegetable grafting [59-64]. Li et al. [65] developed a plant let-cutting mechanism
for the grafting robot with an efficiency of 99.14%. On the other hand, Zhao et al. [66]
applied a scion cutting mechanism for a sapling grafting robot and obtained 96.5%
efficiency. Jiang [67] developed a grape sapling robot for a stick-to-stick grafting. A
grafting robot was presented using the cutting grafting method for camellia oleifera
seedlings in [68].

(b) Picking Robot

California Machinery Company introduced an automatic tomato picking robot in
2004. This automatic tomato picking robot was used to pick fruits and separate them
from leaves into a sorting bin to further process the picked leaves as fertilizer. Nezhad
et al. [69] introduced a tomato picking robot that can identify and pick tomatoes
through image processing. Feng et al. [70] developed an intelligent tomato picking
robot to reduce labor effort harvesting fresh tomatoes with a success rate of 83.9%.
Xiong et al. [71] presented a novel mechanism for faster picking of strawberries
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using a cable-driven gripper. An automated cucumber picking robot was presented
in [12]. Ashwini [72] designed a strawberry picking robot capable of picking a large
number of mature fruits at a minimum time with less effort.

3.3 Robots in Weed Removal and Disease and Pest Control

(a) Weeding Robot

Weeds or unwanted plants must be controlled for faster growth of crops using
automatic weeding [73]. A four-wheeled weeding robot was developed that was
composed of a diesel engine, hydraulic transmission, and was able to steer 360° to
detect and remove weeds automatically [74]. A co-robot system along with odometry
was described for inter-row weeding without damaging the crop rows [75]. Fenni-
more et al. [76] focused on the improvement of weeding efficiency with a reduction in
production cost. Bechar and Vigneault [77] discussed the development of weeding
robots [77] for real-field operations. Kunz et al. [78] introduced integrated weed
management in sugar beet, maize, and soybean fields, combining multiple tactics
to increase weeding performance [78]. Chang and Lin [79] proposed a vision-based
agricultural robot for weeding in real-time with average plants and weeds classifica-
tion rate of 90% or higher. It can also perform smart watering while maintaining the
moisture content of the deep soil at an efficiency of 80%. Steward et al. [80] empha-
sized the development of efficient weed robots including perception system and weed
control mechanisms. Wu et al. [81] used a multi-camera system for removing weeds
by classifying plants and weeds.

(b) Disease and Pest Detector

Detecting diseases and controlling pests at an early stage is inevitable for high-quality
crop production. Previously farmers used different strategies to detect crop diseases
[82]. Hengstler et al. [83] designed a smart visual surveillance system (Mesh Eye)
to detect diseases of fruits and identify the affected area by determining the shape
and color of the leaf and stem [83]. Additionally, one major problem was controlling
pest nuisance, caused by harmful insects or germs that destroyed crops. Pests cannot
entirely be eliminated but can be effectively controlled to reduce their nuisance.
Thus, early detection of pests and monitor them are essential to control them for the
prevention of crop damages. Laothawornkitkul et al. [84] used a potential electronic-
nose technology for remote sensing and monitoring of diseases and pests [84]. Pest
identification on leaves along with automatic spraying was performed by using a
vision-based system [85]. Camargoa et al. [86] proposed a visual method, capable
of detecting all visual symptoms of plant diseases by analyzing colored images [86].
Lopez et al. [87] presented an effective pest control technique, known as insect
traps to efficiently perform automatic pest monitoring and inspection using high-
resolution images [87]. Francis et al. [88] used soft computing techniques to identify
leaf diseases in pepper plants. Yazgac et al. [89] applied a signal processing method to
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detect the sunn pests in wheat and barley by sound, but this method was useful only for
a single leaf [89]. Gonzalez-de-Santos et al. [90] presented a fleet of heterogeneous
ground and aerial robots that were used for effective weed and pest control to reduce
the use of chemical substances.

(c) Pest Control and Spraying Robot

In recent years, different types of pesticides and chemical sprays have been used to
control pests, which are very dangerous for humans resulting in skin cancer, asthma,
or other chronic diseases. In that case, an automated robotic system can be used to
spray pesticides to avoid human contact and save time, as robots are programmed
to spray pesticides on crops only if they can detect pests. Blackmore et al. [91]
applied a multi-purpose robotic sprayer that can operate automatically according
to the weather conditions. Jian-sheng [92] proposed a wireless controlled robot for
spraying pesticides. Pilli et al. [93] designed a robot that was capable of moving
along the intercrop rows to detect diseases and spraying pesticides automatically
and showed promising results in cotton and groundnut fields. Sharma and Borse
[94] described a mobile robot to monitor plant growth and detect disease with the
spraying mechanism for pesticides, fertilizers, and water. Sudha et al. [95] proposed
an automated technique to detect pests and spray pesticides based on a pre-defined
threshold value to indicate the pesticide level. Chaitanya et al. [96] designed an
autonomous robot, capable of spraying pesticides in a limited quantity only when
pests were detected.

3.4 Robots in Crop Harvesting

For many years, robots have been continuously used for harvesting a variety of
fruits and vegetables such as apple, grapes, watermelon, tomatoes, cucumbers, etc.
Ceres et al. [97] proposed a new robot (Agribot) for fruit harvesting in a particularly
unstructured environment. Yanbin et al. [98] demonstrated the current development
of automatic fruit harvesting robots in horticulture and experimented on apple, kiwi,
tomato, and sweet pepper. Onishi et al. [99] presented an automated fruit detection
and harvesting robot using a single shot multi-box detector and a stereo camera and
found a performance of more than 90%. Some robots are described below based on
their application for specific fruits.

(a) Apple Harvesting

Yuan et al. [100] applied an ant colony algorithm to improve the performance of
the apple harvesting system and found an optimal result. Lv et al. [101] proposed
a vision- based apple harvesting robot to efficiently recognize apples using video.
De-An et al. [102] presented a 5 DOF (degrees of freedom) robot to detect, locate,
and pick apples automatically using the support vector machine algorithm.
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(b) Tomato Harvesting

Li et al. [103] presented a tomato harvesting robot using the joint analysis of Kine-
matics. Wang et al. [105] designed a vision based 4-DOF tomato harvesting robot
[104]. Liu et al. [105] developed a coordinated hand-arm for the tomato harvesting
system with a success rate of over 70%. Yaguchi et al. [106] developed a tomato
harvesting robot with a stereo camera to measure the depth in the short range by
utilizing the infinity rotational joint. A new picking end-effector was developed for
automatic tomato harvesting in [107] representing three modules: tomato holding,
stem holding, and tomato picking.

(c) Watermelon Harvesting

Heavy fruits like watermelon harvesting require a smart and quite strong robotic
system of carrying a heavy load. A high-speed control watermelon harvesting system
was implemented with great efficiency in [108].

(d) Strawberry Harvesting

Harvesting of small and sensitive fruits, e.g., strawberries through robots, was studied
in [8, 109, 110]. A grape harvesting robotic system was designed by using different
end effectors to perform diverse tasks such as harvesting, thinning, spraying, and
bagging in [8]. On the other hand, a multifunctional strawberry harvesting robot was
also developed for harvesting, spraying, and grading in [109]. In addition, a robot
was designed based on machine vision and sonar technology for table-top culture
with minimum production cost in [110].

Besides the above harvesting robots, a 3D visual asparagus harvesting robot [111]
was developed for better recognition, where its arm grasped the asparagus to cut, and a
vision-based robot was designed to localize and classify lettuce for harvesting using
state-of-the-art approaches in [112]. Some extensive details on the development,
practicability, and applications of agricultural robots are available in references [113—
117]. Different types of agricultural robots are shown in Fig. 3.

4 Drones in Agriculture

As ablessing of modern technology, drones (unmanned aerial vehicles, UAVs) [118—
132] have been used to perform various agricultural tasks such as crop health moni-
toring, weed identification, pesticide spraying, forestry, and wildlife monitoring as
well as in precision agriculture. Several agricultural drones are illustrated in Fig. 4.

Kurkute et al. [130] listed more than 250 models of UAVs to help in selecting the
perfect one for the agricultural task. Table 3 represents the classification of drones
with their basic features and Table 4 summarizes the applications of agricultural
drones.
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T

Grafting robot Designed Field est of Tomato EcoRobotix Weeding
by Chinese Agricultural Harvesting Robot [70] Robot [80]
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-

Apple Harvesting Robot - “Sraob_ot [115] Cotton Piing

[102] Robot [117]
Fig. 3 Examples of different types of agricultural robots
o s W s
Crop Height Measuring ~ Crop Monitoring Drone Crop Spraying Drone
Drone [126] [131] [136]

Fig. 4 Example of agricultural drones

Table 3 Classification of agricultural drones

Type Feature and suitability

Rotary drones Classified as a single rotor and multi-rotor drone

according to the number of rotors. Useful for
smaller field scouting and can fly up to 20 min
during normal wind pressure

Fixed wing drones Fly at high speed with longer battery lives like
more than 20 min or an hour. Good for irrigation
and plant growth analysis

VTOL (Vertical take-off and landing) drones | It can perform take-off and land vertically.
Suitable for spraying crops in a small range of
areas with the shorter flight time
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Application

References

Research output

Crop analysis

Monitoring

Zheng et al. [133]

It developed a mechanism to
get rice nitrogen status from
unmanned aerial vehicles

(UAV5) for crop monitoring

Reinecke et al. [134]

It developed a technique
utilizing UAVs by using
specific cameras for early
detection of pests and water
shortages to improve crop
health and harvest size to
maximize the production

Crop protection

Psirofonia et al. [135]

It developed a new
application for UAVs in
agriculture for the protection
of olive trees by mapping of
trees and identification of
visible signs of infestation by
pest or disease, and also
counting the insects by
making cooperation between
the UAV with electronic traps

Spraying

Pesticide

Yallappa et al. [136]

It designed and developed a
drone-mounted pesticide
sprayer that is useful on crops
such as rice fields, orchard
crops, and crops in terrain
lands

Fertilizer

Pharne et al. [137]

It developed a cost-effective
system that sprayed pesticide
and fertilizer on the crop
using satellite data with a test
accuracy of 87% by using a
minimum amount of time

Remote sensing

Xiang et al. [138]

It developed an agricultural
remote sensing system based
on a UAV. It did
experimentation on a
turfgrass field to monitor the
spatial and temporal changes
by capturing multi-spectral
images in that particular area
and found good performance

Senthilnath et al. [139]

It developed a tomato
detection mechanism using
RGB images from UAVs
using spectral-spatial
classification
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5 Commercialization and Current Challenges
of Agricultural Robots

Several commercial agricultural robots [140—142], featured with different localiza-
tion techniques like GPS, vision, laser, sensor-based navigation, etc., were developed
in Germany, Denmark, Finland, USA, Australia, New Zealand, India, and many other
countries for commercial use. Despite having a remarkable advancement in agricul-
tural robotics, it is still dealing with some challenges. Farmers are still handling
several technical challenges while using autonomous agricultural vehicles in terms
of automated decision making and prediction for digital farming. This industry is
still underserved to have an advanced vision-based system to enable ultra-level preci-
sion agriculture. We need more research initiatives and robust infrastructures with
a reliable wireless connection, use IoT, human-robot interaction tools to explore
numerous future scopes of smart robots in agriculture. Another significant issue is
that due to the excessive cost of robots along with spare expenses, these are not easily
affordable by farmers. Thus, an open-source framework will highly be required to
make these robots more affordable to fill up the agricultural demand. Though drones
have already been applied for crop monitoring, early detection of weed and pest, and
spraying pesticides or herbicides, however, more work is required to make it robust
and precise.

6 Conclusion

Automation in agriculture using intelligent robotic systems is one of the most chal-
lenging tasks that has already grabbed the attention of researchers due to its diverse
practical applications for commercial use. This chapter is reported on an extensive
review of the time-to-time development of robotic applications including their classi-
fication and some useful practical applications in agriculture. Agriculture is the most
valuable source of income, as more than 60% of the world population earn their liveli-
hood from farming. Thus, technical scopes of agricultural robotics should be spread
in cities, where farming scopes are limited. More automation in agricultural robots
is expected to help the farmers by efficiently increasing crop productivity using solar
energy that can work for many hours without any break. Moreover, the invention of
drones or aerial devices has already brought a huge revolution in digital farming,
which will extend scopes for smart crop management such as, crop scouting, crop
monitoring, weed, and pest control, spraying, and selective harvesting in precision
agriculture.
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1 Introduction

Fruits and vegetables are very necessary items for our daily life. There are different
species of edible fruits and vegetables in nature. Fresh fruits and vegetables are not
only delicious to eat but also a good source of many important vitamins or minerals.
Fresh fruits and vegetables are used in the food processing industries to process deli-
cious food products. The fruits and vegetables have to pass through various stages
from harvesting to reach the customer. The stages are harvesting, sorting, classi-
fication, grading, etc. The manual execution of those tasks requires lots of expert
resources and a long time. Many countries are suffering from a resource shortage for
agricultural tasks because of a lack of interest in such a laborious job. Hence, automa-
tion is needed in every aspect of the processing of fruits and vegetables. Computer
vision and machine learning have earned huge success in solving various automa-
tion problems in different industries. The researchers also contributed to addressing
various problems in fruits and vegetable processing with the help of computer vision
and machine learning techniques. This chapter explores those problems and chal-
lenges of fruits and vegetable processing using computer vision and machine learning
techniques. The major focus has been given on the problem of automatic detection
of rotten fruits and vegetables.
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Most of the time, the shape, color, and texture are changed on the surface of rotten
fruit and vegetable. The bad smell is also an important indication of rot. The fruits
and vegetables mostly rot in the inventory. There are many factors for the fruit or
vegetable to become rotten [1, 2]. The factors are temperature, moisture, air, light,
and microorganisms. The fruit and vegetables also rot during transportation [3, 4].
A single rotten fruit or vegetable can damage multiple fresh fruit and vegetable in
inventory. Inventory damage causes a good amount of loss in the business of fruits
and vegetables. The early detection of rotten fruits and vegetables reduces the amount
of damage inside inventory or store and also enhances food safety. Manual resource
detects rotten fruits and vegetables by smelling, observing the shape deformation, and
change in surface color, and texture. The smell cannot be tested in case of automatic
detection of rotten fruits and vegetables using computer vision and machine learning.
The computer vision has to rely only on the change of surface feature compared
with the fresh one. It makes the task of computer-based detection of rotten fruits
and vegetables into a challenging task for researchers. This chapter addressed the
problem of rotten fruit and vegetable detection using state-of-the-art deep learning
techniques. A convolutional neural network (CNN) architecture has been proposed
to classify the rotten and fresh from a captured image of fruit and vegetable.

This chapter has been structured as follows: Sect. 2 describes the state-of-the-art
problems and challenges of fruits and vegetable processing using computer vision
and machine learning techniques. Section 3 elucidates the materials and the proposed
method in detail. Section 4 brings experiments and results. A detailed discussion on
this work has been presented in Sect. 5. Section 6 concludes the chapter with future
scope.

2 Computer Vision and Machine Learning in Fruits
and Vegetable Processing

The computer vision and machine learning had already achieved astounding success
in many automation challenges regarding fruits and vegetable processing. Computer
vision completely relies on the appearance of the outer surface of fruits or vegetables.
The literature on fruits and vegetable processing can be broadly categorized based
on problems. This section highlights some of the very challenging problems of fruits
and vegetable processing i.e. segmentation and detection of fruits and vegetables
from the natural environment, classification of fruits and vegetable type, grading the
fruits and vegetables, sorting the defective fruits, and vegetables.
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2.1 Segmentation and Detection of Fruits and Vegetables
Jrom the Natural Environment

The object segmentation is a very common problem in the domain of computer vision.
The task of fruit and vegetable segmentation becomes tedious when the background
is a natural environment. The natural background is very complex because it contains
leaves, stem, sky, etc. [5]. The segmentation of fruits and vegetables is a preliminary
step for on tree detection of fruits and vegetables. The fruits and vegetables are
segmented using the color properties in different color spaces [6]. The segmented
object region has been passed through different morphological operations [7] to
refine the object region. Most of the time different edge detection [8] techniques
are applied for boundary contour extraction. The Hough transform [9] or circle
regression [10] techniques are applied to detect actual fruit or vegetable region from
the boundary contour. The deep learning models can also be used for the detection
of fruits and vegetables from the natural environment [11]. There are lots of scopes
for improvements. The challenges are (a) partial occlusion by leaves or branches (b)
overlapping similar fruits and vegetables (c) the color of fruit or vegetable object is
similar to the background e.g. the green fruit or vegetable with green leaf.

2.2 Classification of Fruits and Vegetables

The classification problem of fruits and vegetables has been explored a lot in the
last two decades. The steps, which are followed by the majority of the researchers
for fruits and vegetable classification, are pre-processing, feature extraction, train a
supervised model, and predict the class for unknown fruits and vegetable samples by
this trained model. The preprocessing steps include binarization, morphological oper-
ations, noise removal, etc. The visual features for classification are shape [12], color
[13], and texture [14]. The popular shape and size features are region area, perimeter,
major axis length, minor axis length, roundness [15], etc. The commonly used texture
features for fruits and vegetables classification are the statistical descriptor from
GLCM [15], histogram oriented gradient (HOG), local binary pattern (LBP), and
Gabor wavelet [16], etc. The color features can be histogram [17], and mean, stan-
dard deviation, skewness, kurtosis [18] of different color channels in different color
spaces. The frequently used conventional machine learning models [19] for classi-
fication are Naive Bayes [12], kNN [17], Random Forest [18], Linear Discriminant
Analysis [14, 19], Support Vector Machine [15], and Neural Network [20], etc. The
state of the art deep learning techniques is also applied to address this problem [21].
Still, there are sufficient scopes for improvement. The scopes for future research are
(a) intra-class dissimilarities and inter-class similarity (b) change of viewing position
and illumination condition (c) change of visual properties in different growth stages.
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2.3 Grading of Fruits and Vegetables

The grading of fruits and vegetables is very important for getting an appropriate price
at the time of sale. It is also helpful to the different categories of customers. The
grading of fruits and vegetables can be done with various parameters. The popular
parameters of fruits and vegetable grading are shape [22], maturity [23], volume
[24], weight [22], etc. The exact region should be segmented before measuring those
parameters. The perfect segmentation leads to accurate grading. The viewing posi-
tion is a constraint for measuring those parameters. The existing literature proposes
grading techniques for mostly the regular shaped fruits and vegetables i.e. spher-
ical [25], elliptical, paraboloid [26], cylindrical [22], and axisymmetric [27] fruits
and vegetables. The grading of irregular and non-axisymmetric fruits and vegetables
could be a very good scope for further research.

2.4 Sorting the Defective Fruits and Vegetables

This chapter is mainly focused on the sorting of rotten fruits and vegetables. Hence,
a detailed survey has been presented for this problem. Chandini et al. proposed a
technique for the detection of fresh and defective apple [28]. Authors considered
two types of defects in apple fruit i.e. rot and scab. At first, the RGB input image
was converted to HIS color space. Then k-means clustering was used to segment
the defective region. Contrast, correlation, energy, and homogeneity were extracted
from the Gray level co-occurrence matrix (GLCM) and fed into a multiclass support
vector machine (SVM) classifier. The SVM classifier did the prediction among fresh,
rot, and scab for the unknown samples. They were able to reach 85.64% of classifica-
tion accuracy using their technique. Karakaya et al. proposed a technique to classify
rotten and fresh fruit [29]. The input images were segmented using the Otsu segmen-
tation technique. The extracted features from the segmented image were histogram,
GLCM, and Bag of Features. The authors had experimented with those features on
1200 images. The images were collected from a public dataset. The SVM classifier
was used in experimentation with 10-fold cross-validation and RBF kernel. Yogesh
et al. proposed a computer vision-based system for detecting the defective and non-
defective fruit [30]. The system also classified the stage of the defect after detecting
the defect in a fruit. A dataset of 1200 images was collected. The dataset contains
images of RGB color format. The images were pre-processed and segmented from
the background. The extracted features were the number of objects, connectivity,
area, perimeter, major axis, minor axis, convex area, diameter, eccentricity, filled
area, solidity, and Euler number. The SVM classifier was able to detect the defective
fruits with the stage of defect more accurately than that of kNN and AlexNet. The
attack of Penicillium fungi is a reason for the rot of citrus fruit. Previously, those
fungi affected and rotten citrus fruit was detected manually with the help of ultravi-
olet rays. It was very harmful to manual resources. Gémez-Sanchis et al. proposed
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a machine learning-based approach to detect the rotten citrus fruit caused by Peni-
cillium fungi [31]. A dataset of hyperspectral images was formed as a part of that
research. The extracted features from those images were citriculture, 114 spatio-
spectral features, and 57 spectral features. The detection accuracy using artificial
neural networks (ANN) was maximum among all the classifiers used for the same
purpose. Kamalakannan et al. proposed a defect detection and classification system
for mandarin fruit using image analysis [32]. The authors had used a fuzzy segmen-
tation technique. A binary wavelet transform (BWT) was chosen as a classification
feature. A rule-based linear classifier was used to do the final classification using the
extracted feature. Capizzi et al. also proposed a defect detection and classification
technique for orange fruits using surface features [33]. HSV histogram and GLCM
features were extracted to classify the defect of orange. The Radial Basis Probabilistic
Neural Network does the task of the classification. Another classification system for
separating diseased and non-diseased fruits was proposed by Ranjit et al. [34]. At
first, the defective region was segmented by k-means clustering. Then the shape,
color, and texture features were extracted for classification with the help of the SVM
classifier. The mixture of visual and non-visual features was used to determine the
freshness index of eggplant [35]. The segmentation rotten region has been explored
[36] and a color based clustering technique was proposed by Roy et al. [37].

The machine learning algorithms will be appropriate to detect rotten fruits and
vegetables from the lot. The surface appearance helps to detect rotten fruits and
vegetables. The changes are visible in surface textures and color from the fresh one.
The challenge arises when there is more intra-class dissimilarity e.g. the appearance
of rotten fruits and vegetables varies over different fruit and vegetable class. Most of
the previous approaches were based on surface texture, histogram, and color features.
The prior approaches were proposed to classify fresh and rotten for a specific type
of fruit or vegetable. Hence, the proposed technique should be able to detect rotten
fruit and vegetable from a lot of similar types of fruits and vegetables as well as from
a lot of different varieties of fruits and vegetables. Convolutional neural network
architecture is proposed in this work to classify between fresh and rotten fruits and
vegetables.

3 Materials and Methods

The proposed method will be very effective for the automatic detection of rotten
fruits and vegetables from the lot. The proposed method is completely based on the
state of the art deep learning technique. Convolutional neural network architecture is
designed here for performing the task of classification into a rotten or fresh category
of a fruit or vegetable. The proposed CNN model is trained with the images of fresh
as well as rotten fruits and vegetables of various types with the corresponding labels.
The trained CNN model will detect the rotten fruits and vegetables from an unknown
image.
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(e) (f)

Fig.1 Samples from dataset—a Fresh Apple, b Rotten Apple, ¢ Fresh Banana, d Rotten Banana,
e Fresh Orange, f Rotten Orange

3.1 Dataset

The images were collected from an online source [38] to make the dataset. The images
belong from 3 different categories of fruits i.e. apple, banana, and orange. Each of the
fruit categories has two classes of images i.e. fresh and rotten. The dataset contains
fresh apple (232), rotten apple (327), fresh banana (218), rotten banana (306), fresh
orange (206), and rotten orange (222). The dataset introduces a good number of
intra-class varieties to enhance the robustness of the model.

Figure 1 shows a few samples from the dataset. The image augmentation technique
was applied here to increase the number of images in the dataset. All the samples
were rotated in five different directions i.e. 15°, 30°, 45°, 60°, 75°. The salt and
pepper noise was added over all the images. The images were also translated and
flipped vertically. In total 8 different data augmentation technique was applied to
increase the number as well as the variety in the dataset. The augmented final dataset
contains 13,599 images in total.

3.2 Convolutional Neural Network

The convolutional neural network is a very popular deep learning algorithm for image
classification, object recognition, etc. The artificial neural network can be used on an
image if the image can be converted to a 1D list of pixel intensities. The problem is
that the 1D list losses the spatial information of pixels whereas CNN extracts features
by preserving spatial information among pixels. A 2D filter convolves through the
image to extract various features like curve, edge, colors, etc. The filter size should
be large enough to accommodate features containing many pixels as well as small
enough it can be used repetitively. Figure 2 shows a demonstration of convolution.
Here, the original image is a 6 x 6 binary image. The convolution filter is a 3 x 3
matrix. The convolution starts from the top-left corner without padding and stride as
1. Every time the filter is multiplied with the corresponding elements in the image.
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Fig. 2 A simple demonstration of convolution over 2D binary image

The sum of multiplied elements is taken from each move of the filter to generate the
feature map. The filter generally moves through the 2D image from left to right and
top to bottom. The filter moves separately over different channels for color images
containing multiple channels. The reason for using multiple convolution filters is
that the different filter extracts different feature maps. The combined feature map
improves the classification performance. The stride is the number of pixels to escape
in a single move. The larger strides minimize the feature but increase the chance of
missing small features. The padding is the process of adding dummy pixels on the
different sides of the image to generate the feature map of the same dimension as the
image. The Rectified Linear Unit (ReL.U) is added very often after extracting a basic
feature map to add non-linearity by an activation function for further processing.
The dimensionality of feature maps sometimes becomes a headache for a network
concerning time as well as processing. Hence, pooling is used to reduce the feature
map with minimal information loss. There are different types of pooling i.e. max-
pooling (takes pixels with maximum value), average pooling (takes average value
of pixels), sum pooling (takes sum of the pixel values), etc. The max-pooling is
very popular for image classification problems. Figure 3 shows an example of max
pooling. The maximum value from each colored region is picked for max pooling.

3.3 Proposed Convolutional Neural Network Architecture

This chapter overcomes the challenges of rotten fruit and vegetable detection using
conventional machine learning models. A convolution neural network architecture
has been proposed here. The network architecture is sequential. Figure 4 depicts the
detailed architecture of this model. The input layer receives 64 x 64 RGB color
images with zero center normalization. A convolution layer is added next to the
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Fig. 4 The architecture of the proposed CNN model

input layer. The layer contains 8 number of 3 x 3 convolution filters with stride
[1 1] and zero paddings. The padding size is set in such a way so that the output
layer will have the same size as input. The convolution does the extraction of the
features from the input image as long as the training progresses. The features are the
discriminating visual features of any fresh or rotten fruit and vegetables. The rotten
fruit and vegetable surface color and texture are not continuous. The color and textures
of rotten regions change over the image compared with a fresh fruit and vegetable
surface. The convolution layer is followed by a batch normalization with 8 channels
and a ReL.U layer. The batch normalization layer normalizes the features learned
from different input layers. It gives the network flexibility of learning independently
from different layer and also speed up the training process. The ReLU layer is used
to add nonlinearity with a nonlinear activation function. Refer to Eq. (1). A 2 x 2
max-pooling layer is added next to ReLU layer with stride [2 2] and padding [0 0 0
0]. The first block of the convolution layer, batch normalization layer, ReLU layer,
and the max-pooling layer is formed with those parameters.

Another three similar types of blocks are added sequentially one after another.
Only the number of filters in the convolution layer and the number of channels in
batch normalization layers have been doubled as the new blocks have been added.
In the final block, the max-pooling layer is replaced with a fully connected layer.
Then a Softmax layer, refer to Eq. (2), is added before the final classification layer.
The Softmax layer normalizes the output of the fully connected layer and it produces
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the probabilities which will be used by the classification layer to predict the class
of unknown test sample. The final output is the class label i.e. Fresh or Rotten. The
classification layer uses the binary cross-entropy for the loss computation. Refer to
Eq. (3). Here, i stands for the number of classes. There are two classes as it is a binary
classification problem, #; = 1 for the positive class and #; = 0 for the negative class.
The loss can be represented as in Eq. (4).

x, x>0
f<x):{0,x<0} (D
FOS) = —— @
D i €

c=2

CE =— Zti log(f(si)) = —nlog(f(s1)) — (I — 1) log(l — f(s1))  (3)

i=1

CE = { —log(f(s1)) ift; =1 @

—log(1 — f(s1)) ift; =0

3.4 AlexNet Architecture

AlexNet [39] is a pre-trained convolutional neural network. The architecture of
AlexNet has been specially designed for object classification from high-resolution
images. It has been trained on 1000 classes of the ImageNet dataset. The model
won the second-best position in the ILSVRC-2012 competition. The model takes
an input of a uniform size 227 x 227 x 3. The net contains 5 convolution layers, 7
ReLU layers, 2 cross channel normalization layers, 3 max-pooling layers, and 3 fully
connected layers. Two dropout layer was included for two fully connected layers
to reduce the overfitting. The final fully connected layer of 1000 nodes followed
by a softmax layer and a classification layer with a cross-entropy loss function.
Transfer learning is a way of using the popular pre-trained network architecture for
a customized classification problem. The AlexNet model has been trained millions
of images with a wider range of classes. The model has already learned the rich
feature representation. Sometimes the fine-tuning of the pre-trained model is easier
and faster than training a new model from scratch with random weights. Hence, the
transfer leaning is done on a pre-trained AlexNet model to classify a fruit image into
a fresh and rotten category. The final three layers have been replaced by the fully
connected layer with two nodes i.e. fresh and rotten. A softmax and a classification
layer with binary cross-entropy loss function follow the fully connected layer. The
detailed architecture of this model is shown in Fig. 5.
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Fig. 5 The architecture of fine-tuned AlexNet using transfer learning

4 Experimentation and Results

The experimentations have been carried out to test the robustness and effectiveness
of the proposed CNN model. In total four different sets of images have been created
from the actual dataset. Set 1 contains images of two classes i.e. fresh apple and rotten
apple. Similarly, set 2 contains images of two classes i.e. fresh banana and rotten
banana. Set 3 also contains images of two classes i.e. fresh orange and rotten orange.
Set 4 is the complete dataset with two classes i.e. fresh or rotten. The fresh class in Set
4 contains images of fresh fruits of all three types. The rotten class in Set 4 contains
images of the rotten fruit of all three types. The classes and distribution of training
and testing images for each dataset are mentioned in Table 1. The training and testing
data have been chosen randomly from there. The images are resized to 64 x 64 for
the proposed CNN. The fine-tuning of training parameters is very important to build
a very robust model. The training data was also shuffled in every epoch. The initial
learning rate is 0.01. The maximum number of the epoch is 25 for all datasets. The
proposed CNN model has been trained 4 times on dataset 1. Each time the training
and testing images are chosen randomly after shuffling the dataset 1. The final result
is prepared by averaging the result of four tests on dataset 1. The same is performed

Table 1 Distribution of training and testing images in different datasets

Dataset Class Total Training Testing
Dataset 1 Fresh Apple 2088 1600 488

‘ Rotten Apple 2943 1600 1343
Dataset 2 ‘ Fresh Banana 1962 1600 362

| Rotten Banana 2754 1600 1154
Dataset 3 ‘ Fresh Orange 1854 1600 254

| Rotten Orange 1998 1600 398
Dataset 4 | Fresh Fruits 5904 4800 1104

| Rotten Fruits 7695 4800 2895
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Table 2 The performance of the proposed CNN model on different datasets
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Dataset Fresh and Fresh but Rotten but Rotten and Overall
predicted as predicted as predicted as predicted as accuracy (%)
fresh (%) rotten (%) fresh (%) rotten (%)

Dataset 1 98.51 1.49 1.38 98.62 98.59

Dataset 2 99.93 0.07 0.09 99.91 99.92

Dataset 3 98.52 1.48 1.07 98.93 98.77

Dataset 4 97.60 2.40 2.20 97.80 97.74

with the other three datasets i.e. dataset 2, dataset 3, and dataset 4. Table 2 depicts the
average of the four tests on each dataset using the proposed CNN model. Figure 6

shows the training vs validation accuracy of the proposed CNN model on dataset 4.
Figure 7 depicts the training vs validation loss for the same.
The images of datasets are resized to 227 x 227 for AlexNet. The AlexNet is

also trained by transfer learning with this dataset. The fine-tuned AlexNet is tested

separately with each of the datasets as done for the proposed CNN model. The results
are shown in Table 3 for all the datasets using the fine-tuned AlexNet model.
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Fig. 6 Training versus validation accuracy of the proposed CNN model on dataset 4
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Fig. 7 Training versus validation loss of the proposed CNN model on dataset 4
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Table 3 The performance of the fine-tuned AlexNet on different datasets

Dataset Fresh and Fresh but Rotten but Rotten and Overall
predicted as predicted as predicted as predicted as accuracy (%)
fresh (%) rotten (%) fresh (%) rotten (%)

Dataset 1 97.95 2.05 0.34 99.66 99.21

Dataset 2 98.55 1.45 0.00 100.00 99.65

Dataset 3 100.00 0.00 0.31 99.69 99.81

Dataset 4 99.43 0.57 3.11 96.89 97.59

Some previous approaches have been implemented for the classification of fresh
and rotten fruits and vegetables and also tested on the same datasets as done in
the proposed approach. The histogram features were used by Capizzi et al. [33],
and Karakaya et al. [29]. The GLCM based features were used by Karakaya et al.
[29], Chandini et al. [28], and Capizzi et al. [33]. Karakaya et al. also used a bag of
features [29] for this problem. Most of the approaches used SVM classifier to classify
fresh and rotten using those features. Hence, all the features are extracted and used
separately to classify fresh and rotten with the help of SVM. The results have been
reported in the same way as done for the proposed approach. The same parameters,
which are used to represent the performance of the proposed approach, are used here
to represent the performance of the previous approaches as well. Tables 4, 5, and
6 depict the average results of four runs with grayscale histogram features, GLCM
features, and a bag of features correspondingly.

Table 4 The performance using Grayscale Histogram + SVM on different datasets

Dataset Fresh and Fresh but Rotten but Rotten and Overall
predicted as predicted as predicted as predicted as accuracy (%)
fresh (%) rotten (%) fresh (%) rotten (%)

Dataset 1 48.31 51.69 41.25 58.75 55.97

Dataset 2 95.93 4.07 2.99 97.01 96.75

Dataset 3 53.94 46.06 37.69 62.31 59.05

Dataset 4 53.89 46.11 48.59 5141 52.09

Table 5 The performance using GLCM features + SVM on different datasets

Dataset Fresh and Fresh but Rotten but Rotten and Overall
predicted as predicted as predicted as predicted as accuracy (%)
fresh (%) rotten (%) fresh (%) rotten (%)

Dataset 1 76.38 23.62 43.17 56.83 62.04

Dataset 2 89.23 10.77 13.26 86.74 87.34

Dataset 3 84.15 15.85 36.18 63.82 71.74

Dataset 4 79.91 20.09 28.99 71.01 73.47
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Table 6 The performance using Bag of Features + SVM on different datasets

Dataset Fresh and Fresh but Rotten but Rotten and Overall
predicted as predicted as predicted as predicted as accuracy (%)
fresh (%) rotten (%) fresh (%) rotten (%)

Dataset 1 76.13 23.88 19.34 80.66 78.39

Dataset 2 94.75 5.25 6.30 93.70 94.22

Dataset 3 85.14 14.86 16.52 83.48 84.31

Dataset4 | 79.12 20.88 21.56 78.44 78.78

5 Discussion

The features are selected and extracted before the training process in most of the
previous approaches. Later, the features are used to train the classification model.
The features, which have been used in the previous approaches, are not able to
discriminate accurately between the fresh and rotten on this dataset. The reason
is the variations of images in this dataset. Here, the convolution layers extract the
features for the CNN model to be trained. The proposed CNN model is a series of
different layers. The convolutional layers at the beginning of the series learn low-
level features. The high-level features are learned by the convolutional layers towards
the end of the network. Figure 8 shows the extracted features of the final convolution
layer in the proposed CNN model as well as fine-tuned AlexNet for all the datasets.
The images in row I show the features extracted by the proposed CNN model and
row 2 shows the features extracted by AlexNet. The features extracted by AlexNet is

Dataset 1

Dataset 2 Dataset 3 Dataset 4

Fig. 8 The extracted features by final convolution layer in (row 1) proposed CNN model (row 2)
fine-tuned AlexNet
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more complex compared with the proposed CNN model. The reason is that the pre-
trained AlexNet has already learned complex feature representation from millions
of images of 1000 classes.

The fruits and vegetables are highly perishable. The probability of the rotten
sample is less in a lot of recently delivered fruit and vegetable. The number of rotten
samples increases in case of transportation delay or storage for too many days. The
motivation of this work is to detect and separate rotten fruits and vegetables from a
lot of fresh fruits and vegetables as soon as possible. The importance of detecting and
sorting the rotten is more than its counterpart. Hence rotten fruits and vegetables are
considered as positive classes and fresh fruits and vegetables as negative classes. The
samples, which are actually from the positive class and also predicted as the positive
class, belongs to True Positive (TP). The samples, which are actually from a positive
class and predicted as a negative class, belongs to False Negative (FN). The samples,
which are actually from negative class and also predicted as a negative class, belongs
to True Negative (TN). The samples, which are actually from a negative class and
predicted as a positive class, belongs to False Positive (FP). Refer to Eq. (5) for
overall accuracy computation. The overall accuracy using different approaches in
the different datasets is shown in Fig. 9. It is visible that the overall classification
accuracy using the proposed approach is far better than other approaches for all the
datasets.

R TP + TN s
ccuracy =
Y= TPYFP+FN+ TN

The accuracy comparison is not enough for this kind of class imbalance problem.
Hence, some specific performance metric is computed for this problem. Recall,
precision, and F1 score [40,41] are computed using Egs. (6)—(8) correspondingly. The
comparison of recall, precision, and F1 score using different approaches in different
datasets are shown in Figs. 10, 11, and 12 correspondingly. The figures depict that
recall, precision, and F1 score using the proposed approach are comparatively better
than prior approaches in all datasets. The performance improvement is upto 50%
except dataset 2. The performance improvement is within 20% using the proposed

-9
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Fig. 9 Comparison of overall accuracy using different approaches in different datasets



Detection of Rotten Fruits and Vegetables Using Deep Learning 45

1 003 2
90 - o
—
g
o 80
o
s
3
S 70+ . —
d‘_‘ | —&— Grayscale Histogram + SVM
—|—&— GLCM Features + SVM
0, 1 Bag of Features + SYM
—&— Fine-tuned AlexNet
—E&— Proposed CNN Model
| P
50 L 1 1 i
Dataset 1 Dataset 2 Dalaset 3 Dataset 4

Fig. 10 Comparison of recall using different approaches in different datasets

100 gr— 3
N e
£
p -
=]
L]
z /,4
K 5l ..
2 —&— Grayscale Histogram + SVM
—&— GLCM Fealures + SVM
60 | Bag of Fealures + SVM
—&— Fine-tuned AlexNet
—&— Proposed CNN Model
- ) ) e
Dataset 1 Dataset 2 Dataset 3 Dataset 4

Fig. 11 Comparison of precision using different approaches in different datasets

|
] r 1
g
o 80 ]
g _.__._________,d_.—
§ P
e 7o, 4
g —&— Grayscale Histogram + SVM
—&— GLCM Features + SVM |
BO - Bag of Features + SVM =]
—&— Fine-tuned AlexNet
—&— Proposed CNN Model
50 1 1 ]
Dataset 1 Datasat 2 Dataset 3 Dataset 4

Fig. 12 Comparison of F1 score using different approaches in different datasets

approach for dataset 2, which contains fresh banana and rotten banana. The bag
of features model with SVM is the best among the prior techniques in most of the
datasets. The difference of F1 score between those two network models is 0.42, 0.18,
0.84, and 0.12% on dataset 1, 2, 3, and 4 correspondingly. The performance wise
both the proposed CNN model and fine-tuned AlexNet are very close in the context
of this problem. The proposed CNN contains 19 layers whereas the AlexNet contains
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25 layers in total. The input size of AlexNet is also more than 3 times of the proposed
CNN model. Hence, the training cost is high for AlexNet compared with that of the
proposed CNN model.

TP

Recall = ——— (6)
TP + FN
. TP
Precision = —— (7)
TP 4 FP

2 % Recall % Precision
F1Score = — (3
Recall + Precision

The dataset 1, 2, 3, and 4 consists of three different types of fruit i.e. Apple,
Banana, and Orange. Dataset 5 is the collection of 108 images from different sources.
Figure 13 shows some samples from dataset 5. It does not include any type of fruit or
vegetables from Dataset 1, 2, 3 & 4. Dataset 5 contains 68 fresh fruit and vegetables
of 6 different types and 40 rotten fruit and vegetable of 9 different types. The dataset
5 has been created to test the performance of the trained CNN model and AlexNet if
the test images come from different sources and of different fruit and vegetable type.
The images of dataset 5 fed into the proposed CNN and fine-tuned AlexNet, which
are trained with the dataset 4. Table 7 depicts the performance of the proposed CNN

b
(a) (b) © (d)

Fig. 13 Samples from Dataset 5 (a, b) Fresh (¢, d) Rotten

Table 7 The performance using the proposed CNN model and AlexNet on dataset 5

CNN Fresh Fresh but | Rotten Rotten Overall | Precision | Recall | F1
models and predicted | but and accuracy | (%) (%) score
predicted | as rotten | predicted | predicted | (%) (%)
as fresh | (%) as fresh | as rotten
(%) (%) (%)
Proposed | 95.59 441 2.50 97.50 96.30 92.86 97.50 |95.12
CNN
Fine-tuned | 95.59 441 10.00 90.00 93.52 92.31 90.00 |91.14
AlexNet




Detection of Rotten Fruits and Vegetables Using Deep Learning 47

model and fine-tuned AlexNet on dataset 5. Dataset 4 is a mixture of three types of
fruits. Hence, the network models are trained with dataset 4 for testing on dataset 5.

6 Conclusion

The previous approaches mostly proposed for the detection of rotten fruit or vegetable
that belongs to a single class e.g. apple, orange, etc. The detection of rotten fruits and
vegetables of any class is a limitation for the previous approaches. Convolutional
neural network architecture is proposed here to classify fresh and rotten fruits and
vegetables of any type. The proposed model has been tested with the fresh and rotten
class of three different fruits. It has been also tested with all fresh samples and all
rotten samples of three fruits. The proposed model is working very accurately to
classify the rotten fruits and vegetables for all sets of data. The performance is stable
irrespective of different types of fruit and vegetables. The model is also tested with
fruits and vegetable samples of a different type, which are not included in this dataset.
The performances on those samples are good as well. The performance of the fine-
tuned AlexNet is also as good as the proposed approach. The transfer learning of
AlexNet can also be used for the detection of rotten fruits and vegetables. The level of
freshness detection can be a very good scope for future research under this problem.
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Md. Zahid Hasan, Nahid Zeba, Sumaita Binte Shorif ®, and Morium Akter

1 Introduction

Bangladesh is developing as an agricultural country with 14.3 million Ha of total
agricultural land where almost 59.8% of the land can be used for cultivation [1].
Almost 85% of the total people are directly or indirectly dependent on agriculture
for their living [2]. The researcher found that paddy took around 76% of the total
cropped area which provides 95% of cereal foods for people [3]. Due to several attacks
by pests in paddy plants, a large amount of potential yield is wasted [4]. Compared to
other developed countries, most of our farmers are illiterate and do not have the least
knowledge about farming and agriculture. For lack of adequate knowledge, farmers
can not differentiate between beneficial and harmful pests; therefore, whenever they
see any kind of pest, they tend to spray insecticides killing useful pests of paddy and
the chemicals of insecticides cause damages of crops which decreases productivity.
Previously researchers mainly focused on harmful pest detection of paddy plants.
This chapter emphasizes the automated pest detection and identification system
which can also be called an agro-medical expert system for paddy using computer
vision and deep learning technique (see Fig. 1). It is an effective mobile supportive

Md. Z. Hasan (<) - N. Zeba

Department of Computer Science and Engineering, Daffodil International University, Dhaka,
Bangladesh

e-mail: zahid.cse@diu.edu.bd

N. Zeba
e-mail: nahid25-863 @diu.edu.bd

S. B. Shorif - M. Akter
Department of Computer Science and Engineering, Jahangirnagar University, Dhaka, Bangladesh
e-mail: sumaita.bs @gmail.com

M. Akter
e-mail: morium.akter@juniv.edu

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2021 51
M. S. Uddin and J. C. Bansal (eds.), Computer Vision and Machine Learning

in Agriculture, Algorithms for Intelligent Systems,
https://doi.org/10.1007/978-981-33-6424-0_4


http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-33-6424-0_4&domain=pdf
https://orcid.org/0000-0002-8595-5361
mailto:zahid.cse@diu.edu.bd
mailto:nahid25-863@diu.edu.bd
mailto:sumaita.bs@gmail.com
mailto:morium.akter@juniv.edu
https://doi.org/10.1007/978-981-33-6424-0_4

52 Md. Z. Hasan et al.

d S
( Expert System \
Sample Input N i 1
— é ) %I . Rl Knowl :
e Advice / ser ules d
- I Inference Engine . :
1 2 base
[ . !
\ 4

r

N e

Fig. 1 Expert system of detecting and identifying beneficial and non-beneficial pests

expert system for our farmers that can detect both the beneficial and damaging pests
for better productivity of their crops. If we can increase the productivity and quality
of our crops, it will enrich the economy of Bangladesh and will resolve the poverty
issues.

Deep learning is showing a significant impact on vision-based detection and iden-
tification system. It is a subfield of machine learning which concerned with algo-
rithms inspired by the structure and function of the brain called artificial neural
networks. Recently, most of the countries are using deep learning techniques for
analyzing different kinds of diseases of tomato [5], peach [6], tea [7], and apple [8]
just from the image of their leaves. Computer vision extracts the information from the
image automatically, and deep learning analyzes that information for giving accurate
output [9]. The author used convolutional neural networks (CNNs) method for image
processing which comes under artificial neural networks (ANNs) that uses percep-
tron, a machine learning algorithm for supervised learning to analyze data. Within a
very short time, CNN can process a large amount of data. When it comes to the CNN
method, the level of pest detection and identification is very high and accurate. A
massive amount of data, sufficient training, and computational resources are needed
to train the system for deep learning so that it can give accurate output. For training,
the image should be collected from real-life environments and pictures must be taken
from different angles for better analyzing. The authors try to introduce this system to
the farmers so that they can use it very easily by taking pictures of the crops on their
mobile devices enabling the system to detect and identify the pest automatically by
using the algorithm. Based on the results, the farmer can then decide if he needs to
spray any medicine on the crops or not.

In short, the objective of the project is to build a system that can differen-
tiate between the harmful and beneficial pests of paddy from real-life environ-
mental images using the CNN method of deep learning techniques which is easily
supported by mobile devices. In that case, it can be a very effective pest detecting
and identification tool for farmers.

The remaining sections of this chapter are organized as follows. Section 2
describes related literature. Section 3 introduces beneficial and non-beneficial paddy
pests. Section 4 presents the methodology framework for this research. Section 5
illustrates our investigated deep learning strategies. Section 6 shows our experimental
results along with datasets. Finally, Sect. 7 concludes this chapter.
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2 Related Works

Inrecent years, automated pest detection and identification of crops have become very
active research topics. Most of the case researchers focused only on the destructive
pest of crops. On the contrary, this chapter is focusing on identifying and detecting
both destructive and useful pests of paddy plants so that farmers can decide when to
use insecticides to reduce a large number of damages. About 90% of the farmers of
Bangladesh use pesticides in their crops unnecessarily at least once [10].

Computer vision and deep learning show a great impact on object detection and
identification. Previously image extraction and classification works were done by
feature-based detection algorithms like SURF and SIFT [11] which was considered a
very hard process; also after changing the dataset, it was needed to be revisited. But the
development of computer vision and deep learning upgrades the situation extremely
and improve the level of accuracy for detecting and identifying harmful/useful pests
from real-life environmental pictures.

Gutierrez et al. [ 12] worked on the detection and identification of some destructive
pests using their captured data with the help of K-nearest neighbor (KNN) and
multilayer perceptron (MLP). KNN gives 66.47% accuracy, and MLP gives 81.12%
accuracy.

Every year pecan weevil caused huge damages in the paddy field which became
a matter of concern for farmers. Al-Saqger [13] tried to focus on that fact, and for
solving the problem, he proposed a model that can detect harmful weevil pests. For
detecting the pecan weevil in the paddy field, he developed a neural network-based
identification system using captured images. But his focus was only on pest pecan
weevil. There is another research team [ 14] who were mainly concerned about tomato
plant diseases attacked by only borers. They proposed a very simple algorithm for
processing the image that can detect pests of tomato plants at an early age. The
limitation of that work is just focusing on only the borer pests.

In China, maize is considered one of the major foods of the country. As cultivation
land started decreasing for urbanization, the quality of maize seeds became a growing
concern for the nation. Reference [15] focused only on identifying the defect of maize
seeds by using two methods GoogleNet and Cifario. Around 500 images were taken
for experimentation, and the obtained accuracies were 98.9% (GoogleNet) and 98.8%
(Cifario). Sushmitha et al. [16] surveyed destructive pest and disease identification
of crops using different deep learning methods to find the accuracy level of the
specific architecture. Their main focus was on measuring the accuracy of different
methods rather than pest detection. From the year 1998 to 2017, different types of
CNN architectures were used for pest and disease detection and identification.

From the above literature survey, all the researchers detected and identified
different destructive pests on different plants but none of them talked about benefi-
cial pests of the paddy. Besides, some works used a few images for evaluating which
may cause data biasing and become less efficient in the practical field. By identi-
fying beneficial pests of the rice plant, unnecessary use of pesticides and productivity
damage can be prevented.
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3 Pests Classification

In Bangladesh, paddy plants can be attacked by more than 159 species of pests, and
among them, 20-23 species can cause huge economical damage every year [17].
There can be two kinds of pests in crops, some pests are beneficial and some are
non-beneficial or harmful.

3.1 Beneficial Pests

Some pests are beneficial for paddy plants as they eat and kill destructive pests
like leathopper and planthopper, and some play an important role in controlling the
ecosystem of the rice field. They are also called healthy pests of paddy. Damselflies
(Agriocnemis pygmaea), earwig (Euborellia stali), field spider (Atypena formosana),
wolf spider (Lycosa pseudoannulata), ground beetles (Ophionea nigrofasciata), large
spotted ladybird (Harmonia octomaculata), meadow grasshopper (Conocephalus
longipennis), sword-tailed cricket (Metioche vittaticollis), wasp (Panstenon nr—
collaris boucek), web spinning orb-weaver spider (Argiope catenulata) are beneficial
pests of rice crops (see Fig. 2).

Agriocnemis pygmaea or Damselflies are some of the important predators of
paddy pests. Lady beetle catches mainly different harmful pests like planthoppers
and leafhoppers. The ground beetle is considered a generalist predator. Sword-tailed
cricket is the enemy of leafthoppers, planthoppers, eggs of armyworms, and stem

borers.
n ]

a. Agriocnemis pygmaea  b. Euborellia stali c. Atypena formosana d. Lycosa pseudoannu-
lata

e. Ophionea nigrofasciata

-
% >

h. Metioche vittaticollis 1. Panstenon nr. collaris j. Argiope catenulate

boucek

Fig. 2 Beneficial pests of paddy field
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3.2 Non-beneficial Pests

Some destructive or non-beneficial pests of paddy plants are Gandhi bug/rice
Bug (Leptocorisa oratoria), brown planthopper (Nilaparvata lugens), rice green
leathopper (Nephotettix nigropictus), rice hispa (Dicladispa armigera), rice leaf
roller (Cnaphalocrocis medinalis), rice stem borer (Chilo suppressalis), stink bug
(Oebalus pugnax), rice water weevil (Lissorhoptrus oryzophilus), rice armyworm
moth (Mythimna unipuncta), etc. (see Fig. 3).

Rice stem borer is considered as the most destructive pest because it damages
the paddy plants from stem to adult level. Deadhead and whitehead are two types of
damages caused by Stem borer [18]. Rice leafthopper and Planthopper are responsible
for the complete drying of paddy plants. Paddy plants are eaten by stink bug which
causes huge damage. Rice grain weevil not only attack the crops but also eat them.

4 Methodology

This study aims to make a model based on deep convolutional neural networks to
identify pests from user-provided images (see Fig. 4). Figure 4 explains a flowchart
of the identification process of beneficial and not beneficial paddy pests with a name.
All blocks in this diagram will be discussed in the following sections.

The main focus of this chapter is detecting and identifying beneficial and non-
beneficial pests with computer vision and deep learning techniques. As detecting

g. Oebalus pugnax h. Lissorhoptrus oryzophilus i. Mythimna unipuncta

Fig. 3 Destructive pests of paddy field
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Fig. 4 Flowchart for pest’s identification of paddy

and identifying techniques are based on learning algorithms, it is very important
to generate and label the dataset of different types of beneficial and non-beneficial
pests that were generated manually and automatically from the set of images. Dataset
quality and its labeling will greatly impact on the accuracy of the system. For that
reason, generated pictures are labeled using image annotation tools for getting accu-
rate results of beneficial and non-beneficial pests. We have done some different
image pre-processing steps such as denoising [19, 20], contrast enhancement [21],
and background subtraction [22].

S Deep Learning

Deep learning is a field of machine learning concerned with algorithms that are
inspired and structured by the function of the brain called artificial neural networks.

5.1 Convolutional Neural Network

A powerful technology called convolutional neural network (CNN) is used for the
classification of visual inputs that are raised from documents [23]. Itis found [24] that
a form of transitional invariance is acquired when neurons with the same parameters
are applied on previous layer patches at different locations.

CNN consists of three types of neural layers, namely convolutional layers, pooling
layers, and fully connected layers which is responsible for performing different kinds
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of operations. For detecting and identifying beneficial and non-beneficial pests from
the image the author used CNN methods.

5.1.1 Convolutional Layers

This layer receives the input and transforms the input and output into the next layer
which operation is called convolutional operations. It can detect the pattern of the
images using filters. The image input needs to be given, and the CNN utilizes various
kernels to convolve the whole image along with intermediate feature maps, generating
different types of feature maps.

5.1.2 Pooling Layers

The function of the pooling layer is to progressively reduce the structural size of the
representation to reduce the number of parameters and computation in the network.
In this layer, image is shrinking into smaller sizes or reducing the size of each
image that causes simultaneous loss of information which is called subsampling
or downsampling [25]. The depth dimension (width x height) of the volume is
not affected by the layer. The decreasing size of the image is considered beneficial
because lower in size leads to less computational over the head for the upcoming
layers which works against overfitting.

5.1.3 Fully Connected Layers

The fully connected layer is working as feed-forward neural networks. This is the
final layer of CNN where actual classification happens. Featured maps are converted
into featured vectors in a fully connected layer which we get from previous layers.
To implement forward and backward propagation fully, the connected layer follows
some rules [23] given below:

L+l ZwL+l | (1)
=2 vl @

Here, x and giL are, respectively, the activation and gradient unit of i at layer L,
and wL+1 is weight connecting unit i at layer L to unit j at layer L + 1.

N eurons are capable of extracting features such as corners and edges and combined
with the subsequent convolutional layer for detecting high order features [25].
Each plane is responsible for constructing feature maps which is equivalent to
convolutional operations followed by additive bias term and sigmoid function:
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Here, d is the depth of the convolutional layer, w is the weight matrix, and b is bias
term. The weight matrix is whole for fully connected neural networks that connect
with all the inputs to every unit with different weights.

5.1.4 Faster R-CNN

The methods, structures, and detection process which are used in this chapter are
described in this section. The Faster R-CNN is an object detection architecture
that is used to identify and detect the beneficial and non-beneficial pests of paddy
from image (see Fig. 5). To obtain high recognition rates of beneficial and non-
beneficial paddy pest features extraction, neural networks must accurately extract
characteristics of the images containing paddy pests.

ResNet-101, VGG-16, and MobileNet are three types of deep convolutional neural
networks which used to extract image features in this chapter. In Faster R-CNN, from
input images, deep convolutional neural network (DCNN) extracts feature maps and
region proposals that are generated through region proposal network (RPN) and fully
connected layer. After that fixed-sized features, map generated for classification and
positioning.

For each region of interest (ROI), there are two outputs of Faster R-CNN, one is
a classification result which labels the boxes and another is a regression result that
provides the coordinates of region proposals. On the other hand, the final input of a
fully connected layer needs consistency in size so ROIs which are consistent in size
are used as input in a fully connected layer.

5.1.5 VGG-16

In the VGG-16 network, the first and second convolutional layers contain 64 feature
kernel filters where the filter size is 3 x 3. RGB image with depth 3 passes through
those layers and dimension changes into 224 x 224 x 64, and the output is passed
to the max-pooling layer with a stride of 2 [26].

The third and fourth layers have 124 feature kernel filters with 3 x 3 size filter,
and these are followed by a max-pooling layer with stride 2 where output is reduced

Rice Green Lea.
hopper
(Non-Beneficial)

Fig. 5 Architecture of Faster R-CNN



Deep Learning-Based Essential Paddy Pests’ Filtration Technique ... 59

to 56 x 56 x 128. The fifth, sixth, and seventh layers use 256 feature maps with
stride 2, and the eighth to thirteen have 512 kernel filters with stride 1. Fourteen and
fifteen layers are fully connected hidden layers of 4096 units followed by 1000 units
of the softmax output layer [26].

5.1.6 ResNet-101

In this chapter, ResNet-101 is a convolutional neural network of 101 layers deep with
three layers of the block that is used for extracting images as it gives more accurate
results than any other layers by considerable margins [27]. For scale augmentation,
the picture needs to be reshaped with its shorter side and 224 x 224 crop which is
sampled from the picture with per-pixel mean subtracted. The total duration of the
process was 22.50 h with a large number of iterations. The significant accuracy is
achieved from the considerably increased depth which is witnessed for the evaluation
matrices.

5.1.7 MobileNet

MobileNet is nearly as accurate as VGG-16 which is 32 times smaller, 27 times
less compute-intensive, and more accurate than any other networks [28]. It is the
most effective base network in the modern pest detection system. The author trained
MobileNet for recognition of the beneficial and non-beneficial paddy pests’ dataset
which is larger and noisy, and results achieve the desired state followed by greatly
reduced computation and size.

6 Experiments

The details of the experiments, for example, data collection, parameter fitting, and
experimental results all are discussed in this section of the chapter. Every model’s
performance which is used during the whole process is shown through data and
images.

6.1 Dataset

We have acquired 673 images of beneficial pests and 805 images of non-beneficial
pests. These images are expanded through augmentation (by scaling and rotations)
to 3365 images for the beneficial pests and 6930 images for the non-beneficial pests.
The whole experimentation is performed at a ratio of 6:2:2 for training, validation,
and testing, respectively.
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Table 1 Categorical information on the beneficial pest dataset

Beneficial pest Original® | Expanded® | Training® | Validationd | Test®
Damselflies 54 270 162 54 54
Earwig 66 330 198 66 66
Field spider 102 510 306 102 102
‘Wolf spider 72 360 216 72 72
Ground beetles 42 210 126 42 42
Large spotted ladybird 64 320 192 64 64
Meadow grasshopper 113 565 339 113 113
Sword-tailed cricket 84 420 252 84 84
Wasp 32 160 96 32 32
Web spinning orb-weaver spider | 44 220 132 44 44
Total 673 3365 2019 673 673

4Number of original images

"Number of images after augmentation
“Number of trained set images
dNumber of images in the validation set
¢Number of images in the test set

The categorical information on beneficial and non-beneficial pest datasets is
shown in Tables 1 and 2, respectively.

6.2 Experimental Setup

To train the model, mainly training set is used and the validation set is used for giving
feedback about the progress of the training and regulates the training if it is complete
or not. Lastly, the trained model is applied to the test set for evaluating the model’s
performance.

In the experiment, a very small dataset is used and the number of iterations of
the Faster R-CNN was set to 70,500 where the training results are saved every 5540
iterations.

The three different models ResNet-101, VGG-16, and MobileNet are used.

6.3 Confusion Matrix

A confusion matrix is a size of n x n with a classifier that shows the predicted and
actual classification where n is the number of different classes [29]. In the confusion
matrix, TP, TN, FP, and FN indicate true positive, true negative, false positive, and
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Table 2 Categorical information on the non-beneficial pest dataset

Non-beneficial pest Original® Expanded® Training® Validationd Test®
Gandhi bug/rice bug 44 220 132 44 44
Brown pant hopper 67 335 201 67 67
Rice green leathopper 72 360 216 72 72
Rice hispa 50 250 150 50 50
Rice leaf roller 109 545 327 109 109
Rice stem borer 39 195 117 39 39
Stink bug 47 235 141 47 47
Rice water weevil 78 390 234 78 78
Rice armyworm moth 101 505 303 101 101
Gandhi bug/rice bug 86 430 258 86 86
Brown planthopper 112 3465 2079 693 693
Total 805 6930 4158 1386 1386

#Number of original images

YNumber of images after augmentation
“Number of trained set images
dNumber of images in the validation set
®Number of images in the test set

false negative, respectively. Accuracy is a ratio of correctly predicted observations
to the total observations, and it is calculated as,

( )
ACCuI’aCy 4

Beneficial and non-beneficial pest’s images, accuracy of ResNet-101 is highest
96.93% and 95.07%, respectively (see Figs. 6 and 7).

Fig. 6 Beneficial pest 100 96.93
detection accuracy '

95
0 86.5 85.48
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80

75
B VGG-16 (%) MmResNet-101 (%)

MobileNet (%)



62

Fig. 7 Non-beneficial pest
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The VGG-16 gets the highest value in two types of pest detection, while in Table
3, ResNet-101 performs well to detect nine types of beneficial pest, and in Table 4,
it detects eight types of non-beneficial pests from image (see Tables 3 and 4).

Table 3 Obtained accuracy by using different CNN models for the beneficial pests’ dataset

Beneficial pest VGG-16 (accuracy in | ResNet-101 (accuracy | MobileNet (accuracy
%) in %) in %)

Damselflies 97.99 97.99 97.98

Earwig 79.24 96 67

Field spider 90.43 97 71.7

Wolf spider 79.8 97 97.5

Ground beetles 98 93.33 90.39

Large spotted 94.18 98 96

ladybird

Meadow 90.62 98 97.97

grasshopper

Sword-tailed 94.2 96 68.26

cricket

Wasp 70 98 77.44

‘Web spinning 70.59 98 90.54

orb-weaver spider

Accuracy 86.50 96.93 85.48
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Table 4 Obtained accuracy by using different CNN models for the non-beneficial pests’ dataset

Non-beneficial pest VGG-16 (accuracy in | ResNet-101 (accuracy | MobileNet (accuracy
%) in %) in %)
Gandhi bug/rice bug | 94.18 98.56 97.48
Brown planthopper 98.99 98.75 98
Rice green leathopper | 90.2 94 93
Rice hispa 79.24 96 67
Rice leaf roller 779 96 66.26
Rice stem borer 99 99.43 93
Stink bug 70.59 85 70.7
Rice water weevil 94.2 96 95
Rice armyworm moth | 90.43 91.86 77.44
Accuracy 88.30 95.07 84.21

6.4 Computation Time

Three different neural networks were used to detect pests from the image and showed
that those proposed methods give very accurate results in detecting and identifying
beneficial and non-beneficial pests. Results of the experiment indicate that ResNet-
101 gives that highest detection rate but for training and detecting pests, it takes more
time than the other two methods (see Table 5). On the other hand, MobileNet gives
less accurate results but for training purposes, it takes less time than ResNet-101.

Based on the above table results, it can be said that the deeper and well-performed
convolutional neural network has a more complex structure which takes a long time
to detect objects than the normal methods.

7 Conclusion

In this chapter, we focused on the identification and detection of beneficial and
harmful pests of paddy field using a region-based Faster R-CNN, where a deep
CNN is connected with a region proposal network (RPN). It is found that ResNet-
101 gives more accurate results of detecting pest from an image than VGG-16 and
MobileNet but takes a long time due to its complex structure. ResNet-101 got the

Table 5 Training time of g, 10 g CNN Models Time (h)
three models
ResNet-101 22.50
MobileNet 13.42
VGG-16 19.25
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highest accuracy of 96.93% and 95.07% in detecting beneficial and non-beneficial
pests, respectively. Through this system, a farmer can identify the pests in a real field
by taking images by a smartphone. This will help the farmer to take the required
action. Future work will be focused on finding a faster computational deep learning
model for learning with a better accuracy level.
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1 Introduction

Mango insects are nowadays a big threat to the cultivation of mango. Attack of mango
insects can have a severe outcome on the quality and quantity of mango production.
A study on the impact of fruit fly on mango production indicated that production
decreases from 24% to a higher loss of 60% [1]. If the insects can be classified
adequately, then the cultivation of mango will give a significant improvement in
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production. Almost a dozen insects have been found damaging the mangoes, which
cause severe economic losses. The fruit fly, mango hopper, mango stone weevil,
mealybug, stem borer, leaf weevil, red ant, and others are termed as the significant
mango insects [2]. Distinguishing the proper category of insects is essential to take
necessary actions. The diversity of these insects makes it rigid to classify a particular
category correctly. However, a computer-aided solution can capture the diversity of
insects to find a solution. This research proposes a scheme to classify mango insects.

In recent years, tremendous research has been conducted on insect classifica-
tion based on advanced techniques such as machine learning or deep learning.
However, there exist not many thorough studies on mango insect classification
due to the unavailability of the dataset. Machine learning-based classification tech-
niques require sophisticated datasets to perform analysis. However, most classifi-
cation methods for image data use deep learning algorithms rather than traditional
machine learning methods. The advances in computation resources make it feasible
to use deep learning techniques instead of others. In this study, we also proposed
a deep learning method to detect mango insects. This research experimented with
different architectures of convolutional neural networks (CNN). Besides, we studied
an aggregated technique known as an ensemble using three different fine-tuned CNN
models. This study included the ensemble classification method to attain consider-
ably better performance than individual models. We have also studied other archi-
tecture of the CNN model, while for the ensemble method, this chapter adopted
VGG19, MobileNet, and Xception architecture. The reason for choosing these three
architectures is to include different variants of convolution operation techniques
applied in CNN models. This variation helps the ensemble method to achieve better
performance. Here, the VGG19 uses general convolution operation with no optimiza-
tion to reduce computational complexity. In contrast, both MobileNet and Xception
use depthwise separable convolution, which is much more computationally effi-
cient. However, the technique of depthwise separable convolution is a bit different
in MobileNet and Xception.

The newly created dataset of this research contains three different types of insects
Dorsophila melanogaster (Fruit Fly), Idiocopus clypealis (Mango Hopper), and Ster-
nochetus mangiferae (Mango Stone Weevil). These species of insects are mostly
affecting the mango production in the Asian region [3]. This research collects data
from different open sources. Our newly created dataset is one of the main contribu-
tions of this research. The dataset contains a different train, test, and validation set
with labels.

The contributions of this chapter are as follows:

— Ensemble-based deep learning methods for mango insect classification with
improved performances. The ensemble includes fine-tuned VGG19, Xception,
and MobileNet.

— The creation of a dataset for mango insect classification consists of the three most
dangerous insects- stone weevil, fruit fly, and hopper.

— An intuitive study of deep learning methods for mango insect classification with
limited data.
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— A study of ensemble methods for performance improvement on insect classifica-
tion.

The rest of the chapter organized as Sect. 2 presents previous studies related to
this research. The ensemble method and pre-trained models fine-tuning are discussed
in Sect. 3. Section 4 describes the performance of our proposed method. The last
section of this chapter concludes the research and indicates future scopes in mango
insect classification.

2 Related Works

Automatic insect classification and detection is an ongoing research topic for the
last few years. In order to enhance the classification rate of insects, researchers have
studied many techniques using machine learning, pattern recognition, and computer
vision. Several machine learning and deep learning techniques have been studied for
insect classification and detection. Computer vision and pattern recognition made
substantial advances in previous years. Large Scale Visual Recognition Challenge
(ILSVRC) based on ImageNet public dataset has been customized as a benchmark
for different recognition related problems in computer vision, together with object
classification and object identification. Despite the advances in insect detection, there
are not many studies on mango insects. This section describes several studies related
to dataset collection and insect classification and detection methods in recent years.

Authors of [4] designed fruit fly larvae detection on mango using a hyperspectral
imaging technique. They used traditional techniques of image processing to detect
and localize fruit fly larvae in mangoes. They claimed 87.7% accuracy of this tech-
nique. Xia et al. [5] utilized fine-tuned VGG19 to extract features from insects with
a regional proposal network to classify and localize insects. Their proposed method
achieved an mAP value of 89.22%. A fusion method of saliency image preprocessing
and convolutional neural networks is studied in [6]. They used three different types
of preprocessing to extract saliency images and used those images as input for CNN
to classify insects with an accuracy of 61.93% in IP102 dataset for insect detection.
Researchers of [7] designed a study on insect detection using a saliency map of the
image with SIFT-HMAX and LCP feature extraction technique and SVM for clas-
sification. The proposed method of [7] can classify within 146.3 s with an accuracy
of 85.5%.

Khalifa et al. [8] proposed a transfer learning method for insect classification on
IP102 dataset. They used pretrain AlexNet model with an augmentation technique
to classify insects into different classes. Their proposed method achieved an accu-
racy of 89.33% on IP102 test dataset. This method does not provide any comparison
with recent advanced deep learning methods. The authors of [9] designed a convolu-
tional network-based feature extraction method to identify the taxonomy of insects.
They have used VGG16 network in their study for the feature extraction process.
Fuentes et al. [10] proposed a real-time tomato insect detection scheme using deep
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learning techniques. They combined three different object detection and recognition
techniques in their “deep learning meta-architectures.” Their work also extended to
detect different diseases caused by insects. Besides, the proposed method worked on
the localization of disease and insects.

Insect classification using a non-image-based technique is also studied by
researchers using machine learning and traditional classification techniques. Phung
et al. proposed an insect classification method using the acoustic feature of insects
using the bagged tree and kNN classifier [11]. Their proposed classification method
on eleven different types of insects achieved an accuracy of 92.3% using a bagged tree
while classification accuracy using kNN was 88.5%. Saranwong et al. studied a near-
infrared imaging technique for fruit fly larvae [12]. They performed this technique
on intact mangoes. The drawback of this work is they worked with one particular
type of insects.

3 Methodology

The methodology section describes the working procedure of our mango insects clas-
sification method. This research prepares a specific dataset of mango insects along-
side a classification scheme. The first subsection illustrates the overall procedure of
dataset preparation. The dataset preparation consists of several steps like data collec-
tion, cleaning, labeling, and decomposing, to make the dataset consistent. The next
step of the methodology is model preparation. The model preparation step includes
data augmentation, model training, and the ensemble of models. Figure 1 presents
an overall view of the proposed methodology.

3.1 Dataset Preparation

Dataset preparation is the preliminary task of organizing data for training and eval-
uating machine learning or deep learning models. Appropriate data preparation
aids model to find optimal parameters. Dataset preparation is a complex process
to be usable for training deep learning models. The procedure includes defining the
problem, and here it is mango insect classification from insect images. The next
step towards this procedure is the data collection. The procedure includes sources
of data, collection procedure, type of data to collect, and others [13]. This research
uses Google image search to collect data from open-source image collections. The
unqualified images are removed to maintain consistency in the dataset. The collected
data needs to be in a specific format. This research uses a conversion mechanism
for formatting images into JPEG format. The images are also resized into a standard
dimension of 224 x 224.

The clean and consistent data are then distributed into train, validation, and test
set. The data distribution is a significant part of dataset preparation. The dataset is first
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Table 1 The distribution of Species Number of samples
data among three classes
(fruit fly, hopper, and stone Fruit fly 1215
weevil) Hopper 892
Stone weevil 402

divided into two sets- train and test where 85% of the clean data belongs to train set
using random selection technique. Then the two datasets are checked for duplicates.
The duplicate checking ensures the consistency of data distribution among train and
test sets. After that, five percent of the total data is chosen randomly from the train
set and make them a validation set. Again, a repetition check is performed on a new
train and validation set and taken proper action to remove repetition.

Table 1 shows the distribution of data among different classes. This table presents
the overall data distribution. The train set of the whole dataset contains 1215 fruit
fly images, 892 hopper images, and 402 stone weevil images. There are 60, 45, and
20 images for fruit fly, hopper, and stone weevil, respectively in the validation set
and test set consist of the remaining of the data with 180 images of the fruit fly, 135
hopper images, and 60 images of stone weevil. Table 2 presents the data distribution
among train, validation and test set. Figure 2 shows a few instances of different
insects belong to this dataset.

Fruit Fly
(Drosophila
melanogaster)

Hopper
(Idioscopus
clypealis)

Stone Weevil
or
Mango Stone Weevil
(Sternochetus
mangiferae)

Fig. 2 A few instances of fruit fly, hopper, and mango stone weevil
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3.2 Ensemble-Based Classification

Classification is a term popularly used in deep learning, and the machine learning
domain refers to the system to categorize data into classes. Herein, we studied mango
insect classification using an ensemble technique. The ensemble is a fancy term to
represent the aggregation of several methods that work together to find an optimal
solution. This study uses an ensemble of three different pre-trained CNN model
architecture to classify mango insects. A model that is already trained on a dataset
and that weights of that model can be used to solve another problem. This already
trained model is known as a pre-trained model. This work uses pre-trained models to
get benefits from extensive training of models on large datasets like ImageNet. The
three models are Xception, MobileNet, and VGG19. Pre-trained models are not ready
to go for every classification; these models require some modification and retraining
to be useful for particular purpose. The procedure of retraining a pre-trained model
for any particular task is referred to as fine-tuning the model. We have fine-tuned
these models as required for insect classification by tuning parameters and hyper-
parameters of these models. The fine-tuning of these models are discussed in the next
part of this section. In order to compensate with a limited dataset, we have utilized
data augmentation techniques to increase the dataset size.

Data Augmentation: Data augmentation is a process to create different variants of the
same data to increase diversity in the dataset. Data augmentation is a handy technique
to work with limited data. The augmentation of data requires to maintain some
constraints to be useful for classification. This work used augmentation techniques
to increase dataset size artificially. Most of the mango insects are small in size, thus
zooming images to a certain extend is convenient. This study used random zooming
of up to 0.2. This random zooming increase diversity while training and reduce model
overfitting. Besides, the training procedure also used shearing with randomly chosen
value within a range of 0 to 0.1. Flipping is another augmentation technique; we have
applied during training.

Moreover, complex image augmentation, like random rotation with zooming,
also applied. The pre-trained models require scaled images with pixel values within
a range of 0.0 to 1.0. Each image of the dataset is rescaled by dividing the pixel
values with the highest intensity value of 255. Fine-tuning of pre-trained models for
insect classification is discussed in the next few subsections.

Fine-Tuned VGG19 Model: Training a nineteen weighted layers VGG19 archi-
tecture from scratch requires a large amount of data. A trained model with limited

Table 2 ‘Tre'un-\'/ahdatlon-test Dataset Fruit fly Hopper Stone weevil
dataset distribution
Train 975 712 322
Validation 60 45 20
Test 180 135 60
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data fails to give a good performance. Instead of using a scratch model for limited
data, retraining a trained model with vast amounts of data helps to attain considerable
performance [14]. This retraining of existing pre-trained is beneficial as these models
capable of learning low-level features of any image. Due to a lack of extensive data,
we have adopted a pre-trained VGG19 model for classification. The pre-trained
VGG19 was previously trained on the ImageNet dataset contains nineteen layers.
The pre-trained model can classify images into 1000 classes. However, this research
requires images to classify into three categories. To use a pre-trained VGG19 model,
we need to fine-tune as our requirement for three-class classification.

The fine-tuning procedure includes several changes in the classifier part of the
model. The output layer of the fine-tuned model contains three neurons instead
of 1000 neurons of the pre-trained model. This is a three-class (fruit fly, hopper,
and stone weevil) classification problem; thus, the fine-tuned model contains three
neurons instead of a thousand neurons of the pre-trained model. The model with
modified output layer performance is surpassed by a lower number of hidden neurons
in hidden layers. After experimenting with several parameters, this research used
512 and 256 neurons on hidden layers with dropout. Besides, dropout facilitates the
random presence and absence of each neuron with a certain probability. The model
uses the softmax activation function at the output layer and the ReLLU activation
function at hidden layers. The batch size of the model for training was 64 images
of size 224 x 224. The weight of the convolution part of the pre-trained model is
not trained, while the classifier part is randomly initialized and optimized using the
mango insect dataset. Figure 3 shows the architecture of the fine-tuned model.

Fine-Tuned MobileNet Model: The MobileNet model uses a different technique for
convolution rather than the convolution technique applied in VGG19. The depthwise

224 %224 % 64
2
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conv -I
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| Output + Softmax

conv 1

Fig. 3 The architecture of fine-tuned VGG19
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Separable Convolution (DSC) technique of the MobileNet model makes it efficient
to train with less computing resources without compromising the performance [15].
To utilize the MobileNet pre-trained model for mango insect classification, we need
to fine-tune the model.

The fine-tuning process of MobileNet architecture eliminates the classifier head
of the architecture and redesigns the classifier part of the model as required to
classify mango insects. The experimented dataset contains three different classes
thus, the fine-tuned model has three units at the output layer. These three output
units or neurons are responsible for classifying an input image to one of the three
classes. The average pooling layer of MobileNet architecture is replaced with a
Global Average Pooling (GAP) to decrease the fine-tuned model parameters. This
layer is followed by two fully-connected layers with 512 neurons on the first hidden
layer and 256 neurons on the second. Batch-normalization is applied to speed up
the training process. The experiments use dropout to eradicate the effect of over-
fitting each hidden layer followed by a dropout layer in this regard. The network
uses the ReLU activation function for hidden layers. Figure 4 shows the fine-tuned
architecture of the MobileNet model with depthwise convolution visualization.

Depthwise Conveolution
(a)
ffa
i e .
Pointwise Convolution
— nxn conv o,
o = | ™ | OPERT 1x1 conv
§
L wh }
| . ’
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Fig. 4 a Depthwise separable convolution of MobileNet and b Fine-tuned MobileNet architecture
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The output layer uses the softmax activation function. This fine-tuned model uses
Adam optimizer to update weights. The early stopping technique is also utilized
to stop the training process when validation accuracy remained constant for a few
epochs. This technique helps to train the model without overfitting. The learning rate
of training is set to le-4 at the initial stage of model compilation.

Fine-Tuned Xception Model: The architecture of Xception uses a different form of
DSC. The procedure of DSC uses the reverse operation strategy applied in MobileNet
DSC. The DSC of Xception performs pointwise convolution, followed by depthwise
convolution. This procedure of DSC helps the Xception model to train faster than
others with improved performance [16]. Figure 5 illustrates the DSC of Xception
with the fine-tuned architecture of Xception.
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Fig. 6 Ensemble the procedure of the proposed method

The fine-tuning process of the Xception model is similar to two other models with
few differences. The output layer of the model has the same number of neurons as
the previous two models. The difference between the previous fine-tuning process
with this tuned process is that this does not apply GAP as pre-trained already has
GAP. We have used two hidden layers with a similar number of neurons as previous
models. Batch-normalization is applied after the GAP layer. The hidden layer uses
ReLU activation, while the output layer uses softmax activation. Dropout is applied
to reduce overfitting. The fine-tuned model also uses Adam optimizer and accuracy
as metrics. Early stopping is also utilized as previous models.

The ensemble of Models: The ensemble method is an excellent way of combining
results from different methods to achieve improved performance in classification.
This proposed method uses the result of the previously mentioned three fine-tuned
models. This ensemble method uses the classification output of each model and sums
them for each class. The class with the highest sum is the output of the ensemble
method. The implemented algorithm uses five digits after the decimal point to mini-
mize tie. Figure 6 shows a graphical illustration of the ensemble method using three
fine-tuned model. The ensemble method helps attain better results than a single clas-
sifier. This chapter also experimented with other types of ensemble mechanisms
such as voting where the final result is the class with the maximum number of
votes. However, the summing of probabilities gave a significant performance. Algo-
rithm 1 illustrates the algorithmic classification procedure of mango insects using
the ensemble technique.
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Algorithm 1 Ensemble technique for classification of mango insects.

Input: Images of mango insects with actual labels as {(x;, v1), (X2,¥2), .., (Xm Ym)},
here x; represents a test image and y; is the corresponding actual label of the image
fori=1,2,3, ..., m. (mis the total number of test images).

Output: Predicted output (y_pred;) of images using ensemble classification for i =
1,2,3,...,m.

begin
Design N models for the intended task j=1,2, 3, ..., N.
for j=1to Ndo
Train the j model on the training dataset and find the optimum parameters by
utilizing the performance on the validation set.
Store the optimal model as M; for testing. (M is the collection of N models)

fori=1,2,3, ..., mtest images do
initialization: maxp.» = 0, prob_sum = {0}
for models M:j=1to N do
Give test image x; as input to the model M;
for kin 1, 2, ..., number of classes (n.) do
prob_sumy += value of k& output neuron of M;
if prob_sumy; > maxy..» then
MAXprobp = prob_sumy
y predi=k

Evaluate the performance of ensemble classification using y; and y_pred, for i in 1
to m.
end

The algorithm illustrates that the ensemble procedure starts with an image input.
Performance evaluation on test images with labels is symbolized as (x;, y;) where x;
is the image and y; is the actual label of the image. Each model outputs the probability
value of that image for different classes. The class with the highest probability value
is the predicted class of that image. The ensemble technique utilizes the probability
value of every class from each model and aggregates the probability of every class
in an array. The aggregated probability is stored in prob_sum array for the number
of total classes (n.). ith index of prob_sum array represents the probability sum of
ith class among n, classes. This aggregation procedure of the ensemble technique
overcomes the downfall of using a single model for classification. The maximum
value is also calculated while computing the cumulative value of the probability to
find the output class.
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4 Results and Discussion

The results of mango insect classification are discussed in this section. Besides, this
section also presents the result of data collection and preparation of the mango insect
dataset. Subsequent subsections present and discuss the results of each fine-tuned
model. Section 4.2 demonstrates a detailed performance analysis of the ensemble
method.

4.1 Performance of Fine-Tuned Models

VGG19 Performance: Fig. 7 illustrates the performance of the fine-tuned VGG19
model on test data. We can calculate the accuracy of the model from the confusion
matrix of the VGG19 model on test data. The accuracy of multiclass classification is
calculated using Eq. (1). It is more informative to calculate the precision and recall
score of the model on the test dataset. Equations (2) and (3) present the calculating
formula for precision and recall. The precision score of the fine-tuned VGG19 model
on test data is 89% for fruit fly, 99% for hopper, and 82% stone weevil. The recall
score is also known as sensitivity. Recall or sensitivity score of fine-tuned VGG19 is
93%, 92%, and 85% for fruit fly, hopper, and stone weevil accordingly. The overall
accuracy of the model on the test dataset is 91%. Table 3 presents the performance
metrics of the fine-tuned VGG19 model.

A correctly classified samples (n,) 0
ccuracy =
y total number of samples (n)

. correctly classified positive samples (1)
Precision =

2

total number of predicted positive samples (n,,471 )

Fig. 7 Confusion matrix of

fine-tuned VGG19 model 160

11 140
-120
-100

- 80

-0
-40

~N - 9 0 51
-20

Fruit Fly Hopper Stone Weevil
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Table 3 Performance metrics of fine-tuned VGG19 model on mango insect classification test data

Performance metric Fruit fly Hopper Stone weevil Macro average
Accuracy 0.91

Precision 0.89 0.99 0.82 0.90

Recall 0.93 0.92 0.85 0.90

F1-score 0.91 0.95 0.84 0.90

correctly classified positive samples (n : p)

Recall = 3)

total number of actual positive samples (1;, + 1 ¢4 )

MobileNet Performance: The performance of MobileNet is also calculated on test
data. Figure 8 shows the confusion matrix for MobileNet on test data. MobileNet
attains 97% precision on fruit fly, 94% on the hopper, and 96% on the stone weevil.
The recall score of MobileNet on test data is interesting as it gives 99% on fruit fly and
hopper classification. However, MobileNet attains a comparatively low recall score
on stone weevil classification with a sensitivity value of 80%. Recall and sensitivity
are the same measures with different names. This indicates that the architecture of
MobileNet fails to identify stone weevil correctly. Table 4 presents performance
metrics.

Fig. 8 MobileNet

performance on test dataset 160
2
140
-120
- 100
0
- 80
- 60
-40
~ - 3 9 45
-20
] i ] -0
Fruit Fly Hopper Stone Weevil
Table 4 Performance on test data of fine-tuned MobileNet model
Performance metric Fruit Fly Hopper Stone weevil Macro average
Accuracy 0.96
Precision 0.97 0.94 0.96 0.96
Recall 0.99 0.99 0.80 0.92
Fl-score 0.98 0.96 0.87 0.94
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Fig. 9 Confusion matrix of
Xception model on test
dataset
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Table 5 Performance metrics of fine-tuned Xception model on mango insect classification test data

Performance metric Fruit fly Hopper Stone weevil Macro average
Accuracy 0.96

Precision 0.95 0.97 0.98 0.97

Recall 0.98 0.96 0.92 0.95

Fl-score 0.96 0.96 0.95 0.96

Xception Performance: Fine-tuned Xception gives a better performance than the
fine-tuned VGG19 and MobileNet model. The performance accuracy of the Xception
model on the test set is 96%. Figure 9 shows the confusion matrix of the Xception
model’s performance on the test dataset. Table 5 shows the detailed performance
metrics for the fine-tuned Xception model. The sensitivity or recall of each class is
98%, 96%, and 92% respectively for fruit fly, hopper, and stone weevil. The precision
score of the Xception model on the test dataset is 95% for fruit fly, 98% on stone
weevil, and 96% for hopper images.

4.2 Ensemble Method Performance

The ensemble method aggregates the results of fine-tuned models and uses the aggre-
gated result for classification. The aggregated results help the ensemble method to
boost the performance of classification. This aggregation of results helps to overcome
the shortcoming of the individual model. Figure 10 presents the confusion matrix of
mango insect classification using an ensemble method. The ensemble method has
attained the best precision score and sensitivity score on each model. The precision
score of the ensemble method on the test set is as follows 96% for fruit fly, 99%
on hopper images, and flawless on stone weevil images. Also, the recall score on
the ensemble method is quite good on different images. The recall score of fruit
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Fig. 10 Performance of
ensemble method on test set
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Table 6 Performance metrics of ensemble method on test data
Performance metric Fruit fly Hopper Stone weevil Macro average
Accuracy 0.98
Precision 0.96 0.99 1.00 0.98
Recall 0.99 0.99 0.92 0.97
F1-score 0.98 0.99 0.96 0.97

fly and hopper images is 99%, while 92% on stone weevil images. The accuracy
of the ensemble method on test data is better than each model with an accuracy of
98%. Table 6 shows the performance metrics of ensemble method.

Receiver Operating Characteristic (ROC) curve and Area Under the Curve
(AUC): These are two significant metrics for evaluating classification performance
[17]. Figure 11 represents the ROC curve with the AUC value of different classes
for ensemble classification. The figure also represents the micro and macro average
of the ROC curve with the AUC score. Hopper images achieved the best AUC score
of 0.99, and stone weevil has the least AUC score. Both micro and macro average
[18] AUC score of the ensemble method is 0.98. The interpretation of the AUC
score indicates that the higher the classification model’s value, the better the model
is for classification. From this interpretation, it is evident that this proposed method
performs well on mango insect classification.

Precision-Recall (PR) curve: The PR curve presents the precision and recall value
of the classification model at different thresholds. The PR curve is more important
for methods that work on an imbalanced dataset. The imbalance between the number
of images in the largest class and smallest class in our dataset is not significantly
high. PR curve gives significantly better intuition on the moderate class imbalance.
Figure 12 shows the PR curve of our proposed method.
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Receiver Operating Characteristic (ROC) curve of Ensemble Method
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Fig. 12 Precision versus Recall curve of ensemble method

5 Conclusion

The adverse of insects in mango production cause substantial economic loss. The use
of pesticides without knowing the category of pests can cause severe damage to the
growth of mango. This chapter proposed a mango insect classification scheme using
an ensemble of CNN models. Besides, this study developed a dataset of mango insects
to aid automated mango insect classification. The dataset contains three thousand
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clean images with labels distributed into train, validation, and a test set of three
different kinds of mango insects named mango stone weevil, mango hopper, and
fruit fly. This research also presented a study of ensemble techniques to classify
mango insects. The ensemble technique used three well-performed fine-tuned CNN
models to boost the performance of the ensemble technique with an accuracy of 98%.
This work will be extended to increase the dataset size with several types of mango
insects in the future. It will be interesting to use other techniques to detect insects in
real-time.
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Implementation of a Convolutional )
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of Tomato-Leaf Diseases

Md. Ismail Jabiullah, Shovon Ahammed, Mostafizur Rahman,
Mahedi Hasan, and Kawser Ahmed

1 Introduction

Bangladesh is an agricultural country and here, agriculture is the backbone of its
economy. It produces a tomato every year. Most of the people in Bangladesh live
in the village. And most of the village people are farmers. Their life depends on
agriculture. They work from dawn to dusk to produce the crop. Tomato is one of
them. It takes almost 3 months to harvest. So, it is a very long time. The tomato
is full of lutein and lycopene. It has got many health benefits. In these 3 months,
the farmers left no stone unturned to produce a good crop. But due to disease, they
do not get the expected production. Not only the farmer suffers but also the whole
economy of our country suffers due to a loss of production. Again, Bangladesh is a
densely populated country that is why these losses are irrecoverable. In this work,
nine tomato-leaf diseases are taken into consideration. If these can be determined
earlier then proper measures can be taken to protect the production.

But it is hard to detect them at an earlier stage with our eyes. Because there are
huge similarities between most of the diseases (see Fig. 1). But there are significant
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Fig. 1 Images of tomato-leaf diseases

individual features which help to detect the actual disease. Many works have been
done on tomato leaf disease detection. But most of them have worked with only a
few numbers of diseases.

Now-a-day’s technology is taking big steps to solve human problems. Deep
learning is an efficient technology that is widely used in many such applications.
That is why deep learning algorithms have been used in this approach. The convo-
lutional neural network (CNN) is a deep learning strategy that is used to address in
this work to solve the tomato-leaf disease recognition problem.

The remaining parts of the chapter are organized as follows.

Section 2 describes the literature review. Section 3 presents research methodology
including the implementation of CNN. Section 4 illustrates the research results and
finally, Sect. 5 concludes the chapter.
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2 Related Works

There are many techniques available to detect and classify agricultural diseases. Most
of them are based on image processing techniques. The key step is feature extraction
from the image.

Sharath et al. [1] have detected bacterial blight in pomegranate. They have used
images to perform the task. For segmentation, they have used the GrabCut segmen-
tation technique. After segmentation, they have used the Gaussian mixture model
(GMM) on the data. On the feature extraction part, they have one sub-section called
edge detection. Canny edge detection has been used to detect the affected edges
of pomegranate. Khirade and Patil [2] have analyzed plant disease using an image
processing technique. They have discussed four steps. In the image segmentation
part, they have discussed three methods. First, they have discussed image segmenta-
tion using boundary and spot detection algorithm. Then they have discussed K-means
clustering and the Otsu threshold algorithm. Devraj et al. [3] have recognized plant
diseases using an image processing technique. In the image preprocessing section,
they have removed the noise, which results in the enhancement of the image informa-
tion. They have used K-means clustering in image segmentation. At last, a random
forest classifier has been used for classification. Shaikh and Dhole [4] have detected
an unhealthy region of a citrus leaf using an image processing technique. A gray-level
co-occurrence matrix (GLCM) has been used to extract features. Finally, they have
used Hidden Markov Model for classification. They have classified anthracnose with
an accuracy of 84.21%, canker with an accuracy of 85.71%, citrus greening with an
accuracy of 78%, overwatering with an accuracy of 82.5%. Zhang et al. [5] made
their approach with an active contour model to segment cotton leaf disease. They
calibrate the deviation with the help of the penalty function. The contour model got
smooth closed contour curves of the diseased leaf. Yuan et al. [6] detected anthracnose
disease of tea plants with the help of hyperspectral imaging. The diseased portion
of the leaf reflects a spectrum of different levels. Their proposed HIS method accu-
rately detected anthracnose. Tian et al. [7] segmented the tomato-leaf image with the
clustering number of the K-means algorithm. They got an average F'|-score of 0.765
and entropy of 0.643. Sharif et al. [8] have used weighted segmentation and feature
selection to detect and classify citrus diseases. They have worked with six types of
citrus diseases. They have classified the diseases with support vector machines based
on selected features. They got an average classification accuracy of 92.45%. Pantazi
et al. [9] have made a one-class classifier to detect leaf disease by image processing.
Their model has classified diseased leaves with an accuracy of 95%. Ma et al. [10]
proposed a deep convolutional neural network (DCNN) model for cucumber disease
recognition. It has been found that AlexNet performed better than DCNN in their
approach.

Dhingra et al. [11] have detected and classified leaf disease by neutrosophic
computer vision approach. They have pre-processed the data using contrast limited
adaptive histogram equalization (CLAHE) algorithm. They selected a region of
interest (ROI) using the neutrosophic technique. They have used nine classifiers.
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The best accuracy of those classifiers has been achieved up to 98.4%. Gensheng
et al. [12] have classified tea leaf diseases by low shot learning. They have extracted
tea leaf features from color and texture and segmented by SVM. The data have been
augmented using improved conditional deep convolutional generative adversarial
networks (C-DCGAN) and used to train VGG16, which has exhibited a maximum
accuracy of 90%. Ozguven et al. [13] have shown a faster approach with R-CNN to
detect and classity leaf spot disease in sugar beet, which has resulted in an accuracy
of just below 95.5%. Adeel et al. [14] have detected grape leaf diseases by multiple
features fusion. They removed the noise from the fusion using Neighborhood Compo-
nent Analysis (NCA). They got segmentation accuracy of 90% and classification of
the accuracy of 92%. Coulibaly et al. [15] have proposed an approach for recognition
of mildew disease in pearl millet using transfer learning, whose accuracy has been
95%.

3 Methodology

The approach is to detect nine types of tomato disease efficiently. The convolutional
neural network (CNN) has been used to perform the task. CNN performs the classi-
fication of an image with the help of the convolution, pooling, and fully connected
layer. The proposed approach is with 9 types of diseases. A typical implementation of
CNN is not efficient enough. Keras has been used in this approach. Keras is a neural
network library. It is open-source and written in Python programming language. The
dataset is collected from Kaggle. A sequential model has been used in this approach.
For convolution one layer of output works as an input layer for the next layer. So, that
is why the sequential model has been used in this approach. The activation function
is a very important factor for this work. Without the activation function, the model
would produce a linear function which nothing but a one-degree polynomial. The
model needs to learn features from the image. Though a linear function is easy, it is
not useful for complex operations. But non-linear function can perform the task very
easily.

There are four convolutions in this approach. Every convolution has used max-
pooling. The proposed methodology is divided into three parts. At first, the input
of the image. Then feature learning with the help of different layers. Finally, clas-
sification with the help of flattening and fully connected layer. As the approach is
for multiclass classification so, soft-max classifies the image into a different class
according to feature (see Fig. 2).

The performance of the model largely depends on the activation function. In this
approach, three activation functions have been considered. All of them have some
benefits and issues. They are sigmoid, tanh, and ReLu.

Sigmoid activation function got a range between 0 and 1. It has got a gradient
vanishing problem. Since the output of the sigmoid function is not zero centered, it
makes the optimization harder. Again, sigmoid got slow convergence. It has got a
saturation issue. For this reason, it destroys the gradients.
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Since tanh function has got an output range between —1 to +1. So, its output is
zero centered. Compared to sigmoid optimization is easier for tanh. But the main
problem is it has a gradient vanishing problem.

2
tan h(x) = m —1 2)
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For activation in each hidden layer, we have used Relu (Rectified Linear Unit). It
is very simple and efficient. It has got much better convergence compared to tanh.

For Relu

R(x) = max(0, x)

ifx <0, 3
R(x)=0
ifx >0, “4)
R(x) =x @)

Figure 3 represents the graph of the activation function. As the sigmoid range
between zero to one. So, the graph shows that the curve is starting from zero and
going up to one. The graph is “S” shaped. The horizontal points for hyperbolic graph
are —5.0, —2.5, 0.0 and 5.0. And the vertical points for the hyperbolic graph are
—1.0, —0.75, —0.50, —0.25, 0.00, 0.25, 0.50, 0.75 and 1.00. Relu is the one that has
been used for the model is looking linear for positive values and if there is a negative
value it transforms into zero.

Pooling is another important aspect of this approach. There are two most useful
pooling techniques available. They are max-pooling and average pooling. Average
pooling takes the average of shape.

The model contains max-pooling with the shape of (2, 2). Max-pooling reduces
the dimension and helps to learn the feature. The input contains lots of features which
are not necessary for the disease classification task. The max-pooling has been used
in all the convolution to reduce dimension. This pooling takes the maximum value in
the matrix. This technique uses another parameter called stride. Stride is the number
of pixels that move at each iteration.
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Fig. 3 Graph of activation functions
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Figure 4 represents the max-pooling of (2 x 2). According to max-pooling, the
array of shape (4 x 4) can give 4 maximum number of values. So, the array of (4 x
4) has been converted to an array of (2 x 2) with the feature (Table 1).

The model has a total of 3,477,066 parameters and all of them are trainable.
Each layer has a max-pooling shape of (2, 2). Max-pooling reduces the dimension
and helps to learn the feature. It takes the maximum value from a particular section
of the pixel. The sigmoid optimizer has been used with a clip value of 0.5. Image
augmentations have been used to make the best use of the training dataset.

Table 2 represents all the parameters along the values used in this approach. The
dataset is divided into two categories: a training set and a testing set. In the training
set, images have been used to train the model. Inside the training set, there are ten
classes; nine of them are diseases but one of them is a healthy leaf.

There are a total of 11,803 images for training the model. Among them, the
Bacterial spot has 1700, Early blight has 798, Late blight has 1526, Leaf mold has
760, Septoria leaf spot has 1415, Spider mites have 1339, images for training. The
target spot has 1124 images, the mosaic virus has 297 images for training. The
yellow leaf curl virus has 1573 images for training. The rest number of images are
for a healthy leaf. So, we have used almost twelve thousand images for training our
model and all of them are RGB images. Figure 5 represents the training data set.

To accomplish the approach validation part is also important. To validate the
model, 3208 images have been used. The Fig. 6 represents the visualization of the
validation data set. We have used a total of 3208 images to test our model for 9

Fig.4 Max-pooling of 2 x 2 12 20 30 10
8 12 2 0 2x2 Max-pool 20 30
34 70 37 |4 | ——— | 112 | 37
112 | 100 | 25 | 12

chzE:f ﬁler Tomato disease Layer type Output shape Parameter
Conv2D (0, 148, 148, 64) 1792
Maxpooling2D (0,74, 74, 64) 0
Conv2D 0, 72,72, 64) 36,928
Maxpooling2D (0, 36, 36, 64) 0
Conv2D (0, 34, 34, 128) 73,856
Maxpooling2D 0,17, 17, 128) 0
Conv2D (0, 15, 15, 128) 147,584
Maxpooling2D 0,7,7,128) 0
Flatten (0, 6272) 0
Dropout (0, 6272) 0
Dense 0, 512) 3,211,776
Dense (0, 10) 5130
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Table 2 Image augmentation Parameter name Value
parameters
Rotation range 40
Width shift range 0.2
Height shift range 0.2
Rescale 1.0/255.0
Shear range 0.2
Zoom range 0.2
Horizontal flip True
Fill mode Nearest
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Fig. 5 Horizontal bar chart of training data

diseases. Among them, the Bacterial spot has 423 images for testing. Early blight
has 198 images for testing. Late blight has 379 images for testing. Leaf mold has
188 images for testing. Septoria leaf spot has 352 images for testing. Spider mites
have 333 images for testing. The target spot has 278 images for training. The mosaic
virus has 72 images for testing. The yellow leaf curl virus has 669 images for testing.
The rest number of images is for a healthy leaf. So, we have used more than three
thousand images for testing our model and all of them are RGB images.
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Fig. 6 Horizontal bar chart of validation data

4 Results Analysis

After completing 50 epochs, the model got a maximum accuracy of 90% on the
training set and an accuracy of 93% on the validation set. This high accuracy means
the model is very well trained, and it is capable enough to detect those diseases
accurately. The accuracy of training and validation was increasing linearly though
there is some decrease as well for some points. But the accuracy has increased
constantly. Training accuracy is more linear compared to validation accuracy. After
the first few epochs, the validation accuracy went down drastically but after that, it
kept increasing (Fig. 7).

With each epoch, the loss for training and validation kept on decreasing. There is
some increment of loss at some points. But for the maximum number of epochs, the
loss kept on decreasing. Minimal loss is an indication of a good model. The trained
model has been tested with some data which is unknown for the model. There are a
total of ten classes in the model. So the model predicts those classes.

Then the model has been used to predict new data. For the new dataset, the
Bacterial spot has got a precision of 0.95, recall of 0.88, F';-score of 0.91 and support
of 40. Early blight has got a precision of 0.89, recall of 0.91, F-score of 0.9 and
support of 45. Late blight acquired precision of 0.89, recall of 0.89, F';-score of 0.89
and support of 35. Leaf curl scored precision of 0.86, recall of 0.90, F';-score of 0.88
and support of 40. Leaf mold has got a precision of 0.88, recall of 0.88, F-score of
0.88 and support of 50. Mosaic acquired precision of 0.91, recall of 0.88, F';-score
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Fig. 7 Training, validation accuracy and training, validation loss

of 0.90 and support of 60. Septoria spot scored precision of 0.93, recall of 0.87,
F1-score of 0.90 and support of 30. Spider mites have got a precision of 0.90, recall
of 0.88, F-score of 0.89 and support of 40. And Target spot acquired precision of
0.87, recall of 0.87, F|-score of 0.87 and support of 45.

Among the diseased, the model has got the highest precision of 95% for bacterial
blight and the lowest precision of 86% for leaf curl. Early blight has got the highest
recall of 91% and lowest of 87% for both septoria and target spot. The highest F-
score of 91% scored by bacterial blight and the lowest F-score of 87% is scored
by target spot. Mosaic has got maximum support of 60 and late blight have got the
lowest support of 35.

Precision is the value of true positive divided by the summation of the true positive
and false positive. The recall is true positive divided by the summation of the true
positive and false positive. F';-score is the measure of prediction accuracy (Fig. 8;
Table 3).

The confusion matrix visualizes the prediction with the graph. The horizontal axis
shows predictions and the vertical axis shows the actual result. The diagonal portion
of the confusion matrix is True Positive for the classes.

5 Conclusion

The ultimate aspect of this study is to detect 9 kinds of tomato-leaf diseases using
a convolutional neural network. In this chapter, different methods of leaf disease
detection have been analyzed. The investigated CNN model consists of 4 convo-
lutional layers. After analyzing different activation functions ReLu has been used
for activation of the hidden layer. As the work is about multi-class classification, so
we used a soft-max function. A total of 11,803 images has been used to train the
model. Image augmentation has been used to make the best use of the dataset. The
model has a maximum accuracy of 93%. For the elaborate study, we would like to
use a database containing more data and to compare our results with the results of
the state-of-the-art DNN models. As this model gives high performance, we expect
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Table 3 Clasification report
Class Precision Recall F-score Support
Bacterial spot 0.95 0.88 0.91 40
Early blight 0.89 0.91 0.90 45
Late blight 0.89 0.89 0.89 35
Leaf curl 0.86 0.90 0.88 40
Leaf mold 0.88 0.88 0.88 50
Mosaic 0.91 0.88 0.90 60
Septoria spot 0.93 0.87 0.90 30
Spider mites 0.90 0.88 0.89 40
Target spot 0.87 0.87 0.87 45
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that these results will help for further research. Moreover, it will help to develop an
image application through the application, general people can classify it.
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1 Introduction

Plant disease is a common threat to the quality and quantity of global agricultural
production. Disastrous plant disease enhances the current shortage of the food supply
in which at least 0.8 billion people are inadequately fed [1]. Additionally, it is a
significant threat to food security, where the number of consumers is increasing
daily. To reduce harm, we must identify the disorder immediately. In particular, viral
plant disorders have no solutions, and they spread rapidly. Thus, transited plants
must be dispelled instantly to abstain from secondary infections. To remove infected
plants immediately, the diagnosis of the infected plant is the most significant task.
The diagnosis and recognition of plant diseases play a vital role in ensuring the
high quality and quantity of food production. Automated plant disease diagnosis
is an inevitable research topic, and it is being studied with various researchers’
approaches. The leaves of plants are the common element of plant disease detection,
and the symptoms of most diseases start to appear on the leaves [2]. Therefore,
identifying disease using leaf images is the most general method for researchers.
Farmers often use the internet or experienced gardeners’ opinions to diagnose
plant diseases. Sometimes, farmers take a small portion of an infected plant or picture
it to the local agricultural health center. The diagnosis of plant disorders by manual
optical observation of plant leaves is often time-consuming and laborious. Further-
more, inaccurate diagnosis is prevalent. In addition, experienced agriculturists and

M. M. Kabir - A. Q. Ohi - M. F. Mridha (X))
Bangladesh University of Business and Technology, Dhaka, Bangladesh
e-mail: firoz@bubt.edu.bd

M. M. Kabir
e-mail: m97kabir2 @gmail.com

A. Q. Ohi
e-mail: quwsarohi @bubt.edu.bd

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2021 99
M. S. Uddin and J. C. Bansal (eds.), Computer Vision and Machine Learning

in Agriculture, Algorithms for Intelligent Systems,

https://doi.org/10.1007/978-981-33-6424-0_7


http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-33-6424-0_7&domain=pdf
mailto:firoz@bubt.edu.bd
mailto:m97kabir2@gmail.com
mailto:quwsarohi@bubt.edu.bd
https://doi.org/10.1007/978-981-33-6424-0_7

100 M. M. Kabir et al.

plant pathologists often fail to diagnose specific diseases and lead to mistaken solu-
tions. They may sometimes be misdiagnosed because of the wide variety of disease
symptoms, and these symptoms look very close to each other. Genetic testing is
preferable, but it is expensive and time-consuming.

Therefore, an efficient and highly accurate disease diagnosis and recognition
method for plant diseases must be introduced. Several research approaches have
proposed automated plant disease diagnosis methods that include pattern recogni-
tion [3, 4], machine learning [5], and deep learning [6]. Most of the techniques are
plant-specific, and in some cases, they are disease-specific as well. Hence, multi-
label classification is used in this work. Multi-label classifications can output several
classes at the same time, from the same input image.

With the advancements of machine learning, computer vision applications have
achieved enormous success. Success leads to implementing novel approaches and
models, which now form a new class, known as deep learning (DL). DL techniques
have been introduced in the agricultural domain, and they have gained massive popu-
larity due to robustness. Researchers have invented convolutional neural networks
(CNNs) that solve the pattern recognition problem associated with images. The
transfer learning strategy has further enhanced the evolution of deep CNN-based
architectures. In a transfer learning strategy, the CNN model is initially trained on a
comparatively large dataset. The trained model is referred to as a pre-trained model.
The pre-trained model further recognizes similar image patterns from the same or
different domain of datasets. Transfer learning strategy often helps to avoid overfit-
ting of DL architectures on small datasets. Furthermore, it also reduces the training
iterations of DL architectures on the other datasets.

The overall contribution of the chapter can be summarized as,

e We investigate a multi-label CNN classifier that can identify multiple plants and
the related plant diseases. This is the first research endeavor that consolidates
numerous plants’ diagnosis to the best of our knowledge.

e We combine six different plants, including Potato, Tomato, Corn, Rice, Grape,
and Apples for our experiment. The experimental dataset contained a total of 28
diseases of the six plants.

e We experimented with six popular image recognition baseline strategies that
include DenseNet, Inception, MobileNet, ResNet, VGG, and Xception. Different
implementations of these popular baselines are also included, resulting in a total
of 15 baseline implementations.

The rest of this chapter is organized as follows: Sect. 2 presents the related work.
Section 3 introduces the dataset. In Sect. 4, the overall architecture of deep CNN is
described. Section 5 contains the model’s evaluation and compares the results of the
architectures. Finally, Sect. 6 concludes the chapter.
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2 Related Work

With advancements in computer vision, progress has been achieved in the iden-
tification and diagnosis of plant diseases. Numerous diagnosis and identification
techniques are proposed by the following image segmentation procedures, feature
extraction, and pattern recognition. Before the evolution of deep learning, the popular
classification approaches that were used for disease detection in plants include
random forest [7], artificial neural network (ANN) [8], k-nearest neighbor (KNN) [9],
and support vector machine (SVM) [5]. Recognition methods using the procedures
mentioned before improved plant disorder diagnosis. However, these approaches
depend on the extraction and selection of visible disease features. Recently, several
works on automated plant disease diagnosis and identification have been developed
using deep learning techniques.

Kawasaki et al. [6] proposed CNN architectures to recognize cucumber leaf
disease and obtained 94.9% accuracy. CNN is the most useful classifier for image
recognition in both small and large-scale datasets. It has shown excellent perfor-
mance in image processing and classification [10]. Mohanty et al. [11] trained a deep
learning model for recognizing 14 crop species and 26 crop diseases with 99.35%
accuracy using GoogleNet and AlexNet architecture. CNN can perform both feature
extraction and image classification. Srdjan et al. [12] proposed a plant disease recog-
nition approach to classify healthy leaves and 13 different diseases based on CNNs.
The results demonstrate that robust computing infrastructure makes CNN a suitable
candidate for disease recognition.

However, some defects and difficulties include collecting a large labeled dataset,
which is challenging. Although CNN gives much better accuracy due to large
datasets’ unavailability, transfer learning approaches have been introduced in plant
disease classifications. Transfer learning consists of a pre-trained network where only
the last classification levels’ parameters need to be inferred to obtain the classification
results [13].

To date, no multi-label approaches have been introduced to explore multiple
plant disease identification. This work aims to construct a robust multi-label
transfer learning approach that will identify the plant and its disease with very low
computational complexity and higher accuracy.

In this chapter, we study transfer learning for deep CNNs for multi-label plant
disease identification and diagnosis techniques. Transfer learning utilizes knowl-
edge from source models to improve learning in the objective task. Transfer learning
reduces both training iterations and data required to achieve better results. Further-
more, due to the knowledge transform often transfer learning strategies perform
better generalization.
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Six publicly available plant disease datasets are used during the experiments. The
datasets were gathered from Kaggle [14]. The dataset contains leaf images of 6
different plants where each plant has 4-9 related diseases. Table 1 shows how the
database is distributed in terms of plant species and diseases. Additionally, the number
of images used in each class is shown in Table 1. Figure 1 shows the infected leaves
of apple, namely, Apple scab, Black rot, and Cedar apple rust, with a healthy leaf
image. Also, in Fig. 1, disorder images of corn are shown: Cercospora leaf spot,
Common rust, and Northern leaf blight. This figure shows the Black measles, Black
rot, and Leaf blight disease images of grape leaves. Early blight and Late blight are
disordered potatoes, as shown in the figure. Three diseases of tomatoes, including
Early blight, Late blight, Spider mites, are shown in Fig. 1.

Table 1 This table reports
the plants and types of
infection that our collected
dataset contains

Plant name Condition Samples
Tomato Healthy 1955
Early blight 1955
Late blight 1955
Leaf mold 1955
Septoria leaf spot 1955
Spider mites 1955
Target spot 1955
Tomato mosaic virus 1955
Yellow leaf curl virus 1955
Potato Healthy 152
Early blight 152
Late blight 152
Corn Healthy 2052
Cercospora leaf spot 2052
Common rust 2052
Northern leaf blight 2052
Rice Healthy 1046
Brown spot 1046
Hispa 1046
Leaf blast 1046
Apple Healthy 2200
Apple scab 2200
Black rot 2200
Cedar apple rust 2200
Grape Black measles 2115
Black rot 2115
Leaf blight 2115
Healthy 2115

The count of each type of infection is represented in the ‘Samples’

column
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Apple Corn Grape Potato Tomato

Cercospora Leaf Spot

Healthy

Spider Mite:

Healthy Healthy

Fig. 1 This figure illustrates five plants and the types of diseases that each plant contains. Each
row presents a set of leaf images caused by disease conditions for a specific plant

4 Methodology

Different CNN architectures are implemented and benchmarked to perform multi-
label classification. In the following sub-sections, the general process and layers of
various CNN architectures are briefed.

4.1 Image Pre-processing

As CNN architectures require input images to be of the same shape, each image
data is reshaped into 120 by 120 pixels. Data normalization ensures that each input
parameter has an analogous data distribution and results in faster convergence of the
CNN. Therefore, each channel of the reshaped leaf images is normalized as,
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di - dim
Normalize(D) = St [/255 (D
dnl et dnm

where D is the single-channel leaf image matrix, # is the number of rows, and m is
the number of columns of the leaf image matrix.

4.2 Baseline Architecture

The concept of computer vision is to enable machines to understand the world as
humans do. CNN is a deep learning technique that takes input, adds weights and
biases, and classifies images. Efforts have been made to explain the methodologies
of CNN architectures [15].

In this book chapter, we focus on implementing the network architecture for robust
plant disease diagnosis. Figure 2 shows the CNN architecture, with the input layer
(the raw image), convolutional layers, dense layer, and an output layer.

Input layer: The inputs of the CNN architecture is the raw leaf images of different
plants. Leaf images with different widths and heights are resized into the shape of
120 x 120 x 3 before being given to the CNN architecture.

Convolutional layers: Multiple convolution layers follow the input layer of the
model. It is a mathematical operation that takes two inputs, an image matrix and a
filter (or kernel), and conserves the relationship between pixels by learning image
features. In every layer, there is a bank of m | kernels. Each layer identifies particular
features at every location on the input. The output Yi’ of layer [ consists of the mé

feature of size m' x mb. The ith feature map denoted Y7, is computed as,

Number of
kernels

—

* Qutput

Feature
size

Leaf image (input) S
Dense + Sigmoid

Fig. 2 The neural network architecture of plant diagnosis from leaf images. Each of the cubes
represents an output of the convolution. The height and width are the gained information, and each
cube’s depth is equal to the number of kernels. Each convolution is followed by batch normalization
and an activation layer. After the final convolution, it is converted into a linear set of nodes. Each
node flows values through a sigmoid activation function
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where B; ® is a bias matrix and K; (1) is the filter of size. Using convolution reduces
the computatlonal parameter. A fully connected layer would contain at least the
same number of trainable parameters the same as the number of pixels in an input
image. Such a large number of parameters often result in overfitting. On the contrary,
convolution does not increase the number of parameters. Instead, it only searches
for a specific feature matrix K that is learned through backpropagation. Recent deep
neural network (DNN) architectures limit the height and width of the matrix K to
a maximum value of 5. Hence the trainable parameters are balanced, and therefore
convolution is used in the first layer of the architecture.

Batch normalization: Batch normalization changes inter-layer outputs into a
standard format. Batch normalization re-calibrates each of the data values based on
the mean and variance for a specific data batch. Batch normalization increases the
stability of DNN architectures and often leads to faster convergence. The general
formula of normalization is defined as follows,

(k) (k)
x = 3)
vop)

(k)

where x; " is the normalized value of the kth hidden unit. Mg‘) is the mean value, and
2
o ;k) is the variance of the kth hidden unit. B defines the data of a particular batch.

ReLU: ReLU function is used in every convolution for a simple calculation that
returns the value provided as input directly. The function returns zero if it receives
any non-positive input, but for any positive value of x, it returns that value. So it can
be written as,

ReLLU = max(0, x) 4)

The non-linearity of ReLU causes DL architectures to detect the optimal position
properly.

Dense layer: The dense layer, also called a fully connected layer, works on a
flattened input where every input is connected to all neurons. Assigning a dense
layer is a simple way of sensing nonlinear combinations of the high-level features
extracted using previous CNN layers. A single dense layer is used in the architecture
to classify the disorder. Mathematically, a dense layer can be represented as,

d(x) = Activation(wa + b) (®)]
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Here, w = [wy, wa, ..., w,]¥ represents the weight vector of the dense layer, and
b represents the bias value of the dense layer. The activation function is a nonlinear
function that defines the final output for a given input. A dense layer is used in the late
part of the proposed deep neural network architecture to classify the plant species
and type of the diseases. The sigmoid function is used as an activation function in
dense layer.

Sigmoid: Sigmoid activation is used for multi-label classification of plant species
identification and detecting disorder. It takes a real value as input and outputs another
value [0, 1]. In our architecture, it defines plant species identification and disorder
diagnosis. A sigmoid function can be represented as follows,

1

o(x) = Trer (6)

Here, x represents the input of the sigmoid function. The sigmoid function is used
as the final activation function represented in Eq. 6. Every node of the dense layer
contains a sigmoid function for classifying the plant and disease.

4.3 Loss Function

To calculate the loss, we have used binary cross-entropy in the architectures. The
binary cross-entropy loss function calculates the loss of an input that is stated below,

Lee(y,0) ==Y _ (ylogo) — (1 — y) x log(1 — o)) (7)
l

Here, y and o are the target label and the output of the model, respectively. y; is
the target for label /, and o; is the prediction for label /.
5 Evaluation

In this section, firstly, the evaluation metrics are defined. Later, the empirical setup
is explained. Finally, we present the evaluation with a detailed analysis.

5.1 Evaluation Metric

We have used accuracy, precision, and recall evaluation metrics based on the
confusion matrix. A confusion matrix summarizes prediction results that measure
the performance for machine learning, deep learning classification problems that
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contain four measures: true positive (TP), true negative (TN), false positive (FP),
and false negative (FN). We evaluate the performance of the architecture by these
measurements.

Precision: Precision defines all the positive classes the model predicted correctly;
how many are actually positive. To obtain the value of precision, the total numbers
of correctly classified positive examples are divided by the total number of predicted
positive examples. The equation can be stated as,

.. TP
Precision = —— (8)
TP + FP

Recall: It defines how much the model predicted correctly among all positive
classes. A recall is the ratio of the total number of correctly classified positive exam-
ples divided by the total number of positive examples. The equation can be stated
as,

TP

Recall = ——
TP + FN

)

F1-score: F1-score gives an overall estimation of the precision and recall of a test
subject. It is the harmonic mean of the precision and recall of a test subject. Formally,
F1-score can be defined as,

Precision x Recall
F1_score = 2 x — (10)
Precision + Recall

5.2 Experimental Setup

Python is used to collect data, pre-processing, experiments, and evaluations of the
model [16]. The neural network architecture is implemented in Keras [17]. Numpy
[18] is used to perform basic mathematical operations. Also, we have used Keras
to implement deep learning models. TensorFlow [19] is used to generate the GPU
execution of neural networks. For as a pre-training, we used ImageNet weights for
each of the models. The input shape of the leaf images is 120 x 120 x 3. The dataset
has been split into train, test, and validation sets with a percentage of 50%, 25%,
and 25%, respectively. The Keras implemented Adam [20] optimization function is
used to train the model for all the datasets with a learning rate of 0.001. A batch size
of 128 is used for model training.
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5.3 Experiments and Comparisons

For proper evaluation, each model was pre-trained on the ImageNet dataset. Each of
the results presented in this chapter is presented as a mean of four runs. Each model
is trained with a limit of 100 epochs. However, the training is halted if the loss on
the validation dataset does not improve for ten epochs.

Figure 3 represents the F1-score on the validation dataset of the different models.
From the presented graphs, it can be indicated that almost all of the architec-
tures generate better F1-scores. However, due to overfitting in the training dataset,
ResNet [21] architectures and VGG architectures hardly reach a minimum F1-score
of 0.9. On the contrary, MobileNet architecture performs better compared to the
trainable parameters available in the architecture. DenseNet, Xception, and Incep-
tion architectures avoid overfitting due to the skip connections. Among the various
architectures, DenseNet169 and Xception reach the highest F1-score of 0.95.

L InceptionResNetV2 L MobileNet 1 Xception
% 5
0.6 0.6 0.6
0.4 0.4 0.4
0.2 0.2 0.2
0 0 0
1 6 11 16 1 11 21 31 41 1 6 11 16 21
1 ResNet50Vv2 N InceptionV3 L DenseNet169
0.84
0.8 0.8 0.8 ﬁ
0.6 0.6 & 0.6
0.4 0.4 0.4
0.2 0.2 0.2
0 0 0
1 11 21 31 1 11 21 31 1 6 11 16 21 26 31
1 VGG16
038 m
0.6
0.4
0.2

1 8 1522 29 36 43 50

Fig. 3 For each CNN architecture, a separate graph is represented corresponding to the F1-score
calculated on the validation dataset. Each graph’s horizontal axis represents the epochs, and the
vertical axis represents the F1-score in the scale of [0, 1]. The data illustrated are the mean of four
runs
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Table 2 This table represents the precision, recall, and F1-score of different CNN architectures
measured on the validation dataset

Model Parameters Precision Recall F1-score
(million)

DenseNet169 [22] 13 97.87 96.85 97.36
InceptionV3 [23] 23 95.9 95.19 95.55
InceptionResNetV2 [24] 54 96.92 93.95 95.41
MobileNet [25] 3 95.85 95.75 95.8
ResNet50V2 [26] 24 96.66 95.15 95.9
VGGI6 [27] 137 92.53 89.62 91.05
Xception [28] 21 97.88 96.9 97.38

Furthermore, the number of trainable parameters of each CNN implementation is also reported.
The highest score is marked in bold

The scores on the test data are reported in Table 2. The scores of each model are
generated for the best weight found on the validation dataset. Xception performs
better w.r.t. to the precision and recall on the test dataset. On the contrary,
DenseNet169 slightly falls off from the maximum result. From the overall obser-
vation, it can be identified that Xception and DenseNet architectures perform better
in the multi-label classification of the plant disease.

DenseNet architectures contain massive parallel skip connections. Skip connec-
tions refer to the process of forwarding the output of a node to skip some of the subse-
quent layers. DenseNet is designed based on the concept that convolution networks
can perform better if they contain shorter linkage with the input layer and output
layer. This method often helps architectures avoid overfitting and finding optimal
combinations of neural activations for numerous input patterns.

On the contrary, Xception architecture is a combination of VGG and Inception
architecture methodology. Furthermore, instead of general convolutions, Xception
architectures perform spatial convolutions. Spatial convolutions work parallelly on
multiple filters and tend to recognize texture features better.

The overall benchmarks and evaluation illustrate the recent improvements in
the DL architectures in computer vision. The result states that the recently inves-
tigated architectures mostly perform better in image recognition tasks. Also, the
chapter validates the usefulness of skip connections, spatial convolutions of the DNN
architectures.

6 Conclusion

This chapter implements and tests a multi-plant diagnosis method validated based
on different image classifier baselines. We practiced a transfer learning scheme to
train and test our approach precisely. Further, we evaluate the architecture on a



110 M. M. Kabir et al.

dataset consisting of 6 different plants and 28 different diseases. We observe that
separable convolution and skip connections can massively improve multi-label plant
disease detection performance. As no dataset is available for multi-label disease
classification, we will consider adding more diverse plants and diseases to evaluate
our methods in future work. We strongly believe that this research work’s contribution
will be regarded as complementary to the present work, paving the way for significant
research on transfer learning approaches for plant and disease identification.
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1 Introduction

Potato is an edible tuber of the Solanaceae family of the nurtured plant, scientifically
known as Solanum tuberosum. It is the third most important food in the world after
cereals and rice. It is also one of the main food crops in Bangladesh and the demand
is also growing day by day as it is a rich source of starch, flour, alcohol, dextrin,
fodder, and has high carbohydrate content. It also contains vitamin C, vitamin B,
potassium, phosphorus, and iron. But potato production is threatened due to different
diseases that bring about significant misfortunes along with causing a decline in the
quality as well as raise the cost of potatoes [1]. According to a report, about 2—
9% losses of tuber occurred and approximately 0.187 million tons of potatoes are
damaged in Bangladesh because of different potato tuber diseases [2]. An early
disease identification framework can help to reduce such cases. Furthermore, it can
additionally control the spread of diseases [3].
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Recently, computer vision and deep learning methods especially deep CNN give
better accuracy in object detection and image recognition, also different computer
vision methods have been altered from statistical methods into deep learning
methods. It also showed a promising result in potato tuber disease identification
problems. Basically, in this approach features are learned habitually from given data
where traditional machine learning needs the training to learn features [4, 5].

As mentioned above, deep CNN has the ability of self-learning like it can extract
features along with classifying images from input data, so in this work deep CNNs
(i.e. AlexNet, GoogLeNet, and ResNet) have been effectively applied to identify
different types of potato tuber diseases. Moreover, this study aims to find out fresh
potatoes as well as improve the management and prevent the spread of diseases
through deep learning approaches.

The rest of the chapter is organized as follows: related works are presented in
Sect. 2. The methodology is described in Sect. 3. Section 4 presents the experimental
results and finally, the chapter is concluded in Sect. 5.

2 Related Works

In agricultural applications like detecting crop diseases and so on, many methods
have been studied and summarized in recent times. Besides, several methods have
been applied and suggested for identifying potato tuber diseases by the researchers.

Utilizing the visual symptoms of potato tuber, Oppenheim et al. [6] proposed an
advanced machine vision along with a deep learning approach for classifying potato
tubers. The work used only five classes and among them, four classes were disease
(black scurf, silver scurf, common scab, black dot) infected and the rest was healthy
potato class. Their classification algorithm got an accuracy of 83—-96% after testing
90% data.

Early blight and late blight are the two most infected diseases of potatoes that
decrease production on a large extend. In this regard, Agarwal et al. proposed an
approach based on deep learning for identifying these two diseases through exam-
ining different potato leaf’s visual clarification. Their experiment considered some
opposing circumstances like variable backgrounds, fluctuating image sizes, three-
dimensional differentiation, a high-frequency disparity of grades of radiance, and a
real scene image. Four convolution layers along with 32, 16, and 8 filters used in
every layer of CNN is this work. Their suggested approach acquired an accuracy of
99.47% for training and 99.8% for testing [7]. Again, focusing on only early blight
and late blight disease of potato, another work had done by Tiwari et al. for identi-
fying infected potato leaves as it hampers the production and decreases the quality and
quantity of potatoes. They applied a pre-trained VGG 19 model for extracting features
from a significant dataset. They acquired a classification accuracy of 97.8% with the
help of multiple classifiers amongst logistic regression overtook others through an
extensive margin of classification [8]. Another approach of segmentation utilizing
K means clustering made by Badar et al. focusing on various attributes of potato
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leaf image samples likely color, texture, area, etc. Propagation Neural Network algo-
rithm is applied by them for properly detecting as well as classifying leaf disease of
potato with 92% classification accuracy [9]. Furthermore, Islam et al. [10] completed
research on the leaf image plant village dataset of potato-based on the concept of
image segmentation. A multiclass support vector machine applied to that segmented
image for detecting disease and got 95% classification accuracy.

From the above discussion, it is clear that very few works have been done before
with insufficient datasets. Moreover, no methodology has been proposed before to
classify as much as the disease of potato. The goal of this study is to use a machine
vision and deep learning approach to classify and detect diseases as much as possible
that is found in potato that brings an evolution in potato cultivation.

3 Materials and Methods

3.1 Dataset Description

In this experiment, about 1574 photographs of debased potatoes of various shapes,
sizes as well as tones were obtained under different circumstances. The potato tubers
were physically arranged by specialists as a standard methodology of factually eval-
uating the pace of different illnesses in seed tubers of potato before implanting them
in the fields. This method is done yearly free of the flow research. The potatoes were
defiled with twenty several infections along with huge visual manifestations on the
tuber’s peel showing in following Fig. 1. We have captured these images by utilizing
different sorts of standard cameras and some of them are taken from the internet.
Every potato picture is escorted with a sensorial explanation and then put away in a
database which is then utilized for the turn of events and testing of the shading and
shape calculations.

Figure 1 represents twenty types of potato tuber diseases such as black dot, black
scurf, blackleg, brown rot, common scab, dickey, dry rot, gangrene, late blight, pink
rot, powdery scab, rubbery rot, ring rot, skin spot, silver scurf, Tobacco Necrosis
Virus (TNV), Tobacco Rattle Virus (TRV), violet root rot, watery wound rot, and
wart disease. Besides, disease symptoms are represented in Table 1.

3.2 Deep Convolutional Neural Network

Deep learning which is known as a convolution neural network (CNN) has been
widely used for image analysis for its effectiveness in recent years. This technique
can directly find out high-level attributes through many hidden layers of network
architecture from input image data. The convolution layer does the work of feature
extraction from an input image using CNN. Rectified linear unit (ReLU), Pooling
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Fig.1 Sample images of different potato diseases

or Downsampling layer, Fully Connected layers etc. are some of the other most
important layers where the output of the hidden layer is served to the activation
function of CNN. The network becomes more powerful by activation function along
with adding the ability to learn complicated and complex features from data as well as
representing non-linear complicated random functional mappings among input and
output. Utilizing a nonlinear activation is a must to propagate a non-linear mapping
from input to output. In this case, ReLU is used in the hidden layer, and on the other
hand, SoftMax is used in output layers. The SoftMax activation function is considered
as the most popular activation which mainly transforms score to the probability in
the middle of 0—1. The following equation represents the probability distribution of
SoftMax function:

el
o(x,) = - (D
Zn:l ern

Here m=1,2,3 ....iand n =1, 2, 3 .... i. Classification model performance
measured by Cross-entropy loss or log loss considering probability value among 0
and 1 which is defined by following equation:

A(y,z) = Ey[—log’] = A(y) + Du(yll2) 2)
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Table 1 Symptoms indication of Potato disease dataset

Disease category

Symptoms details

Black dot Appears with light brown colored to immaculate yet with dots
Black scurf Ruddy brown color has shown up in Stems and stolon’s
Black leg Foliage turns in stunted, yellowish, and rot may get dry
Brown rot A pale shaded clingy seepage may show up along with

recoloring brown colored of the vascular ring

Common scab

dark brown, pithy patches that might be raised as well as “warty

Dickeya Wet, black rot on the stem. Soft rots can be recognized as soft,
watery plant tissue with small, wet stem lesions

Dry rot Necrotic areas shaded from light to dark chocolate brown or
black

Gangrene Little round, dark depressions that may seem dark grey to
brown

Late blight Sores on leaves for the most part show up as sporadic formed
dull spots which extend as the disease creates

Pink rot Infected flesh may seem more white or light grey than the

natural flesh tone but in an hour the cut surface could turn pink
and later dark brown to black

Powdery scab

Appear as purplish-brown, round, slightly raised, and usually
shallow lesions

Rubbery rot Tubers might contain clusters of grey or white mycelia
Ring rot Rots and the skin of the potato may crack
Skin spot Tubers are covered by numerous raised spots surrounded by

dark, sunken rings

Silver scurf

Silver scurf causes skin blemishes on potatoes that are tan
to silver in appearance

Tobacco Necrosis Virus (TNV)

It is a rare tuber spot disease that appears as dark brown, dark
sunken lesions and light brown

Tobacco Rattle Virus (TRV)

Appears as rust/brown arcs, concentric rings, or extensive
browning of tuber tissue that later dry into corklike tissue

Violet root rot

Appears as dark, purple colored rot on the root’s surface

Watery wound rot

Affected flesh can be dis-colored grey through to brown with a
dark margin.

Wart disease

Tubers get de- shaped, warty

3.2.1 AlexNet

AlexNet is a deep convolutional neural network with 60 million parameters along
with 650,000 neurons and is the champion of the ImageNet Large Scale Visual
Recognition Challenge (ILSVRC) 2012 [11]. The following Fig. 2 represents the
architecture of AlexNet used in this study. Five convolutional layers such as Convl,
Conv2, and so on complete AlexNet architecture. Pooll, pool2, poolS and fc6, fc7,
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Fig. 2 The AlexNet architecture

fc8 are the max-pooling layer and three Fully Connected layers respectively along
with a linear layer with SoftMax activation in output which follows some of the
layers of this architecture.

Dropout such as drop6, drop7 is a regularization method used for reducing overfit-
ting in the Fully Connected layer in this network architecture [12]. ReLU1, ReLU2,
and so on are each of the first seven layers where the ReLU (Rectified Linear Unit)
activation function is applied [13]. The size of the feature map of every layer is repre-
sented by the notation m X m x n in every convolutional layer in Fig. 2. The first
two Fully Connected layer number of neurons are considered as 4096. According to
AlexNet requirements, the input pixel size must be shaped to 227 x 227. The contri-
bution should contain no more than four levels of headings. The following Table 1
gives a summary of all heading levels.

3.2.2 GooglLeNet

GoogLeNet is none but inception v3 architecture with 6.8 million parameters and
the winner of ILSVRC 2014 [14]. The following Fig. 3 represents the architecture
of this network model.

A parallel amalgamation of 1 x 1,3 x 3, and 5 x 5 convolutional layers with 3
x 3 max-pooling layers are used by this inception model. The task of reducing the
spatial dimension as well as limiting the GoogleNet size is completed by the 1 x 1
convolutional layer before 3 x 3 and 5 x 5 convolutional layer.

Total nine inception modules with two convolutional layers, four max-pooling
layers, one average pooling layer as well as one Fully Connected layer along with a
linear layer connected with SoftMax function in the output form the whole inception
module which further stacks the complete GoogLeNet architecture. In this architec-
ture, drop regularization is used in each convolutional layer of a Fully Connected
layer by smearing the ReLLU activation function.

A Fully Connected layer, a SoftMax layer, and a classification layer replace the
last three layers of GoogLeNet in this work. The GoogLeNet requirement for the
input pixel is 224 x 224.
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Fig. 3 The GoogLeNet architecture

3.2.3 ResNet-50

Since Convolutional neural networks have demonstrated to be viable in portrayal
learning along with utilizing convolutional filters for extracting features as well as
training the parameters via backpropagation, ResNet-50 [15], pre-trained on the
ImageNet dataset and art convolutional neural network utilized by us. ResNet (see
Fig. 4) gained first place in ILSVRC2015 and as well as COCO2015 classification
challenge along with an error rate of 3.57% [15]. The following equations represent
every unit of residual units which form ResNet architecture:

ar = i) + F (Y, Z) 3)
Vi1 = flax) “4)
Feature Extraction Classification

I ResNet-50 Model I I Classifier I

e 1 1 e "
I ) [ - a a2 ‘
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Fig. 4 ResNet-50 convolutional neural networks with SoftMax



120 Md. Z. Hasan et al.

Here, y; and y;4 represent the input and output of the kth unit where is a residual
function.

According to the input requirements of the ResNet-50, images need to be resized
into 224 x 224 to appropriately fitting into it. The attributes are acquired by expelling
the last completely associated layer to acquire the 2048-dimensional component
vector. These element vectors were gotten effectively without the utilization of much
computational force. ResNet-50 can give a powerful component to most pictures.

4 Experimental Results and Discussions

For image classification, deep CNN is considered as a standard method because of its
remarkable improvement over convolutional machine learning methods. The dataset
consists of 7870 images. The dataset was divided into a training set and testing set
in a ratio of 8:2 (see Table 2).

Table 2 Dataset of potato disease images

Diseases Original Expanded Training Test

Black dot 64 320 256 64
Black scurf 72 360 288 72
Blackleg 112 560 448 112
Brown rot 96 480 384 96
Common scab 45 225 180 45
Gangrene 93 465 372 93
Late Blight 55 275 220 55
Dickeya 131 655 524 131
Pink rot 87 435 348 87
Dry rot 162 810 648 162
Powdery scab 75 375 300 75
Rubbery rot 29 145 116 29
Ring rot 56 280 224 56
Skin spot 68 340 272 68
Silver scurf 109 545 436 109
Tobacco Rattle Virus 41 205 164 41
Tobacco Necrosis Virus 65 325 260 65
Violet root rot 50 250 200 50
Watery wound rot 72 360 288 72
Wart disease 92 460 368 92
Total 1574 7870 6296 1574
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The data augmentation procedure was regulated by flipping the image, rotating it
by 90" and 270", adjusting the brightness, contrast, and saturation of the image.

4.1 Performance Matrix

The experiment of the chapter is combined with three pre-trained network AlexNet,
GoogLeNet, and ResNet. Where ResNet obtained more accuracy rate in finding the
potato diseases rather than other methods.

true positive + true negative
Accuracy = — . &)
positive + negative

Here, true positive is an instance which is considered positive, a true negative is
an instance which is considered as negative and the total numbers of samples are
represented by the denominator.

.. true positive
Precision = — — (6)
true positive + false positive

It is the ratio of correctly predicted positive observations of the total predicted
observations.

true positive
Recall = — - (7
true positive + false negative

Recall or sensitivity is the ratio which predicts the positive observation correctly
to all the observations in an actual class.

®)

recall x precision
F1lscore =2 x ( p )

recall 4 precision

It is the weighted average of recall and precision and the result takes both positive
and negative values.

For every potato disease number of images used which were collected from the
internet and some were real environmental images. Each original image numbers
were expanded by five times than original images and those expanded images were
divided into 80% training and 20% testing dataset. Total training set 6296 and 1574
were the total number of test set images in the dataset.

To properly demonstrate the performance of the Google net, AlexNet and ResNet-
50, twenty different variations of potato diseases of different confusion matrices are
shown in Figs. 5, 6 and 7. From the figure, it is seen that the accuracy of x label repre-
sents the predicted label accuracy where y represents the true label accuracy. From
the figure, it is also seen that most of the classes obtain a satisfactory identification
result over 85% but the GoogleNet shows some misclassification.
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Table 3 Performance of AlexNet, GoogleNet, and ResNet-50 on Potato Tuber Datasets

Model Accuracy (%) Precision (%) Recall (%) F1 Score (%)
AlexNet 95.79 94.54 89.23 94.39
GoogLeNet 94.92 93.76 88.71 93.68
ResNet-50 98.52 97.49 94.65 97.34

The accuracy, precision, recall, and F1 score of three models for potato disease
recognition are displayed in Table 3 where ResNet-50 obtains the highest perfor-
mance having 98.52% accuracy, 97.49% precision, 94.65% recall, and 97.34% F1
score. On the other hand, the accuracy level of AlexNet and GoogLeNet were very
close to each other and less than the ResNet-50 (see Fig. 8).

4.2 Number of Iterations

In this chapter, the training loss of ResNet-50 drops very frequently in earlier itera-
tions and stable after 3000 iterations (see Fig. 9) and a total of 70,000 iterations were
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done here. The performance of ResNet-50 was affected by iterations and the size of
the batch was evaluated where the size of the batch was set to 16, 32, and 64. On
the contrary, iterations were set to 2392, 4888, and 9870. The learning rate was set
to 0.001 and dropped by 0.5 factors in every 2392 iterations so a medium number of
iterations was very much functional here. The greater number of iterations and the
number of batch sizes, the more time system takes for training.

The performance of previously trained CNN was compared through full training
and fine-tuning structures and those were defined by the number of training layers.

After looking at the experimental results of three methods, it is examined that
ResNet-50 gives much better performance and higher accuracy in identifying potato
diseases from images than AlexNet and GoogLeNet. The whole experiment was
implemented under Windows 10, using GPU NVIDIA GTX1080Ti with 11 GB
video memory.



A Deep Learning-Based Approach for Potato Disease Classification 125

5 Conclusion

This chapter aims to identify diseases of potato using deep convolutional neural
networks. About 1574 photographs of debased potatoes of various shapes, sizes as
well as tones were used in the dataset for training purposes and expanded to 7870
images through the augmentation process, were divided into training and testing set.
Almost 20 potato disease images were used in the dataset for learning techniques.
Three deep learning methods ResNet-50, GoogLeNet, and AlexNet are used for
detecting potato diseases, and by comparing the performance of these three models
ResNet-50 obtained the highest result having accuracy 98.52%, precision 97.49%,
recall 94.65%, and F1 score 97.34%. In the future, our focus will be broader by
detecting more diseases of potato tubers. As potato is one of the main food crops in
Bangladesh, so detecting diseases at an early stage is very important so that farmers
can take necessary action to get rid of these diseases and imbalance demand and
supplies in the market due to less productivity.
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An In-Depth Analysis of Different )
Segmentation Techniques in Automated L
Local Fruit Disease Recognition

Md. Tarek Habib, Amina Khatun, Md. Abdul Aziz,
Mohammad Shorif Uddin®, and Farruk Ahmed

1 Introduction

Bangladesh, having an enormous population and fertile land enriched by heavy silt,
is directly or indirectly dependent on agriculture. The agriculture sector performs
remarkable feats to make sure the continual food security for this enormous popula-
tion of Bangladesh [1]. It delivers, following the data published by the World Bank
[2], a significant portion of the entire employment of Bangladesh, which quantifies to
greater than 39%. So, it necessitates the agricultural products to be taken meticulous
care to make quality sure. Disease-free production is regarded as one of the serious
issues of quality. Machine vision-based, viz. automated local fruit disease recogni-
tion, which involves a machine vision application, can help a lot in this regard. One
of the important steps in automated local fruit disease recognition is image segmen-
tation, which is often used to partition an image of a diseased fruit into separate
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regions including the defective part. It is a vital stride headed for analysis of contents
and understanding of images. Thus, it severely affects the following steps, espe-
cially feature extraction. Quality feature extraction results in features of high distin-
guishing quality [3]. On the other hand, there is no stand-alone best technique for
image segmentation. The preponderance of a specific image processing techniques
depends on the problem domain, i.e., context. That is why it remains still difficult
enough to assess whether one technique performs better than another in a given
context, although there exist different on-hand techniques for image segmentation.

In this chapter, we conduct a profound comparative analysis of four on-hand image
segmentation techniques, namely Otsu’s method, K-means clustering, fuzzy c-means
clustering, and region growing [4] in the context of automated local fruit disease
recognition. Among various local fruits, we have selected guava, jackfruit, and
papaya—the three common local fruits in Bangladesh, which are enormously yielded
not only in farmlands but also home-side gardens by nonprofessional gardeners [5].
To measure the performance of different image segmentation techniques, two major
types of evaluation, as discussed in [6] and [7], are used, such as subjective and
objective. Subjective evaluation is the widely practiced way of measuring the perfor-
mance of an image segmentation algorithm, where a person visually examines the
results of different image segmentation techniques separately. For example, Zhang
et al. [6], and Wang and Wang [8] have tried to use subjective evaluation of segmen-
tation. However, it is lengthy, tedious, and even unfeasible in real-world applications
as claimed in [6] and [9]. Moreover, different humans may provide inconsistent
evaluations for the case of the segmentation, which are visually close. To overcome
these limitations, an alternative way of measuring the performance of a segmentation
technique has been used. It is called objective evaluation, where the performance
of an image segmentation technique is evaluated automatically and rigorously. In
the case of the objective evaluation, one or more performance metrics are used for
performance evaluation. For example, Unnikrishnan et al., Hebert [10], Shi et al.
[7], Kumar and Suhas [11], and Monteiro and Campilho [12] have proposed perfor-
mance metrics for objective evaluation of segmentation. It is a matter of fact that
some specific metrics are used for some specific machine vision or imaging appli-
cations. Owing to the dependence of feature extraction on image segmentation, six
region-based metrics are used so that the quality of the segmentation techniques can
be quantified and compared. These metrics are overlap measure, under segmentation
measure, over segmentation measure, dice similarity measure, accuracy, and error
rate. Almost all of these region-based metrics are proposed by Kumar and Suhas
[11] and Monteiro and Campilho [12], and the rest is by us. The results obtained
after calculating the six region-based metrics dictate the extraction of discriminatory
features.

The upcoming portion of our chapter is arranged in the way as follows. Section 2
discusses the current situation for assessing the performances of different on-hand
segmentation techniques in different contexts, especially the context of automated
local fruit disease recognition. Section 3 delineates the complete research method-
ology of our work along with the discussion. Section 4 describes all diseases of all of
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the three local fruits as well as the six performance metrics used. Section 5 explains
how the experiments are performed and the results obtained thereafter. At last, the
summary and conclusion along with prospects are provided in Sect. 6.

2 Related Works

The problem of machine vision-based, i.e., automated fruit disease recognition, is
broken down into two subproblems, viz. disease detection and disease classification.
A good number of research works have been done on entire automated fruit disease
recognition, but some works have been done on disease detection only leaving the
classification undone. All these works vary not only across data size, techniques, and
the number of diseases but also across the fruits themselves. Nonetheless, one thing
is common to all of them. That is, not a single significant work has been done in
quest of a segmentation technique among on-hand segmentation techniques, which
outperforms all the techniques in terms of meaningful performance metrics, although
some works on the comparison of different image segmentation techniques, e.g., [13],
have been performed on different application domains. A sample experiment has been
performed on a single standard test image, namely Lenna [14] using different image
segmentation techniques.

Chopaade and Bhagyashri [15] performed a weak work based on image processing
to perform only disease detection on the leaves of some fruits, namely banana, mango,
and papaya, leaving the fruits themselves. Since they have carried out histogram-
based segmentation only to detect disease of fruit leaves, no question for comparison
arises rendering the work poor. Rozario, Rahman, and Uddin [16] have performed
disease detection on some vegetables and fruits, namely apple, banana, potato, and
tomato using image processing techniques. Although they have worked with some
segmentation techniques to select the best one, the basis of selection is not rigorous.
They have used only one measure rather than using a sufficient number of meaningful
performance metrics. Wang et al. [17] have worked on orange skin disease detection
using a machine vision approach, but they remained silent in case of segmentation.
That means they have made use of a color histogram to form feature vector and
linear support vector machine (SVM) to detect defective part(s) bypassing the step
of segmentation. Samajpati and Degadwala [18] have come up with an amalgamated,
i.e., hybrid approach for the recognition of the diseases of apples. They have professed
fusion of features by amalgamation since two feature types, viz. texture-based and
color-based features, have been used in their work. Three types of apple infections
were pondered in the patchy work. The infested portion of a diseased apple image
has merely been isolated by using the K-means clustering segmentation technique;
nothing more has been done on segmentation. That means neither any other segmen-
tation technique nor any segmentation performance metric has been used. Kumar
and Suhas [11] have professed to use a machine vision-based method to recognize
a variety of fruit diseases without the support of relevant information, which has
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rendered their work controversial. Although they have tried to investigate the perfor-
mances of only two segmentation algorithms, viz. K-means clustering and fuzzy
c-means clustering, the absence of many important details eclipses their attempt.
Habib et al. [19] have introduced an approach based on machine vision to recognize
papaya diseases. They have applied K-means clustering segmentation to separate the
disease-affected portion for extracting the features. They have worked with a single
segmentation technique. They have tried to assess the quality of segmentation with a
single measure, but the use of a sufficient number of meaningful performance metrics
on different on-hand segmentation techniques has been absent in their work. Three
detached classifiers have been used to accomplish classification. Though the work
is further continued by Habib et al. [20] applying six more illustrious classifiers,
nothing more has been done on image segmentation. Habib et al. [21] have used a
machine vision-based approach to recognize jackfruit diseases. They have applied
K-means clustering segmentation to isolate the diseased portion for extracting the
features. They have worked with a single segmentation technique. They have tried to
assess the quality of segmentation with a single measure, but the use of a sufficient
number of meaningful performance metrics on different on-hand segmentation algo-
rithms has been absent in their work. Nine classifiers have been applied separately to
accomplish the classification, but no in-depth investigation has been done on image
segmentation. Majumder et al. [22] have used the same approach as the approach
used by Habib et al. [20] to recognize carrot diseases. For extracting the features, like
Habib et al. [20], they have solely applied K-means clustering segmentation to isolate
the diseased portion. Only SVMs have been applied to accomplish the classification,
but not even a little bit of investigation has been done on image segmentation.

Hosen et al. [23] have used an approach based on color segmentation to detect
fruit defects. Their work has been confined to the only detection of the defective
parts of the fruits, viz. banana, orange, and apple from 3D images. That is, they
have dealt with 3D fruit images. They have also engaged a classifier to classify the
specific disease from the captured images. Likewise, Rachmawati et al. [24] have
done another work with 3D images in the domain of different fruits rather than fruit
defects or fruit diseases. Although they have used seven different fruits, e.g., apple,
banana, lemon, lime, orange, peach, and pear, they have used only one segmentation
technique, i.e., K-means clustering taking the depth and color data into account. The
performance of segmentation has been measured in terms of only a single metric,
namely mean squared error (MSE). However, they have found an MSE of 0.54 using
only color data and obtained an MSE of 0.28 combining color and depth data. But,
working with 3D images is computationally expensive and complicated. Moreover,
the potential overlap between images from different orientations renders the work
more complicated.
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3 Research Methodology

Our approach for analyzing different segmentation techniques on the background of
automated local fruit disease recognition is delineated as a block diagram in Fig. 1.
It commences an RGB color image of a diseased local fruit, i.e., guava or jackfruit or
papaya. First, a conversion from this image happens into a preset size image by using
bicubic interpolation [25]. Presuming that / is the intensity values, and I, I, and I,
are the derivatives that can be experienced at the set of the quad corner points {(x, y)
| x =y =0, 1} of the unit square, the interpolated intensity surface is expressed as:

3 3
SELY) =D ™y, )

m=0 n=0

where ¢, is a coefficient.

Then the image contrast is enhanced by using the histogram equalization tech-
nique. By letting n be the count of pixels through the column, i.e., width, m be the
count of pixels through the row, i.e., height, c; be the count of pixels containing color
intensity /;, and / be the count of permissible color intensity levels in the image, and
then mapping each of the pixels containing color intensity /; into a corresponding
pixel containing color intensity I'; applying histogram equalization, the color-mapped
image is found in the following way [26].
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Fig. 1 Approach for analyzing different off-the-shelf segmentation techniques
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wherej=0,1, ..., — 1.
Then this image goes through one of the following steps, as shown in Fig. 1,
depending on the segmentation algorithm that is going to be used.

(1) Conversion of color space from RGB to L*a*b*
(2) Conversion of color space from RGB to gray scale
(3) No conversion.

The image can go through the conversion from the color space of RGB to the gray
scale so that the grayscale histogram can be formed. If R, G,, and B indicate the red,
green, and blue color values of an RGB color pixel, respectively, and Y indicates
the equivalent grayscale value of the same pixel, then Y can be computed in the
following way as recommended in ITU-BT.709 [27].

_33xR+56xG+1le
B 100 '

Y &)

The image can also go through the color space transformation from RGB to
L*a*b* because of the claim of Burney and Tariq in [28] that the K-means clustering
algorithm performs better in image segmentation in L*a*b* color space than that
in RGB color space. Firstly, the color space conversion is conducted, as claimed in
[29], from RGB to International Commission on Illumination (CIE) XYZ in the way
as follows.

X 3.240479 x 10°  —1.53715 x 10° —4.98535 x 107! R
Y | = | —9.69256 x 107! 1.875992 x 10° 4.1556 x 102 x| G
z 5.5648 x 1072 —2.04043 x 107! 1.057311 B

4)

To convert color space from XYZ to L*a*b* color space, X,,, Y,, and Z,, are
supposed as the tristimulus values of white—the reference color. If it is further
supposed that

NG ifr > 8.856 x 1073
1) = , 5
Fo {7.787t + 18 if < 8.856 x 1073 ®)
we can equate L*, a*, and b*, as described in [29], in the fashion as follows.
1
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Then the image is divided into several regions by applying one of the four promi-
nent image segmentation techniques—region growing, K-means clustering, fuzzy c-
means clustering, and Otsu’s method. Thus, diseased parts are isolated from disease-
free parts. A vector containing discriminatory features can be constructed from the
attacked portion. It has already been mentioned that quality feature extraction hinges
on the quality segmentation. So, for assessing the quality of the four segmentation
techniques, six region-based performance metrics are calculated, which are being
described in detail in the next section, i.e., Sect. 4.1.

4 Local Fruit Diseases and Performance Metrics

4.1 Disease Description

Visual investigation plays a very important role in our research work because it serves
to appropriately comprehend the imperfections brought about by local fruit diseases
and select candidate segmentation techniques to come up with the most appropriate
one. We have worked with four diseases, which often happen everywhere throughout
the country, for each of the three common local fruits of Bangladesh, i.e., guava,
papaya, and mango. That means we have dealt with twelve diseases in total. The
outbreaks of all of these twelve diseases are pictorially exhibited in Fig. 2.

4.2 Metric Description

Depending on the problem domain, six region-based segmentation performance
metrics are selected for assessing the quality of the segmentation techniques used.
It has been mentioned earlier that most of these region-based metrics have been
proposed by Kumar and Suhas [11] and Monteiro and Campilho [12], and we have
proposed the rest. Some of these metrics are favorable, and the rest of them are
adverse. By favorable, we mean the more the metric is, the better result is obtained,
and by adverse, we mean the more the metric is, the worse result is obtained. Another
property of each of both favorable and adverse metrics is that its value ranges from
0 to 1 inclusive. However, all of the metrics are discussed here.

e Overlap measure (M ): It is a favorable measure, which is stated as the proportion
of the intersection of segmented and ground truth affected areas to the union of
segmented and ground truth affected areas. Let segmented affected area be S and
ground truth affected area be G. So, the overlap metric is equated as:
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Disease: Anthracnose Fruit spot
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Disease: Rhizopus rot Pest and disease Leaf spot Pink disease
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Disease: Anthracnose Phytophthora blight Powdery mildew Black spot

Fig. 2 Four frequent diseases of each of three common local fruits in Bangladesh. a Guava.
b Jackfruit. ¢ Papaya
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e Under segmentation measure (My.): It is an adverse measure, which is stated as
the proportion of the unsegmented affected area to the ground truth affected area.
Let S and G denote segmented affected area and the ground truth affected area,
respectively. So, the metric of under segmentation is equated as:

iy = 1C\ENOI_1G\S|
G] G]

(10)

e Over segmentation measure (M, ): It is an adverse measure, which is stated as the
proportion of segmented unaffected area to the ground truth affected area. Let S
and G denote segmented affected area and ground truth affected area, respectively.
So, the metric of over segmentation is equated as:

_ IS\G NS _ IS\G]

M =
S+ G| G|

an
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¢ Dice similarity measure («): It is a favorable measure, which is conceived from
a measure of reliability called kappa statistic [30]. It is stated as the proportion
of twice the sum of the intersection of segmented and ground truth affected areas
to the sum of segmented and ground truth affected areas. So, the dice similarity
measure is equated as:

_2x|GNS|

. 12
|G|+ [S] (12

e Error rate (ER): It is an adverse measure, which is stated as the proportion of
the sum of the unsegmented affected area and segmented unaffected area to the
sum of the segmented affected area and ground truth affected area. Let S and G
denote segmented and ground truth affected areas, respectively. So, the error rate
is equated as:

_IG\S| +1S\G|

ER = (13)
|G|+ |S|

e Accuracy (A.): It is a favorable measure, which is stated as the proportion of
the sum of segmented and ground truth affected areas except for unsegmented
affected area and segmented unaffected area to the sum of segmented and ground
truth affected areas. Let S and G denote segmented affected area and ground truth
affected area, respectively. So, the error rate is equated as:

(GI+1SD = AG\SI + IS\GD) _

Acc=
|G|+ |S|

1 — ER. (14)

5 Experimental Evaluation

We perform an exhaustive investigation following our approach for analyzing
different on-hand segmentation techniques as illustrated in Fig. 1. It commences
with the presumption that somebody, i.e., a farmer or a gardener, who is willing
to properly recognize local fruit diseases, captures an image of guava, jackfruit,
or papaya. Pondering over the distinct people from distinct backgrounds, we have
resized the original image inputted. At that point, the original image is changed into
a foreordained size image of 300 x 300 pixels. This foreordained size has been set
by taking the varying configuration of different cameras into account. Then contrast
enhancement is performed by putting color intensity mapping, i.e., histogram equal-
ization into action. Then this image goes through one of the following steps, as shown
in Fig. 1, depending on the segmentation algorithm that is going to be used.

(1) A color space conversion from RGB to L*a*b*
(2) A color space conversion from RGB to gray scale
(3) No conversion.
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The image can undergo the color space conversion from RGB to gray scale so
that a grayscale histogram can be formed. The image can also go through the color
space conversion from RGB to L*a*b*, because it has been asserted by Burney
and Tariq in [28] that the K-means clustering algorithm outperforms in segmenting
images in L*a*b* color space than that in RGB color space. At first, the conversion is
performed, as described in [29], from RGB color space to CIE XYZ color space and
from XYZ color space to L*a*b* color space. The image is then divided into several
regions by applying one of the four prominent image segmentation techniques—
region growing, K-means clustering, fuzzy c-means clustering, and Otsu’s method.
Thus, disease-attacked parts are isolated from disease-free parts. Figure 3 shows
the stepwise effects of changes in the images of all disease types. From the attacked
portion, a vector containing discriminatory features can be constructed. It has already
been mentioned that quality feature extraction depends on the quality segmentation.
So, for assessing the quality of the four segmentation techniques, six region-based
performance metrics are calculated by putting ground truth images, which are manu-
ally labeled, into action. The summary of the stepwise experiments done is provided
in Table 1. The results of the performance of the four image segmentation techniques
for four diseases of each of the three local fruits along with the ground truth are quan-
titatively provided in Table 2, but Fig. 4, for the sake of space, pictorially shows the
performance results of only the K-means clustering segmentation technique for four
diseases of each of the three local fruits along with the ground truth.

Stylar end
Guava:
rot:

Jackfruit: Rhizopus rot

Papaya:

(d) Resized image  (e) Contrast- (f) Segmented

(a) Fruit  (b) Disease (c) Acquired image . . R
(300x300-pixel)  stretched image image

Fig. 3 Stepwise changes of images. a Fruit. b Disease. ¢ Acquired image. d Resized image (300
x 300 pixels). e Histogram-equalized image. f Disease-affected segmented areas
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Table 1 Summary of stepwise experiments performed

137

Experimental stride Deployed technique Method/algorithm/parameter used
Preprocessing Resizing Bicubic interpolation

Contrast stretching Histogram equalization
Segmentation Region-based Region growing

Clustering K-means clustering
Fuzzy c-means clustering
Thresholding Otsu’s method

Metric calculation

Region-based

Accuracy

Error rate

Measure of overlap

Measure of under segmentation

Measure of over segmentation

Dice similarity measure

Table 2 Performance of all segmentation techniques used in the amount of the six performance

metrics
Technique | Criterion | Overlap | Under Over Dice Error | Accuracy
measure | segmentation | segmentation | similarity | rate | (%)
(%) measure (%) | measure (%) | measure | (%)
(%)
Region Guava 66.5 31.44 13.14 79.15 27.09 |72.92
growing | packfruit | 70.96 | 13.85 24.03 82.56 20.45 |79.55
Papaya 55.99 15.63 23.52 68.12 26.6 |73.4
Aggregate | 64.48 20.31 20.23 76.61 24.71 | 75.29
K-means | Guava 62.36 17.24 14.91 73.63 225 |77.5
clustering | yacifruit | 79.60 5.47 12.37 87.81 13.44 | 86.56
Papaya 73.35 7.62 17.1 84.85 19.12 | 80.88
Aggregate | 71.77 10.11 14.79 82.10 18.35 | 81.65
Fuzzy Guava 63.57 39.31 8.76 76.35 29.78 | 70.22
C-means | packfruit | 66.89 | 26.41 13.23 79.13 25.56 | 74.44
clustering
Papaya 45.03 3.42 50.72 60.92 37.83 | 62.17
Aggregate | 58.5 23.05 24.24 72.13 31.06 | 68.94
Otsu’s Guava 68.76 18.23 11.86 81.07 22.37 | 77.63
method | yacfruit | 73.9 5.75 14.46 8473 | 16.59 8341
Papaya 56.44 11.22 41.66 71.56 30.78 | 69.22
Aggregate | 66.37 11.73 22.66 79.12 23.25 | 76.75
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Fig. 4 Performances obtained by K-means clustering segmentation on distinct diseases of three
local fruits. a Three local fruits. b Manual ground truth and segmented images of four diseases of
each of three local fruits. ¢ Manually outlined affected portions of ground truth images of three
local fruits and affected portions of segmented images of three local fruits calculated by applying
K-means clustering
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We observe from Table 2 that K-means clustering turns out supreme over all other
segmentation techniques applied in terms of all performance metrics used other than
the two metrics under segmentation measure and over segmentation measure, in cases
of which fuzzy c-means clustering outperforms all other segmentation techniques
exhibiting the values of 3.42% for papaya and 8.76% for guava, respectively. Thus,
K-means clustering not only achieves the maximum number of metric-wise best
positions but also shows the best results of metric-wise aggregate values. On the other
hand, the aggregate performances of region growing have been the poorest in terms of
all metrics used other than the metric over segmentation measure (20.23%). Although
the highest accuracy (81.65%) is achieved by K-means clustering, nearby accuracy
is exhibited by too. For the six metrics considered, Otsu’s method resides just behind
the fuzzy c-means clustering leaving the region growing back. We know that accuracy
becomes very rigorous if an equal sample size for each class is used, which is very
much applicable to our situation. So, we delve deeply into the metric accuracy. Table
3 reveals the accuracy exhibited by each segmentation technique individually for
all of the diseases of each of the three local fruits. We notice from Table 3 that the
highest accuracy (96.77%) for an individual disease class is exhibited by K-means
clustering for the fruit spot of guava. Moreover, it is K-means clustering which
exhibits the highest accuracy for each disease of papaya and jackfruit. However,
it retains its position, i.e., highest accuracy attainer for all diseases of guava other
than red rust, for which region growing acquires the highest accuracy of 87.32%.
Taking all of the factors just discussed into account, we can assert that the K-means
clustering performs the best of all four segmentation techniques in the context of
automated local fruit disease recognition.

6 Conclusion

In this chapter, an exhaustive comparison of four different on-hand image segmen-
tation techniques has been performed on the ground of automated local fruit disease
recognition. Sample images of four frequently occurring diseases of each of three
common local fruits in Bangladesh, namely papaya, jackfruit, and guava, have been
used. All of these sample images are rendered into predetermined size images for
comparison on the same ground. K-means clustering has been comprehensively
found the best performer attaining an aggregate accuracy of 81.65%. There has
been some observation that some inspiring efforts have been shown in automated
fruit disease recognition research for the last couple of years. Nevertheless, rigorous
segmentation performance assessment focused on meaningful quantitative indica-
tions is inadequate yet. Perceiving this situation, our obtained accuracy of 81.65%
can be argued to be both good and prospective enough. There exists still enormous
future works on Bangladeshi local fruit disease recognition to deal with a much
broader range of local fruits and their diseases.
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Machine Vision-Based Fruit )
and Vegetable Disease Recognition: L
A Review

Md. Tarek Habib, Md. Ariful Islam Arif, Sumaita Binte Shorif®,
Mohammad Shorif Uddin®, and Farruk Ahmed

1 Introduction

The world population is growing very rapidly year after year. 100 years ago, the
world population was only 1.5 billion, and it stands at about 7.8 billion now [1]. As
the number of resources of various productive items are decreasing day by day due to
this rapid population growth, this scarcity of resources, especially food, has become
a major challenge in meeting the needs of the growing population. According to the
food and agriculture organization (FAO), by 2050, the world’s population will be
about 10 billion, and the consumption of meat, fruits, and vegetables will increase
dramatically. Besides, there will be a shortage of natural resources and there will be a
lot of pressure on it to meet the demand [2]. It is very important to pay special attention
to agriculture to meet the food need of the population. So, agricultural production
badly needs to increase. Along with all other enhancements, new technologies need
to be used for agro-food systems. Artificial intelligence (AI) can play a very vital role
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in this regard. In particular, it is highly demanded to increase agricultural production
by introducing new technologies using Al

The Al technologies are currently being applied in various fields, including remote
sensing scene classification [3], white blood cell classification [4], histopathology
image classification [5], deep image esthetics classification [6], food/non-food image
classification [7], vehicle classification [8], and textile defect classification [9]. Like-
wise, Al also has had a special contribution to agriculture, such as fruit and vegetable
disease recognition [10-26], fish recognition [27, 28], quality grading of agricultural
yields [29, 30], crop disease recognition [31-47], and so on.

In this chapter, we systematically describe state-of-the-art efforts for machine
vision-based fruit and vegetable disease recognition. Machine vision-based fruit and
vegetable disease recognition involves two main problems, i.e., disease detection
and disease classification. At first, we give the readers a clear impression of an
expert system for fruit and vegetable disease recognition along with its architec-
ture. Moreover, we exhaustively discuss different computer vision methods used for
the recognition of fruit and vegetable diseases to get the readers to have a clear
understanding of them. In fine, we thoroughly discuss the state-of-the-art efforts for
machine vision-based fruit and vegetable disease recognition and perform a compar-
ative analysis of them comprehensively. This chapter aims to increase the knowledge
of those who are interested in working in the field of machine vision-based fruit and
vegetable recognition and to help them achieve effective work.

There have a noticeable number of works on machine vision-based fruit and
vegetable disease recognition, which is split into two parts, i.e., disease detection
and disease classification. Some works have covered the entire recognition process,
whereas some jettisoned their works performing detection only. There have been
some efforts for reviewing these works. Shruthi et al. [48] have worked on a review
of machine learning classification on plant disease detection. In their work, they
used five machine learning classifiers, and within them, the convolutional neural
network (CNN) provided the most accuracy as well as the highest number of grain
disease detection. Alsmadi and Almarashdeh [49] have worked on the fish classifica-
tion technique. They surveyed preprocessing methods, feature extraction techniques,
classification accuracy, and the number of fish species. Dubey and Jalal [50] have
worked with image processing applications for fruit and vegetable analysis with
different image preprocessing approaches. Bhargava and Bansal [51] have worked
for fruits and vegetable equality evaluation with computer vision using different
types of algorithms. Naik and Patel [52] have worked on the machine vision-based
extraction method, various features, and classifiers for fruit classification and grading.
Apart from agriculture, some other reviews were also discussed here.

Ngan et al. [53] have worked with various defect detection approaches and their
characteristics. Habib et al. [54] have surveyed and compared the classifiers used
on automated fabric deflection classification. Kumar [55] has compared a single
approach with a statistical, spectral, model-based approach for computer vision-
based fabric defect detection. Egmont-Petersen et al. [56] have worked with the
help of a neural network for image preprocessing, data reduction, segmentation,
object recognition, image understanding, and optimization. We have divided the
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work that has been done in agriculture into three parts are disease diagnosis, object
recognition, and quality grading. In the case of disease diagnosis, work on fruits was
done at [11-15], and work on vegetables was done at [16-18]. Again, in the case of
object recognition and detection, work has been done on fruits [19-25], and work
on vegetables has been done on [10, 26]. In the quality grading section of organized
work in agriculture, work has been done on vegetables [29, 30].

This chapter is organized as follows. Section 1 describes the introduction.
Section 2 describes the fruit and vegetable disease recognition basics. Section 3
explains the data set and methods in fruit and vegetable disease recognition. Section 4
contains a performance evaluation metrics. Section 5 explains the state-of-the-art
approaches. Section 6 contains the conclusion.

2 Fruit and Vegetable Disease Recognition Basics

Fruit and vegetable recognition is very important in agriculture. Because it is not
always possible to test every crop and fruit from the field staff present in the field.
Sometimes, the farmer needs immediate control of the disease. Therefore, at this
particular time, it is necessary to recognize fruit and vegetable disease using computer
vision and machine learning. In this case, the person present in the field can take a
picture of the affected fruit or vegetable through his smartphone and send it to the
appropriate authority. The image can be sent directly to a manufactured expert system
in the form of input and the expert will send a review of the image sent in response
to the system: report and results. This process is shown in Fig. 1.

Some processing has to be done to get information directly from the pictures taken
on the mobile using artificial intelligence techniques. That image needs to follow
certain steps to make an acceptable decision. Image acquisition will be done after
taking the image. Then the image will go away for processing. Different methods are
followed for processing. After preprocessing, the work will be done in two ways. The
first method is to do feature extraction using traditional machine learning. The second
step is to classify features by extracting features using neural networks using deep
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Fig. 1 Architecture of an expert system for vegetable and fruit disease recognition
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Fig. 2 Steps for the vision-based recognition of fruit and vegetable diseases

learning. According to the classification report received, the decision for disease
recognition will be taken and it will be sent to the sender. The whole process is
illustrated in Fig. 2.

3 Fruit and Vegetable Disease Recognition Data Set
and Methods

Detection and recognition tasks have different difficulties, some of which are deter-
mining which algorithm will work properly, which method will be suitable for feature
extraction, modeling with app or server, etc. In the case of image classification intra-
class variation, scale variation, illumination, viewpoint variation, background cut,
etc. are among the difficulties. Object detection from any view involves dealing with
multiple views, large pause variations, and resolutions. Color combinations are a
problem in image processing at different times, color enhancement is not accurate,
problems with photo resizing, not taking pictures from the right angle, etc. The type
of image used for image recognition detection as train and test data is shown in Fig. 3.
This type of data set can be found on various websites or by taking pictures or by
contacting people who have done this before. Many have worked with different data
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(a) Apple

Black rot canker

(b) Jackfruit

Rhizopus rot Pest and disease Pink disease

(c) Tomato

Healthy leaf Infected leaf Early blight

(d) Potato L e 1

Original image Common scab Black dot

Fig. 3 Different fruit and vegetables diseases. a Apple [13, 19]. b Jackfruit [14]. ¢ Tomato [17].
d Potato [13, 29]

sets. Again, many have worked with some common data sets and those data sets are
available online [57]. The data sets used by those who have previously worked with
fruit and vegetable disease detection and recognition are shown in Table 1.

The function of image or object detection is to process the image using computer
technology to bring out the existing object in it. Each image contains more than one
different object for object detection. All those objects have to be separated inside the
bounding box. In the case of image classification, the localization of each object has
to be numerically calculated. Specific pixels are assigned to certain objects. Thus, if
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Table 1 Condensation of the data set for machine vision-based fruit and vegetable disease

recognition
Name and/or reference Object containment Number of classes | Sample size
Fruit 360 [57] Apple, banana, blueberry, | 131 90,483 images
cherry
Samajpati and Degadwala | Apple 4 80 images
[22]
Omrani et al. [23] Apple 320 samples
Rozario et al. [24] Apple, banana, tomato, 4 63 images
potato
Habib et al. [25] Jackfruit 5 240 images
Habib et al. [26] Jackfruit 4 480 images
Vakilian and Massah [27] | Cucumber 2 300 images
Mokhtar et al. [28] Tomato leaves 2 400 images
Habib et al. [29] Papaya 5 126 images
Lak et al. [30] Apple 2 30 images
Zhang and Wu [31] Apple, banana, grape 18 1653 images
Saetal. [32] Apple, avocado, mango 6 54 images
Hossain et al. [33] Apple, pineapple, papaya, 14 5947 images
orange
Zawbaa et al. [34] Apple, strawberry, orange 3 178 images
Hou et al. [35] Apple, tomato, orange, 7 5330 images
kiwi
Zawbaa et al. [36] Apple, strawberry, orange 3 178 images
Rocha et al. [37] Kiwi, plum, cashew 12 32 images
Razmjooy et al. [38] Potato 500 images
Shi and Wu [39] Tomato NM

NM not mentioned

multiple objects are in a picture, those objects, that is, their pixels, are classified into a
specific class. All this work is usually done in the image processing section. Different
types of machine learning algorithms are used for image preprocessing. These include
image size normalization, histogram equalizer, resizing, cropping, median filter and
point detection, mutations, etc. Then image segmentation is done using one of the
many off-the-shelf techniques. It is needed in traditional machine learning, whereas
deep learning, on the other hand, uses deep neural networks directly. Methods used
for feature extraction include geometrical, morphological, texture features, moment
invariants, distance measurements, landmark points, distance and angle measure-
ments, color histogram, statistical measurement, triangulation technique, optimal
separating hyper-plane, the margin of separation, red—green—blue (RGB), and hue—
saturation—value (HSV) color features, non-grid part models, wrapper method, etc.
[49], whereas some can be easily calculated and some have to be calculated in a
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slightly more complex way. No such method is required for feature extraction in
deep learning as it is processed directly through the neural network.

One of the two methods used in fruit and vegetable disease detection and recogni-
tion is the application of traditional machine learning and deep learning. Traditional
machine learning can be divided into two parts, one with segmentation and the
other without segmentation. This means that at some point after image processing,
resizing, and color enhancement, detection is done by looking at the background and
the ratio of the object without any further segmentation. In most cases, segmentation
is created using background and object positioning, color scale setting, and other
ancillary features that help train the machine and provide accurate accuracy. Again,
in the case of using deep learning, detection is done by using image processing or
directly using the deep neural network without image processing.

Rozario et al. [13] did image segmentation based on gray and color images in
their work. They performed this color-based segmentation for detection infected area
using k-means clustering. Habib et al. [14] transformed the images they collected
into a certain size image by using bicubic interpolation and increased the contrast
through histogram equalization. Using statistical and gray-level co-occurrence matrix
(GLCM) features, they separated the affected area and the healthy area. On the other
hand, Hossain et al. [22] did the work of fruit classification using deep learning.
They cropped the images during image processing, keeping height and width equal.
Feature transformation was then done through repeated convolution and pooling
operations.

4 Performance Evaluation Metrics

We have already mentioned that machine vision-based tasks are performed in two
ways. One through detection, the other through recognition. Since two approaches are
followed for recognition and detection, their calculations are divided into two. One
is the calculation for feature extraction or segmentation and the other is classification
performance calculation.

Localization error was used to measure segmentation performance in the works
done in [14, 18]. Localization error is an adverse measure, which is stated as the
proportion of the sum of the unsegmented affected area and segmented unaffected
area to the sum of the segmented affected area and ground truth affected area. If the
segmented area is expressed with A and the ground truth affected area is expressed
with B, the localization error (E) can be expressed in the following way:

A~B
E =
A+ B

x 100% (D

Here can be mentioned to the readers that normalized probabilistic rand (NPR),
bidirectional consistency error, Hamming distance—these metrics can also be used
to measure segmentation performance [58—60]. Nonetheless, their uses have not been
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observed in any work. Measuring the performance of disease segmentation has been
disregarded in almost all works done so far.

Accuracy, sensitivity, specificity, precision, recall, and F'| -score are some conspic-
uous metrics for measuring the performance of classification [61]. If TP, TN, FP, and
FN indicate the number of true positives, true negatives, false positives, and false
negatives, respectively, in a confusion matrix for a binary, i.e., two-class problem,
these performance metrics can be equated as follows:

TP + TN
Accuracy = x 100% 2)
TP 4+ TN + FP 4+ FN
- TP
Sensitivity = ———— x 100% 3)
TP + FN
Specificit ™ 100% 4)
= —— X
pecificity P IN )
- TP
Precision = —— x 100% (®))
TP 4 FP
TP
Recall = ——— x 100% (6)
TP + FN

2 x precision x recall
Fy-score = — x 100% (7
precision + recall

Here is to mention the readers that the detailed calculation of these metrics for a
multiclass, i.e., more than two-class problems, where the resulting confusion matrix
if of dimension n x n (n > 2) can be found in [18]. However, these conspicuous
metrics, especially accuracy, have been widely used in fruit and vegetable disease
classification.

5 State-of-the-Art Approaches

The use of computer vision and machine learning for vegetable and fruit disease
detection and recognition is increasing day by day. In this case, it is seen that many
people use the same method for feature extraction, segmentation, and classifier, while
many others follow different apps. Here, we discuss the application of different
methods and their results. Apple’s detection and classification work has been done
using random forest classifiers. In that work, image segmentation has been done using
the k-means clustering algorithm and feature extraction has been done according to
apple’s color, texture, and shape [11]. That work has been used to diagnose apple
disease with the help of leaves. The leaves are photographed under specific light
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control and the infected areas are identified using k-means clustering. Three classi-
fications were then applied in which support vector machine (SVM) gave the best
performance [12].

Work has been done with a computer vision approach for the extraction of affected
areas of fruits and vegetables. Here, the affected areas have been extracted using the
Otsu method, background removal of the image has been done, and segmentation has
been done using k-means clustering [13]. In that research, models are made using
computer vision to diagnose jackfruit disease. Here, all the images are converted
to a certain size and its contrast is fixed through histogram equalization as well
as defective separation using GLCM. Three classifiers have been used to diagnose
jackfruit disease of which SVM has achieved 88.67% accuracy [14]. Automated
models for the diagnosis of jackfruit are developed, where images are first resized,
contrast settings are set, and colors are converted from RGB to L*a*b*. Here, five
jackfruit diseases have been worked on and nine classifiers have been used of which
random forest has been able to achieve 89.59% [15].

Cucumber fungal disease detection is done by looking at the symptoms of
cucumber leaves. In this case, the backpropagation artificial neural network (ANN)
is used as a classifier. Images collected with three textual features and two thermal
parameters are normalized and measured [16]. An approach is used to detect and
identify unhealthy tomato leaves using image processing techniques, where 99.83%
accuracy is achieved with the help of the SVM algorithm using a linear kernel func-
tion. The GLCM method was used for image processing and feature extraction, and
the n-fold cross-validation technique was used for classifier performance [17]. Work
was done for papaya disease recognition with the help of a machine vision-based
agro-medical expert system. After image segmentation using k-means clustering,
recognition was done based on six different diseases. After using three machine
learning classifiers, it was found that SVM provides 90.15% accuracy [18].

The recognition of apple fruit was done with the help of natural luminance using
the machine vision, where segmentation was done by edge detection and color and
shape analysis. Color—shape-based algorithm got 83.33% accuracy in apple detection
[19]. Fruit classification was done with the help of computer vision using a multiclass
kernel support vector machine, where backgrounds are removed using split and merge
algorithm, feature spaces are composed using color histograms, texture features, and
dimensions of feature spaces are reduced using principal component analysis (PCA)
[20]. Fruit detection was done using a deep convolutional neural network, where
faster region-based CNN is used the color (RGB) and near-infrared (NIR) modalities
[21].

Automatic classification is used using deep learning. They work with light archi-
tecture and visual geometry group (VGG-16) based architecture model [22]. Auto-
matic fruit classification was done using random forest algorithms and processed
by scale-invariant feature transform (SIFT) using shape, color characteristics [23].
Here, the images were given directly to the neural network as input so the processes
of feature extraction or data reconstruction did not need to be done here. Everything
was done inside the convolution layer, the pooling layer, and the full-connected layer
[24]. Automatic fruit image recognition is based on shape and color features. During
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preprocessing, 90 x 90 pixels images are used for creating a data set and applied to
the k-nearest neighbor (k-NN) and SVM algorithm classification [25].

Their research worked with CNN using fruit and vegetable classification systems.
Images of fruit and vegetable classification were trained using the VGG model.
Besides, feature extraction and classification of images using CNN models were
implemented [10]. They worked with automatic fruit and vegetable classifications
from images, where k-means classifier used and global color histogram used from
preprocessing [26]. In that research, the inspection method was worked with the
help of machine learning. The contrast was increased after the images were taken at
a certain resolution. The RGB intensity color model was then used for area detection
and thresholding [29]. That research studied tomato processing defect detection using
deep learning. Images were analyzed using the deep learning network and mask
R-CNN machine learning framework feature extraction of tomato images [30].

All the data has been collected in one table for comparative analysis of the work
done so far by applying computer vision and mission learning with any kind of
detection and recognition related to agro-food-related. It is shown in Table 2.

6 Conclusion

In this chapter, we have analyzed and discussed thoroughly the different methods of
vision-based fruit and vegetable disease recognition. The entire task of recognition
is branched into two divisions—one is with the deployment of traditional machine
learning and another is with deep learning. We have found image resizing, gray-scale
imaging, GLCM calculation, etc. some important steps for vision-based fruit and
vegetable disease recognition. We have also found k-means clustering segmentation
a very popular and common method for fruit and vegetable disease segmentation.
Diseases have been classified by different prominent classifiers, where ANN, k-NN,
SVM are the most popular and common ones. CNNs have also been used for fruit
and vegetable recognition. The exhaustive discussion of this chapter will render a
proper understanding and a good insight to those researchers who are interested
in working and conducting research on machine vision-based fruit and vegetable
disease recognition shortly.
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An Efficient Bag-of-Features for Diseased | m)
Plant Identification i

Raju Pal, Himanshu Mittal, Avinash Pandey, and Mukesh Saraswat

1 Introduction

Being the part and parcel of human beings, agriculture is the main contributing factor
in the economy of many countries [1]. The variety of plants harvested in a region
depend upon the environmental and land conditions. Additionally, the quantity and
quality of the harvested plant is dependent on a number of factors like water supply,
natural calamities, plant diseases, etc. [2]. To mitigate the same, a farmer may be
aided with advanced vision technologies to take preventive measures [3]. One such
technology is automated diseased plant identification system through leaf images [4].
Such a identification system will advantage farmers in number of ways like timely
update about plant disease, increase in plant productivity, and minimum resource
wastage without the involvement of an expert [5]. In literature, computer vision
techniques have been able to detect plant ailments such as yellow or brown spots,
primary or late blister, caused by bacteria, virus, or fungus [6]. To do so, leaves are the
primary source of disease identification in plants [7]. However, each leaf of a plant
presents large disparity in size, texture, color, and shape, which make the disease
classification a complex and challenging task. Therefore, this chapter presents an
efficient method for the diseased plant identification using leaf images.
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Generally, the accuracy of an image identification method is largely related to the
features extracted by the system [8]. In the literature, there are number of feature
extraction methods which can be categorized into two classes [9], namely classical
and deep features. In classical features, different attributes of an image are measured,
such as shape, size, or distribution of pixels to extract relatively complex descriptors
which are rich representation of interest points in the image. Some of the popular
methods in this category are scale-invariant features transform (SIFT) [10], speeded-
up robust features (SURF) [11], and oriented FAST and rotated BRIEF (ORB) [12].
The second category, deep-level features, is the image descriptors extracted through
different machine learning models like convolutional neural network (CNN) [13],
inception [14], and others. However, these feature extraction methods require a
large dataset along with high computational resources. In literature, classical fea-
ture descriptors have produced promising results, especially when used with bag-of-
features (BOF) [15, 16]. BOF [15] is a popular image classification method which
is based on the concept of bag-of-words framework of text classification. Csurka et
al. [17] applied this method for image categorization while Mittal and Saraswat [18]
employed the BOF for the classification of tissue images.

Generally, the BOF method includes mainly four phases, namely feature extractor,
codebook construction, feature encoding, and classification [19]. In the first phase,
feature extraction method is used to extract the keypoints from the training set. Some
of the commonly used feature extraction methods are SIFT, SURF, and ORB. Table 1
[20] briefs the existing feature extraction methods of BOF. In the table, methods are
categorized into interest-point-based features and learned features. The interest-point
detection-based methods detect corner points in an image to extract the features while
learned features correspond to deep features which represent high-level abstraction
of an image. In literature, it has been witnessed that accuracy of a BOF method is
largely dependent on the extracted descriptors. However, BOF method considers only
single-feature extraction method which limits the variability in considered features.
To alleviate the same, this chapter presents a new BOF method which considers
different feature descriptors at a time to generate an efficient visual word vocabulary.

Table 1 Categorization of features extraction methods used in bag-of-features [20]

Category Classification Comments Methods
Blob detection Partial differential Use the PDE on DoG [21],
(interest point) equations (PDE) based | Guassian-scale spaces | Hessian—Laplacian

[22], SIFT [23], SURF
[11]

Template based Decision tree and BRISK [24], FREAK
binary comparison [25], ORB [12]
methods are used;
computationally fast
Learned features Deep features High-level SSAE [26], CNN [27]
abstractions obtained
from raw images
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In codebook construction, clustering methods [28] like k-means and fuzzy cmeans
are employed which quantize extracted features as vocabulary of visual words. In
literature, various clustering methods have been used for codebook construction and
Table 2 groups these methods into three classes, namely hierarchical methods, parti-
tional methods, and meta-heuristic-based methods. The hierarchical and partitional
methods have reported number of demerits like biased clustering results, dependence
over initial parameters setting, and varying results with varying number of clusters.
Therefore, researchers have introduced meta-heuristic algorithms for efficient clus-
tering [29-31]. Meta-heuristic algorithms are the mathematical models which mimic
the optimization behavior of nature [32-35]. These algorithms have been efficient in
solving many real-world problems belonging to different domains such as medical
image analysis, segmentation [36, 37], software testing, wireless sensor networks
[38, 39], data classification [40], and many others. However, all such algorithms
have non-deterministic behavior [41] and computationally expensive. Therefore, this
paper performs clustering through a popular deterministic algorithm, i.e., gray rela-
tional analysis [42].

Further, the feature encoding phase utilizes the generated vocabulary of visual
words to encode an image as a vector. Each value of vector represents the count of
visual words. The different encoding methods can be divided into three categories,
namely voting, reconstruction, and super-vector-based encoding methods [44] which
are enlists in Table 3.

Lastly, the encoded features of training images are used to train a classifier which
infers label for new images. The performance of a classifier is highly affected by the
quality of encoded features.

The overall contribution of the paper can be briefed in following three folds.

1. Weighted two-dimensional quantization method is used for image encoding which
uses dual features for encoding the image.

Table 2 Various codebook construction methods used in the bag-of-features [43]

Category Methods Comments
Hierarchical methods Agglomerative clustering, These methods can not be
mean shift applied to large datasets or

histology images due to high
computational cost

Partitional methods K-means, FCM, GMM Generates non-uniform coding
(biased toward dense regions);
non robust; optimal codebook
size (K) is unambiguous

Meta-heuristic-based methods | PSO, GSA, WOA Used to find optimal visual
words based on some objective
function defined over
compactness and separation;
computationally expensive
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Table 3 Various types of feature encoding methods [44, 45]

Type Methods Comments
Voting based HV [15], SA [46], LSA [47], |Based on the formation of
salient coding [48], histograms which represent the
distribution of visual words
Reconstruction based OMP [49], Sparse coding [50], | Each feature should be
LLC [51], LCC [52] reconstructed by the visual

words by applyin some
constraints and solving
least-sqaure optimization

problem
Super vector based LTC [53], SVC [54], VLAD Gaussian mixture model is
[55] used for estimating the feature

distributions which contain
means, co-variance, and
weights of Guassian
ditributions

2. For efficient codebook construction, gray relational analysis-based clustering
method is used.

3. The proposed BoVW method is leveraged on the diseased plant identification
using leaf images, taken from a publicly available dataset, namely PlantVillage
dataset [56].

In this chapter, the proposed diseased plant identification uses three different
feature extraction methods, namely SIFT, SURF, and ORB which are discussed in
the following sections.

1. Scale-Invariant Feature Transform: SIFT detects and describes the low-level
features from the digital images. It finds some interest points and then represents
them in a quantitative manner known as descriptors. These descriptors are invari-
ant to scale, rotation, and illumination conditions. The process of feature extrac-
tion and representation is performed in four steps. First, the locations of interest
points or keypoints are approximated. These keypoints are the extreme values of
scale space pyramid generated through difference of Gaussian images. Second,
the keypoint locations are refined. Third, the orientation assignment is performed
based on the orientation histogram. And finally, each keypoint is represented by
a 128 dimensional vector. Raza et al. [57] studied and analyzed the rotation and
scale invariance behavior in the bag-of-features method for the classification of
histopathological images.

2. Speeded-up Robust Features: SURF [11] is an efficient feature detector method
that finds integrals of an image to perform convolution. It includes three phases,
namely keypoint detector, feature description, and feature matching. To detect
a keypoint, the determinant of the Hessian matrix is calculated around the con-
sidered keypoint. If the determinant is maximal, the corresponding keypoint is
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selected. In the feature description phase, the detected keypoints are depicted as
the intensity distribution of the neighborhood pixels. Lastly, feature matching is
performed between different pairs of feature descriptors. Wand and Chen [58]
addressed the problem of image alignment in medical or clinical diagnosis. The
authors have considered two types of medical images, namely tissue and X-ray
images and compared with five other methods, namely TrackEM2, UnwarpJ,
BUnwarpJ, mutual information, and SURF. The proposed method shows better
results on both of the datasets.

3. Oriented FAST and Rotated BRIEF: ORB [12] leverages the strengths of two
efficient feature extraction methods, namely FAST [59] and BRIEF [60]. In this,
oriented FAST method detects all the keypoints by employing a circular ring.
However, it fails to detect the corner points. Moreover, ORB considers only top
N keypoints by sorting the FAST keypoints on the basis of Harris corner param-
eter. Further, multi-scale FAST features are computed at different levels of pyra-
mid scale. To calculate corner orientation, centroid intensity approach is followed
while color is ignored. However, the description of a keypoint is generated through
rotated BRIEF [60]. This is a rotational invariant version of the BRIEF method
which incorporates a learning step. The feature vector is described in terms of
patch and rotation matrix. The above-mentioned feature extraction methods are
being used to model the new diseased plant identification system which is pre-
sented in the following section.

2 Proposed Method

In this work, an automated diseased plant identification system based on the enhanced
BOF method is proposed. The block diagram of the developed system is shown in
Fig. 1. This system consists of four phases, (i) feature extraction from histopatho-
logical images, (ii) the features are clustered using gray relational analysis-based
clustering method to generate codebooks, (iii) each image is encoded using the two
dimensional vector quantization method, and (iv) the encoded images along with the
labels are used to train the classifier which is further used to predict the labels of
validated images. The detail description of each phase of the system is presented in
the following sections.

2.1 Feature Extraction

The first phase of the new system is the feature extraction. In standard BOF method,
only one feature extraction method is used while in the proposed system, combination
of two feature extraction methods is used. This results in achieving rich and detailed
feature description of the plant images. In this work, combination of any two feature
extraction methods is used. For the same, different combinations of SIFT, SURF,
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Fig. 1 Proposed diseased plant identification system

and ORB features extractors are used. Based on these methods, two different feature
descriptors (X and Y) are generated with different properties.

X = {x1,x2,..., x5} € RPN (1)

Y ={yi,y2, ..., yu} € RP>M @)

where x; and y; are the ith and jth features, generated by considered feature extrac-
tion methods with D; and D, dimensions, respectively. As the plant images are
complex in nature, the resulting feature or descriptor vectors are large in size and
of high dimensional. Therefore, there is a requirement to find a more representative
feature vector, which is performed in the codebook construction phase.

2.2 Codebook Construction

In this phase, clustering is performed on extracted features to find promising and
representative features known as visual words. In standard BOF, K-means is used
for clustering the feature vectors. But due to the limitations of K-means algorithm,
gray relational analysis (GRA)-based clustering method is used to generate the visual
words [19]. The GRA-based clustering method is computationally efficient and gen-
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erates most representative visual words. For better classification results, two different
codebooks are generated by performing the clustering on X and Y feature descriptors.
The process of clustering algorithm using GRA is given in Algorithm 1. This algo-
rithm is run two times over both set of feature vectors (X and Y) [19], respectively.
Let the resulting codebooks generated by the algorithm are 55 and C, respectively,
from the extracted features.

B={b,by,..., bxg} RPN (3)
C={ci,ca,...,cx} € RPM (6)

where b; and c; are the ith visual words from each feature set. These codebooks are
further used to encode each image into histograms.

3.3 Feature Encoding Using W2DVQ Method

Both of the generated codebooks (B and C) are passed to the feature encoding phase
to generate the histograms. In standard BOF, mainly voting-based methods have been
used in the literature [61]. In this method, the histogram is generated based on the vote
casted by each feature to a particular visual word. However, these histograms only
consider single feature to encode the images due to which less information is incor-

Algorithm 1 Clustering approach using GRA

Input: A set of feature vector (X or Y) and a cut-off threshold (7')
Output: Reduced set S of selected features
D=[X or Y]
while (size(D) > 1) do
temp=mean(D)
Choose a reference feature vector (R) near to temp ;
D=D-R
Measure GRGs (I') in D with R using Eq. (7);

d
T(R, D) = [a() - y(RG), D(i))] (N

i=1

y(RG), Dy = TR EREED), ®)
(i) + £ max A(i)
where, A(i) =| R(i) — D(@) |, & € (0, 1], and « (i) is the weighting factor
The values of GRG must always be between 0 and 1
The first T % feature vectors near to 1 are deleted from D ;
Modify vector S =[S R];
end while
The resulting set S is considered as the cluster centers or visual words.
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porated in the representation. So, in this paper, the histograms are generated based on
two codebooks by weighted two-dimensional vector quantization (W2DVQ) method
[9]. In this method, to represent an image, a two-dimensional code (s), of size K x K
where K is the codebook size, is developed by votes of the its features toward both
codebooks. The values of the code (s (i, j)) are calculated by a weighted function of
two different codes (¢ (i) and ¢, (i)) using the following equation.

Vis(, ici.k =00+ A-a) - ,(), j=12,.... K (€))

where « is a weighting factor between (0, 1). The values of ¢, (i) and ¢, (j) are gener-
ated based on 5 and C, respectively, and given in Eq. (10) and Eq. (11), respectively.

1 ifi =argmin(|x =B [), i=1,2,..., K

¢1() = J (10)
0 otherwise
1 ifj=argmin(]|] y—C; |2), {=1,2,..., K

$(j) = ! (11)

0 otherwise

3.4 Classification

Now, each plant image is represented in a two-dimensional code of visual words.
These codes are also known as histograms of visual words. Further, for the clas-
sification, support vector machine (SVM) is used. The encoded image in terms of
histograms along with the labels is passed to the SVM for training. After training, the
system is tested on validation dataset. For the same, a random image from validation
set is chosen. Then, these images are represented in the histogram of visual words
using the proposed approach and passed these histograms to the SVM. Finally, SVM
will predict the label of each validation image.

4 Results and Discussion

The efficiency of the proposed BOF-based diseased plant identification method has
been evaluated on 5000 images from PlantVillage dataset [56]. The dataset used for
analysis comprises 2500 healthy and 2500 unhealthy or diseased leaf images while
the original PlantVillage dataset consists of 54,303 healthy and unhealthy leaf images
divided into 38 groups by species and disease. Some of the representative images of
healthy and unhealthy categories are shown in Figs. 2 and 3.
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(a) (b) (<) (d)

Fig.2 Representative unhealthy plant leaf images of a potato, b potato, ¢ apple, and d apple leaves

(a) (b) (c) (d)

Fig. 3 Representative healthy plant leaf images of a potato, b potato, ¢ apple, and d apple leaves

Table 4 Results of the BOF method on PlantVillage dataset in terms of confusion matrices

Class Healthy Unhealthy Method
Healthy 0.64 0.26 SIFT
0.68 0.27 ORB
0.67 0.29 SURF
0.74 0.21 SIFT + ORB
0.74 0.55 SIFT + SURF
0.78 0.17 ORB + SURF
Inflamed 0.36 0.74 SIFT
0.32 0.73 ORB
0.33 0.71 SURF
0.26 0.79 SIFT + ORB
0.26 0.45 SIFT + SURF
0.22 0.83 ORB + SURF

To find the better combination of features, the standard BOF method is applied on
PlantVillage dataset with different combinations of the feature extraction methods.
Table 4 shows the confusion matrix for each considered combination of feature
extraction methods. The true positive rate and false negative rate of the ORB and
SUREF features are higher than other considered combinations of feature extraction
methods.
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Table 5 Value of performance parameters returned by the considered methods on PlantVillage
dataset

Method Sensitivity Specificity Precision FNR Accuracy
SIFT 0.70 0.75 0.73 0.34 0.72
ORB 0.68 0.74 0.72 0.36 0.71
SURF 0.67 0.73 0.71 0.37 0.70
(SURF, ORB) |0.82 0.86 0.85 0.23 0.84
(SIFT, SURF) | 0.88 0.51 0.62 0.16 0.68
(SIFT, ORB) |0.72 0.86 0.83 0.32 0.79

Table 6 Performance analysis of the proposed BOF method using the confusion matrix on PlantVil-
lage dataset

Class Healthy Unhealthy
Healthy 0.93 0.07
Unhealthy 0.09 0.91

Furthermore, for a fair analysis, sensitivity, specificity, precision, false negative
rate, and accuracy of all the considered feature extraction methods have been com-
puted in Table 5. In the leaf classification problem, sensitivity shows the rate at which
unhealthy images are recognized. From Table 5, it can be visualized that the SURF
and SIFT features together attain the sensitivity of 88% which is better than others
followed by the SURF and ORB combination features as 78%. Specificity and pre-
cision are another important performance criterion, where specificity finds the rate
of recognizing the healthy leaf images and precision is the rate of measuring total
predicted healthy images by the classifier. For the performance measure specificity
and precision, the combination of SIFT and ORB features attains the better results
than other considered methods. From the table, it can be observed that the identifi-
cation rate is higher in case of ORB and SUREF features. Therefore, ORB and SURF
are used for feature extraction for further analysis of the proposed system.

Now, with the use of ORB and SURF features, the visual words are generated with
GRA-based clustering method and these visual words are used to encode each image
into the histogram with the W2DVQ method. These histograms along with labels
are passed to SVM classification for training. Table 6 presents the confusion matrix
of the proposed BOF method for identifying the unhealthy and healthy images of
PlantVillage dataset. In the confusion matrix, rows denote the actual labels while the
classifiers’ predicted labels are shown in columns. It is visualized from the table that
the rate of the identifying the diseased or unhealthy images by the proposed BOF
method is 91% which is almost similar to the rate of identifying the healthy images.

Moreover, Table 7 shows the comparison of all the considered methods on
PlantVillage dataset. It is perceived from the table that the proposed BOF method
attains the mean accuracy of 91.98% accuracy which is the highest among all the
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Table 7 Performance comparison of various proposed BOF methods on PlantVillage dataset

S. No. BOF approach PlantVillage dataset
1. ESMO-BOF [1] 78.35
2 SBBO-BOF [8] 85.19
3. GRA-BOF [19] 87.47
4. Weighted-BOF [9] 78.16
5 Proposed BOF method 91.98

considered state-of-the-art methods. This validates that the proposed system outper-
forms the existing methods for diseased plant identification.

5 Conclusion and Points for Future Work

In this work, a new BOF method is proposed for the diseased plant identification
from leaf images. The proposed BOF method considers different feature descriptors
at a time to generate an efficient visual word vocabulary. For this, the proposed
method first extracts the SURF and ORB features from the training images and
develops two codebooks by clustering through gray relational analysis. Further, the
generated codebooks are used by the two-dimensional vector quantization method
to encode each image. The encoded images are fed to the classifier along with their
annotations for training. Once the classifier is trained, it is used to predict the labels of
validation images which are passed to the classifier in encoded form without labels.
The proposed BOF method has been tested and validated on publicly available leaf
image dataset, i.e., PlantVillage. The experiential results show the efficacy of the
new image classification method for disease identification.

In future, the efficiency of the proposed method on a multi-class problem can be
conducted wherein the different categories of plant diseases are considered. More-
over, the proposed method can be extended to handle large dataset of leaf images in
the big data environment.
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