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ABSTRACT 

Now-a-daysnmedical fundus imagesnare generally used innclinical diagnosis for the 

recognitionnof retinal disorders. Fundusnimages are generallyndegraded by noise and 

alsonsuffers from lowncontrast issue. These problems makenit difficult nfor 

ophthalmologist tondetect and interpretndiseases in fundus images. This thesisnwork 

presents a noisenremoval and contrast enhancementnalgorithm for fundus image 

enhancementnby combining filtersnwith Contrast LimitednAdaptive Histogram 

Equalizationn (CLAHE) technique. nPrimarily input fundus imagenis divided in 

tonred, greennand blue components. Furthernfiltering process is appliednon each 

componentnrespectively to remove noisy pixelsnand finally CLAHEntechnique is 

applied to increasencontrast of the de-noisednfundus image. The efficacynof the 

proposednmethod is claculated throughndifferent performancenparameters like Peak 

Signal tonNoise Ration (PSNR), StructuralnSimilarity Index (SSIM) andnCorrelation 

coefficientn (CoC) and the results indicatenthat the proposednalgorithm is better than 

simplenCLAHE technique.  

In this thesis work, Chapters are prearranged as follows. 

CHAPTER 1 gives the introduction about the medical image enhancement, its 

background, techniques and basic concepts about the fundus image and its 

enhancement. 

CHAPTER 2 highlights the related work done in the field of the medical image 

enhancement and focus on fundus image enhancement and its related work to it. 

CHAPTER 3 explains the proposed algorithm, methodology used and also gives the 

simulation results and analysis of the proposed algorithm. 

CHAPTER 4 gives a brief description about the tools used for simulation and also 

databases used for the proposed algorithm simulation. 

CHAPTER 5 concludes the overall work done in this thesis and also gives the future 

scope of the work done.  
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CHAPTER 1 

MEDICAL IMAGE ENHANCEMENT: AN 

INTRODUCTION 

1.1 Basic Concepts of Medical Image Enhancement  

During communication the data parameters of digital images suffers from different 

types of noise [1]. Imperfect gadgets and atmospheric turbulence are the main cause of 

the generation of noise and this conveys wrong information about the image. Other 

sources of noise are noisy channel, faulty pixels in camera sensors and faulty memory 

�O�R�F�D�W�L�R�Q�����7�K�H���Q�R�L�V�H���G�H�J�U�D�G�H�V���W�K�H���T�X�D�O�L�W�\���R�I���L�P�D�J�H���D�Q�G���L�P�S�R�U�W�D�Q�W���L�Q�I�R�U�P�D�W�L�R�Q�¶�V���D�U�H���O�R�V�W��

[25]. Digital image processing is the processing of digital images for storage, 

transmission and representation of image for human interpretation and for machine 

perception. The area of digital image processing has developed vastly and plays a 

significant character in processing of digital medical imaging modalities for diagnose 

of disease. Recently digital image processing gains a vast area of applications. One of 

the most important applications is in medical science. A lot of study has been occurred 

to enrich the image quality and remove noise. Recently, medical image processing and 

their enhancement is the most significant trend in modern medicine [2].Further, a 

current 3-D medical imaging technique offer advances in science and as a result higher 

dependability medical images are created. Different kinds of noise like Gaussian, 

impulse, Poisson, Rician and Speckle noise corrupt the medical images [38, 45]. 

Medical images likely X-ray, Magnetic Resonance Imaging (MRI), Computed 

Tomography (CT), ultrasound, Optical Coherence Tomography (OCT), Single-Photon 

Emission Computed Tomography (SPECT), Heidelberg Retina Tomography (HRT) 

and fundus are usually have very low contrast and the work of image enhancement 

algorithms is to sharpen them. Figure 1.1 shows the effect of medical image 

enhancement. 
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Fig 1.1.Showing effect of medical image enhancement on MRI image of a left 

knee 

 

1.2 MEDICAL IMAGE PROCESSING 

Medical image processing is the processing of medical images whose inputs and 

outputs are images that extract essential data and features from medical images. Figure 

1.2 shows the basic building blocks of medical image processing. The fundamental 

steps vary from type to type of medical image modality. Some of the basic steps in 

medical image processing are briefly explained below. 

1.2.1 Image acquisition 

Acquisition is the primary step in medical image processing. In this step the image is 

retrieved from the source for further processing.  

1.2.2 Preprocessing 

After acquiring the image, preprocessing is done at the basic level of abstraction of 

image and it envelops various further steps to enhance medical image or to remove 

noise or distortion from medical image for further processing of image. Some of the 

preprocessing steps are explained below. 

�x Image enhancement  

This step is an important and most challenging area in medical image 

processing. The main aim of this step is, to suppress the noise while preserving 
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the edge details [25].Medical image enhancement techniques enhances the 

perception and interpretability of data present in the image [38].  

�x De-noising 

It is one of the crucial step in preprocessing of medical image. Noise occurs in 

an image during acquisition or communication. Main motive of de-noising is to 

preserve edges while removing the noise from medical image. Different types 

of filters are used to remove the noise.  

�x Contrast Enhancement 

This step converts low contrast image to high contrast image. It aims at 

improvising the visual quality of medical image. It improves the brightness of 

image between its objects and background [37].   

�x Image Edge Enhancement 

It is one of the main steps for improvising the quality of medical image. Guided 

Filter technique is used to enhance the medical image edges [43]. 

1.2.3 Segmentation 

The next step after preprocessing is Segmentation of image, means to split or divide 

image into multiple sub-parts so that it become more easier to extract relevant 

information and identify objects under consideration from image.  

1.2.4 Feature extraction 

This process is performed to change the segments of the image into more convenient 

form that better describes the main features and attributes of interest of image.  

1.2.5 Classification 

Then classification is performed on the pixels of the medical image to divide pixels 

among the classes or categories of interest. A function is used to assign pixels of 

image to its respective class or domain. 

1.2.6 Post-processing 

The final step is post-processing, which removes the blocking artifacts occurred 

due to transformation method (orthogonal) applied to image, decompress the 

compressed image and to recognize objects in the image.  
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Fig 1.2. Building blocks of medical image processing 

 

1.3 Medical Image Modalities 

On the basis of the how medical image is produced and looks, digital medical images 

are categorized into many types. Some common types of medical images are: 

1.3.1 X-Ray 

 X-rays are radiations just like visible light, radio waves and microwaves. It possesses 

very high energy level. X-�U�D�\���L�V���D�O�O�R�Z�H�G���W�R���H�Q�W�H�U���L�Q�W�R���S�D�W�L�H�Q�W�¶�V���E�R�G�\���W�R���L�P�D�J�H���W�K�H���D�U�H�D��

of interest. The images by x-ray show the parts of body in different shades because of 

�W�K�H�� �U�H�D�V�R�Q�� �W�K�D�W�� �G�L�V�W�L�Q�F�W�� �W�L�V�V�X�H�V�� �L�Q�� �K�X�P�D�Q�� �E�R�G�\�� �D�E�V�R�U�E�� �G�L�I�I�H�U�H�Q�W�� �V�F�D�O�H�� �R�I�� �H�Q�H�U�J�\�¶�V��

�x Image 
Enhancement 

�x De-noising 
�x ContrastEnhan

cement 
�x EdgeEnhance

ment 

Image Acquisition 

Image Segmentation 

Feature Extraction 

Classification 

K
N

O
W

LE
D

G
E

 B
A

S
E

 

Post Processing 

Pre-processing 
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radiations. For e.g. Calcium in human bones absorbs x-rays in the largest amount, as a 

result bones look white after imaging [44]. 

1.3.2 Computerized Tomography (CT) 

 It is also termed as Computerized Axial Tomography (CAT). X-rays are used in this 

imaging technique to create detailed cross-sectional images of internal area of human 

body like blood vessels, bones and organs.  

1.3.3 Magnetic resonance imaging (MRI) 

Strong magnets and radiofrequency pulses are used by this imaging technology to 

create images. These signals are detected by a radio antenna is used to detect the signals. 

This imaging method can acquire 3 dimensional images. MRI has gained a large 

popularity among the modality. MRI is used to take the image of breast tissue, brain, 

spinal cord, heart, bones, joints, blood vessels, and other internal organs.  

1.3.4 Ultrasound 

High-frequency sound waves are used to capture ultrasound images. It is vastly used 

due to its simplicity and less expensive. A transducer is used to send and receive the 

signal. The transducer transmits the high-frequency sound waves into human body, 

those waves are then returned back accordingly to the tissues in the body to which they 

strike in different manners. Then the reflected sound waves are transformed in the form 

of electric signals and hence as a result moving image shows on the display screen. 

1.3.5 Optical Coherence Tomography (OCT) 

OCT is the latest technology in the field of medical imaging. Like Ultrasound, it also 

uses light waves to scan body parts and take cross-sectional higher resolution images. 

It is basically used to examine parts of eye (specifically retina). 

1.3.6 Single photon emission computed tomography (SPECT) 

 A new technology for medical imaging that is used for special form of scan that use 

radio-active material and a specific purpose camera that take 3-dimensional images of 

body. SPECT imaging have specialty that it can show the actual working of human 

body organs. For e.g. SPECT is able to show how blood flows to human heart. 
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Table 1.1 illustrates the comparison of multiple medical image modalities based on 

resolution, speed of acquisition, cost, rate of data acquisition, effects to human body 

and their availability. Figure 1.3 shows different image modalities. 

 

    Table 1.1.  Comparison of various medical images  

    Modality 
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effect 
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n effect 

Implementati

on 
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than CT 
High Moderate 

Moderat

e 
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1.4 Noise in Medical Images 

Noise may be introduced in medical images during the acquisition or transmission 

processes. Different categories of noises such as Gaussian, Impulse, Poisson and 

speckle noise degrades medical images. Figure 1.4 shows the degradation and 

reconstruction model of medical images. Nature of noise in medical image may be 

additive noise or multiplicative noise depends on the image accusation system. 

Example of additive noise is Gaussian noise, mostly available in all kind of medical 

images. It is uniformly added with the pixel intensity, in the medical image. Speckle 

noise which affects more to ultrasound image and OCT image, is a multiplicative noise. 

Multiplicative noise is multiplied with the pixel intensity, in the medical image. 

Different medical image noise and their characteristics are discussed in table 1.2 below. 

Figure 1.5 shows the effect of noise in medical image. 

 

 

 

Figure 1.4: Image degradation and reconstruction model 
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Figure 1.3: Important image modalities 
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Table 1.2. Showing some popular noises found in medical images 

Noise type Description 

 

 

 

 

 

 

Gaussian Noise 

(Amplifier noise) 

 

 

 

�x Thermal vibration of atoms, amplifier noise and 

radiation of warm objects are the main cause of the 

generation of this noise. 

�x Also acknowledged as white noise or amplifier noise. 

�x Tends to change the pixel values in digital images. 

�x Gaussian noise spreads evenly on the image and has 

Gaussian distribution in structure. 

�x This noise is found in MRI image. 

�x The probability distribution function is of bell shape 

[1] and is expressed by 

�9 �:�B�; 
L
�s

�¾�t�è�ê�6
�A�?

�:�Ù�?�á�;�.

�� �.  

Here f= gray level 

�J =mean value of  Probability density function 

�1��� ���Q�R�L�V�H���V�W�D�Q�G�D�U�G�����G�H�Y�L�D�W�L�R�Q 

 

 

 

 

 

 

 

Salt and Pepper Noise 

(Impulsive noise) 

 

 

�x Most commonly acquired in acquisition of image, 

transaction, storage and processing of images.  

�x Impulse noise degrades the quality of image as well 

aslost the information details. 

�x Also known as intensity spikes, this noise is of 

impulse type and is caused by error in transmission of 

data.  

�x This noise is found in fundus image. 

�x The following expression shows the distribution of 

impulse noise 

�B�:�� �; 
L 
]
�’ �_���������ˆ�‘�”���� 
L �ƒ
�’ �`�������ˆ�‘�”���� 
L �„
�r�����������‘�–�Š�‡�”�™�‹�•�‡

 

 

Where �=�á �> �Ð �ì 
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�’ �_=Probability of a 

�’ �`= Probability of b 

N= Random Variable 

 

 

 

 

 

 

Speckle Noise 

 

 

 

�x Speckle noise is multiplicative in nature, so multiplied 

with the image pixel values. 

�x Medical images such as ultrasound image and OCT 

image are suffered from speckle noise. 

�x The degraded image resulting from speckle noise is 

expressed as 

 

�) �:�J�á �I�; 
L �:�:�J�á �I�; �Û �5�:�J�á �I�; 
E �ß�:�J�á �I�; 

Where 

�) �:�J�á �I�;=Observed image  with pixel values �:�J�á �I�; 

�: �:�J�á �I�;=Original image 

�5�:�J�á �I�;= Speckle noise 

�ß�:�J�á �I�; =additive noise 

 

 

 

 

 

 

 

 

Poisson noise (Photon 

noise) 

 

 

�x X-rays, visible lights and gamma rays are the causes of 

the generation of Poisson noise. 

�x These sources are having random fluctuation of 

photons. Result gathered image has spatial and 

temporal randomness. This noise is also called as 

quantum (photon) noise or shot noise [46]. 

�x This noise caused due to the insufficient capture of 

photons, which do not provide sufficient statistical 

information.  

�x The distribution of poisson noise is given by 

�2�:�G�; 
L
�:�ã�Þ�A�?���;

�G�è
 

 

Where  

��� ���1umber of events occurred during the considered 

time interval,  

e= �(�X�O�H�U�¶�V���Q�X�P�E�H�U���� 
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k= is the event index or number. 

 

 

 

Figure 1.5: Effect of noise in medical image 
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1.5 Performance Metrics 

Performance metrics are used to evaluate efficiency of different of image enhancement 

techniques. Some of the most commonly used performance metrics are described in 

Table 1.3 and Table 1.4 shows the image quality parameters used to evaluate the 

performance by comparing the input pixels with the corresponding output pixels. 

 

Table 1.3: Different performance metrics to evaluate enhancement techniques 

Metric Characteristics 

 

 

Mean square error (MSE) 

�x This metric shows the difference of original 

image and recovered image. 

�x A low value of MSE indicates high 

performance. 

�x MSE can be defined by the following 

expression 

������ 
L
�s

�I 
H �J

Í �:�U
Ü�:�E�á �F�; 
F �U�:�E�á �F�;�;�6
�à
H�á

�Ü�@�5

 

 

Where 

�I 
H �J  is the size of image 

�U
Ü�:�E�á �F�;=Recovered image 

�U�:�E�á �F�;=Original image 

Peak Signal to Noise Ratio (PSNR) 

�x PSNR can be expressed as 

�2�5�0�4 
L�t�r���Ž�‘�‰�5�4
�t�w�w

�¾�I�O�A
 

�x High value of PSNR is required for high 

performance 

Root Mean Square Error (RMSE) 

�x RMSE can be expressed as 

RMSE=
§
�5

�à
H�á
�Ã �Ã �:�U
Ü�:�E�á �F�; 
F �U�:�E�á �F�;�;�6�á

�Ý�@�5
�à
�Ü�@�5  

�x Less value is required for high 

performance. 

Mean Absolute Error (MAE) �x MAE can be expressed as 
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MAE=
�5

�à
H�á
�Ã �Ã ���U
Ü�:�E�á �F�; 
F �U�:�E�á �F�;���á

�Ý�@�5
�à
�Ü�@�5  

�x A small value is required for good 

performance 

 

Table 1.4: Different Image Quality parameters  

Metric Characteristics 

 

 

 

 

Structural Similarity Index (SSIM) 

SSIM can be expressed as: 

�������� �:���á ���; 
L 
c�H�:���á ���;�‘ �ä �…�:���á ���;�’ �ä �•�:���á ���;�“
g 

�:�K�H�U�H�� �µ�;���� �<�¶�� �D�U�H�� �W�Z�R�� �Z�L�Q�G�R�Z�V�� �R�I�� �V�D�P�H��

dimension of original and reconstructed 

image respectively. �Ù�á �Ú�á �Û are the weights 

assigned to these parameters. l, c and s are 

the luminance, contrast and structure 

respectively, which together combine with 

certain weights to form SSIM and are 

computed as 

�H�:�:�á �;�; 
L
�t�ä�Ñ�ä�Ò
E �?�5

�ä�Ñ
�6 
E �ä�Ò

�6 
E �?�5
 

�?�:�:�á �;�; 
L
�t�ê�Ñ�ê�Ò
E �?�6

�ê�Ñ
�6 
E �ê�Ò

�6 
E �?�6
 

�O�:�:�á �;�; 
L
�ê�Ñ�Ò
E �?�7

�ê�Ñ�ê�Ò
E �?�7
 

Here �ä�Ñ is the average of X, 

�ä�Ò is the average of Y, 

�ê�Ñ
�6 is the variance of X, 

�ê�Ò
�6 is the variance of Y, 

�ê�Ñ�Ò is the co-variance of X and Y, 

�?�5 and �?�6 are the two parameters to stable 

the division with poor denominator, 

�?�7 
L
�Ö�.
�6

 , 

When value of SSIM approaches to 1 

shows better similarity between original 

image and recovered image. 
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Edge preserving Index (EPI) 

EPI can be expressed as: 

�'�2�+


L
�:�Ã �Ã ���: �ñ�:�I�á �J 
E �s�; 
F �:�ñ�:�I�á �J�;���Ç�?�5

�á�@�5
�Æ
�à�@�5 �;


k�Ã �Ã ���: �:�I�á �J 
E �s�; 
F �:�:�I�á �J�;���Ç�?�5
�ä�@�5

�Æ
�ã�@�5 
o

 

Where �: �ñ is the reconstructed image, 

�:�K�L�O�H���µ�;�¶���L�V���W�K�H���R�U�L�J�L�Q�D�O���L�P�D�J�H�� 

�µ�0�¶���L�V���W�K�H���Uows count in image, 

�µ�1�¶���L�V���W�K�H���F�R�O�X�P�Q���F�R�X�Q�W���L�Q���L�P�D�J�H�� 

When value of EPI approaches to 1 shows 

better preservation of edges in the image. 

Correlation Coefficient (CoC) 

CoC can be expressed as: 

�%�K�%�Ñ�á�Ñ�ò 
L
�:�' �>�:�: 
F �é�Ñ�;�ä�:�: �ñ
F �é�Ñ�ò�;�?�;

�ê�ë�ê�Ñ�ò
 

Where �é�Ñand �é�Ñ�ò are the average of the 

original and recovered images, 

�ê�ëand�ê�Ñ�òare standard deviation of original 

and recovered image. 

When value of CoC approaches to 1 shows 

the better co-relation between images under 

consideration. 

 

 

1.6 MEDICAL IMAGE ENHANCEMENT TECHNIQUES 

Figure 1.6 shows the major classification of medical image enhancement techniques. 

The enhancement techniques can be classified into two main domains: 1) Spatial 

Domain, and 2) Transform Domain 

1.6.1 IMAGE ENHANCEMENT IN SPATIAL DOMAIN 

 

In this type of enhancement technique, the process is based on direct manipulation of 

pixels in an image. Spatial domain techniques can be expressed as: 

�1�:�T�á �U�; 
L �6�>�+�:�T�á �U�;�?                                                      (1) 

Where, �+�:�T�á �U�;= input image, �1�:�T�á �U�; = processed image, �6 = Transformation operator 

on �µ�+�¶, defined over some neighborhood of �:�T�á �U�;. 
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Bhattacharya et al. [30] developed a single value decomposition (SVD) to enhance the 

contrast of an image. This technique worked on enhancement of visual information of 

an image using multiple steps such as contrast enhancement, de-blurring and de-

noising.Yiwen Dou et al. [6] presented an image enhancement method based on hue 

and Chroma constraint to extract visual attention focus in accuracy. In this method, 

initially the RGB color space should be translated to YCbCr, after that the iteration 

image enhancement model was applied in constraint of Chroma and hue. Then the 

remaining image evaluation function implements closed-up control to adjust the 

iteration step and enhancement performance. Some of the popular spatial domain 

enhancement techniques are explained below. 

1.6.1.1 Gray Level Transformation 

One of the basic spatial domain image enhancement techniques is gray level 

transformation. Pixels value before and after processing, are correlated by an 

equation in the form   

�O 
L �6�:�N�;                                                               (2) 

�+�H�U�H�� �µ�6�¶is a transformation function which corresponds a pixel value in original 

�L�P�D�J�H���µ�N�¶into a pixel value in processed image �µ�O�¶. 

1.6.1.2 Image Negative 

The image negative is obtained by the negative transformation given by the following 

equation. 

�1 
L �/ 
F �s 
F �+                                                            (3) 

�+= input image 

�1= output image 

The gray level ranges from0 to [�/ 
F �s] 

Equation (3) reverses the values of intensity levels of an image and gives an equivalent 

of negative image. This enhancement technique enhances white or gray pixels 

encapsulated in dark regions, particularly when black areas are principal one [25]. 
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Fig.1.6 Classification of medical image enhancement techniques 

1.6.1.3 Log Transformation 

The log transformation technique limits the range of images with changes in intensity 

values [16]. It is formulated as  

�1 
L �? �Û�Ž�‘�‰�:�s 
E �+�;                                                     (4) 

Here �µ�?�¶ is a constant, �µ�+�¶ is input pixel value and �µ�1�¶ is output pixel value. 

This transformation widens the dark pixel values in an image while low gray-level 

values into a broad range and vice-a-versa for higher values [25]. 

1.6.1.4 Histogram Processing 

Histogram processing technique regulates the image intensities to enhance the contrast 

of the digital image. Histogram is used to represent frequency of appearance of all the 

levels in the image [37]. Khan et al. [8] used histogram equalization technique to 

Image Enhancement Techniques 

Spatial Domain Transform Domain 

Gray Level Transformation 

Image Negative 

Log Transformation 

Histogram Processing 

Morphological Operators 

Power Law Transformation 

Spatial filtering 

Discrete Cosine Transform (DCT) 

Discrete Wavelet Transform 
(DWT) 

Stationary Wavelet Transform 
(SWT) 

Discrete Wavelet Transform with 
Stationary Wavelet Transform 
(DWT with SWT) 
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enhancement the image contrast. Let �µI�¶ be an image described as a matrix of integer 

pixels varying from 0 to M-1. Here, �µM�¶ is total number of possible intensity values, 

mostly 256. Let �µO�¶ designate the normalized histogram of �µI�¶. 

���������������l �:�•�‘�”�•�ƒ�Ž�‹�œ�‡�†���Š�‹�•�–�‘�‰�”�ƒ�•�; 
L
�l�s�k�`�c�p���m�d���n�g�v�c�j�q���u�g�r�f���g�l�r�c�l�q�g�r�w���:�l�;

�r�m�r�_�j���l�s�k�`�c�p���m�d���n�g�v�c�j�q
                  (5) 

Histogram Equalization (HE) is denoted by �µg�¶ and is formulated as 

�����������������������������������������������������������������C�Ü�á�Ý
L �T�:�/ 
F �s�;�Ã �:�1�á
�Ù�Ô�á�Õ
�á�@�4 �;�U                                                             (6) 

Here, '�C�Ü�á�Ýis the equalized histogram, �µ�1�á�¶��is the normalized histogram and �µM�¶ is the 

interval value i.e. [0, M-1]. 

Liang hua et al. [32] proposed an enhancement method for color medical image. This 

technique used histogram equalization to obtain enhanced intensity numbers matrix.  

1.6.1.5 Morphological Operators: 

Morphological Operators are based on the mathematical axioms and relationships 

between classes to extract the important information of an image. Morphological 

operators are of basically two types: 

a) Top-Hat Transformatio n: It operates like a high-pass filter and extracts the 

small details from an image. It is found by subtracting the original image 

opening �µ�,�¶�� �E�\�� �V�R�P�H�� �V�W�U�X�F�W�X�U�D�O�� �H�O�H�P�H�Q�W�� �µ�E�¶ from image itself. Top-Hat 

Transformation is defined as 

���r�f�:���; 
L �� 
F �� �Ü �„                                                      (7) 

Here �µ�6�ç�Û�¶ is the image after top-hat transformation, �µI�Ü �„�¶���L�V���W�K�H���R�S�H�Q�L�Q�J���R�I���L�P�D�J�H���µI�¶ 

by structural element �µb�¶. 

b) Bottom-Hat Transformation : It is used for dark objects on light background 

and is found by subtracting the original image from its closing. 

�������������������������������������������������`�f �:���; 
L �� 
F �� �„ �„                                                    (8) 

Here �µ�6�Õ�Û�¶���L�V��the image after bottom-hat transformation 

�µI�® �„�¶���L�V���W�K�H���F�O�R�V�L�Q�J���R�I���L�P�D�J�H���µ�,�¶ by structural element �µb�¶. 

Rajendran et al. in [43] combines the morphological transformation technique with 

edge filter to solve the issue of the edge degradation in medical images. This 
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methodology put into use the combination of guided filter with edge enhancement and 

contrast stretching and hence the results obtained were lesser noise in CT images as 

well as X-ray images as compared to some other enhancement methods. Kurt et al. [36] 

proposed an enhancement technique of medical images which based on Top-Hat 

morphological transform, Contrast Limited Histogram Equalization (CLAHE) and 

anisotropic filter to improve the contrast and also to enhance the quality of specific 

visual areas that are of particular interest. When Enhancement measure (EME) of 

original image and enhanced image was compared, this method gives very beneficial 

results. 

1.6.1.6 Power Law Transformation 

It is a category of gray level transformation. Mathematically it is written as  

�� 
L �…����                                                                                   (9) 

Here �µc�¶ and �µ���¶ are constant, �µI�¶ is normalized input pixel values and �µO�¶ is normalized 

output pixel values. Power law transform removes the drawbacks of Log transform with 

the help of different �µ���¶��values. 

1.6.1.7 Spatial Filtering 

Filtering in the spatial domain enhancement method involves the determination of the 

processed value of the prevailing pixel based on the value of the neighboring pixels [1]. 

Mean filtering and median filter are of this type. There filters are broadly classified as 

linear and non-linear filters based on the method how current and neighbor pixels are 

correlated.  

Gerig et al. [47] presented a spatial filtering technique (i.e. post-processing technique) 

for de-noising and boundary enhancement of medical image (Medical Resonance 

�,�P�D�J�L�Q�J�����0�5�,�������E�D�V�H�G���R�Q���W�K�H���W�H�F�K�Q�L�T�X�H���R�I���³�1�R�Q�O�L�Q�H�D�U���$�Q�L�V�R�W�U�R�S�L�F���)�L�O�W�H�U�L�Q�J�´�������2�X�W�S�X�W��

of this technique comes out to be quite impressive as it satisfies all the parameters for 

which it was developed i.e. the output filtered image was quite clear than before and 

also image boundaries was more precise than before.  
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1.6.2 IMAGE ENHANCEMENT IN TRANSFORM DOMAIN 

This processing technique are based on transforming the image from one form to 

another form by applying some filter function to the image and return to the original 

form that results enhanced image [17]. Different transform functions such as discrete 

cosine transform (DCT), Fourier transform, discrete wavelet transform (DWT) and 

Stationary Wavelet Transform (SWT) are used to enhance the image [13-19]. The 

transform coefficients are manipulated to improve the quality of an image. The block 

diagram of transform domain image enhancement technique is shown in figure 1.7.  

 

 

Fig. 1.7 Block diagram of transform domain image enhancement technique 

 

Qin Xue in 2013 [31] proposed a new methodology for medical image enhancement by 

imposing local range modification in shearlet domain using �³�6�K�H�D�U�O�H�W���7�U�D�Q�V�I�R�U�P�D�W�L�R�Q� .́ 

Some of popular enhancement techniques in transform domain approach are discussed 

below. 

 

1.6.2.1 Discrete Cosine Transform (DCT) 

This method enhances image resolution by image stretching with minor or slight loss. 

In DCT most of the power is concentrated in lower frequency bands and also DCT have 

efficient energy compaction property. These properties of DCT help in Human Visual 

System (HVS) as HVS is higher sensitive to chrominance than luminance. Poor contrast 

is the main limitation of DCT [42].Figure 1.8 shows the block diagram of DCT based 

Input Image  Pre-Processing Image 
Transformation 

Filter Function Inverse Transform Post-Processing 

Enhanced Image  
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image enhancement technique. In this figure input image is subjected to DCT and then 

filter function is applied on it. Inverse DCT (IDCT) is then applied to get back the 

output image. 

 

Fig.1.8. Block diagram of DCT based image enhancement technique 

1.6.2.2 Discrete Wavelet Transform (DWT) 

DWT basically conserves the high frequency components. Firstly the input image is 

classified into four sub-bands by applying the DWT to image. The four sub-bands are, 

low-low (LL), high-low (HL), low-high (LH), and high-high (HH).For a two-level 

DWT, the LL sub-band is further divided into four sub-bands (LL1, HL1, LH1 and HH1). 

For next higher levels the above mentioned procedure continues recursively. Figure 1.9 

shows the sub-band decomposition of a two-level DWT. Then thresholding is further 

applied to the sub-band coefficients to enhance the wavelet coefficients. Two major 

categories of thresholding are there. They are soft thresholding and hard thresholding. 

Hard and soft thresholding functions are formally expressed as: 

Hard thresholding: �*�ç�Û�:�T�; 
L �D�T�����������������������E�B�T 
R �6�D
�r���������������������1�P�D�A�N�S�E�O�A

                                    (10) 

Soft thresholding: �5�ç�Û�:�T�; 
L �P
�T 
F �6�D�����������������������E�B�T 
R �6�D
�r���������������������������������������������E�B�T 
O �6�D

�T 
E �6�D�������������������������E�B���T 
Q 
F�6�D
                       (11) 

 

�:�K�H�U�H���� �µ�6�D�¶�� �L�V�� �W�K�H�� �J�L�Y�H�Q�� �W�K�U�H�V�K�R�O�G�� �O�H�Y�H�O�� �S�D�U�D�P�H�W�H�U�� �I�R�U�� �Z�D�Y�H�O�H�W�� �F�R�H�I�I�L�F�L�H�Q�W�V���� �+�D�U�G��

thresholding basically keeps the coefficients above the threshold while attenuates the 

coefficients below that threshold level whereas soft thresholding narrows the 

coefficients above the threshold level. The continuity feature of soft thresholding is 

quite advantageous over the features of hard thresholding. Figure 1.10, 1.11 and 1.12 

Input Image Discrete Cosine 
Transform 

Filter Function 

Inverse 
Discrete Cosine 

Transform 

Enhanced 
Image 
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show the original signal, hard thresholding signal and soft thresholding signals 

respectively. After shrinkage of wavelet coefficients inverse DWT (IDWT) is applied 

to recover the enhanced image [20-22]. DWT gives more sharp images with edge 

information but losses content at higher frequencies [42]. Figure 1.13 shows the block 

diagram of DWT based image enhancement technique. 

 

Figure 1.9 Sub-band decomposition of two-level DWT 

 

Figure 1.10: Original signal 
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Figure 1.11: Hard Thresholding of the original signal with threshold value�6�D =0.4 

 

Figure 1.12: Soft Thresholding of the original signal with threshold value �6�D=0.4 
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Fig.1.13 Block diagram showing DWT based image enhancement technique 

 

1.6.2.3 Stationary Wavelet Transform (SWT) 

In this technique, the input image is converted to coefficients by taking the SWT. The 

LH, HL and HH sub-band coefficients are manipulated to get the enhanced image. Bi-

cubic interpolation is done for enhancing image resolution as it gives smooth edges 

with less blurring. High frequency components are conserved by this technique. 

Compared to DWT SWT has more complexity [42]. Figure 1.14 shows the block diagram 

of SWT based enhancement method. 

 

Fig. 1.14 Block diagram of SWT based enhancement method 

1.6.2.4 Discrete Wavelet Transform with Stationary Wavelet Transform (DWT 

with SWT) 

 

In this technique, both the transforms such as DWT and SWT are implemented to divide 

the image into four sub-bands namely LL, HL, LH, and HH. High frequency 

components are undergone through Bi cubic interpolation obtained using DWT. 

Summations of the interpolated sub-bands are made with the sub-bands generated from 

Input Image 
Discrete Wavelet 
Transform Estimation of 

true wavelet 
coefficients in 
each sub-band Inverse Discrete 

Wavelet Transform 

Enhanced 
Image 

Input Image Stationary Wavelet 
Transform (SWT) Estimation of 

noise-free sub-
band coefficients 

Inverse Stationary 
Wavelet Transform 
(ISWT) 

Enhanced 
Image 



24 
 

SWT. Next the enhanced image is recovered by applying IDWT. The advantage of this 

technique is that, it prevents the information loss [42]. Figure 1.15 shows the block 

diagram of the SWT with DWT based image enhancement method. 

 

Fig.1.15 Block diagram showing SWT with DWT based image enhancement method 

 

1.7 Basic Concepts of Fundus Image Enhancement 

Medicalnimage enhancementnfor improved diagnosisnof diseases isnone of the raising 

field ofninterest now-a-days amongnresearchers andnphysicians. Medicalnimage 

enhancementnaims tonimprove thencontrast of medicalnimage and reductionnof noise 

leveln [48]. Onenof the featurednand importantnmedical imagenis fundusnimage. 

Digitalnfundus imagesnare takennby fundusncamera, retrievingnthe featuresnlike the 

retina, noptic disc areanand cup area, nmacular regionsnand the posteriornsurface ofnan 

eye. DigitalnFundus imagesnare widelynused for thendetection of thenmultiple 

disordersnrelated toneye [50, 52, 53, 55, 56, 57]. Fundusnimage is caught by the means 

of standardnmodality of imagingni.e. Fundusncamera,that is traditionally usednin 

hospitalsnand eyenspecialist clinics. nThe medical fundusnimage presented innfigure 

1.16, cannbe quite beneficial innthe extractionnof many essentialnfeatures of thenretina 

likenOptic DisknArea (ODA), CupnArea, Fovea, nexudates and most importantly the 

bloodnvessels.  

Noisenin medical digital fundusnimage can benacquired because of many 

statedncauses like category of imagenmodality usednto acquire fundusnimage, image 
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acquisitionnprocedure by the means of fundusncamera, transmissionnalso lead 

tonnoisy pixels tonoccur in fundusnimage and unevennillumination is alsona key aspect 

fornpresence of noisy pixels in the fundusnimage. Fundusnimage isnmainly 

affectednby twontypes ofnnoises i.e. Saltnand Peppernnoise and Gaussiann (white) 

noisen [54].  

 

Figure 1.16. Showing retinal fundus RGB image 

Preprocessingnstep in fundusnimage processingnis a crucialnstep for thendetection and 

removal of noisenfrom digital medical fundusnimage [48]. Featurenextraction from 

fundusnimage likenfovea, bloodnvessels, opticalndisk, etc. [52], normalizationnof 

fundusnimages color andnmany more for thenconvenience of the eye-specialists to 

efficientlyndetect abnormalitiesnin the eye with the help of it. Fundusnimage isnRGB 

innnature. Greenncomponent of fundusnimage is the mostnimportant as itnprovides 

maximum of thenfeature extractionnwhile blue componentnis the leastnimportant one. 

FundusnRGB image cannbe decomposedninto differentncomponents asnshown in 

figure 1.17 and thennessential featuresncan be extractednfrom them [51], separatenpre-

processing cannbe performed onnthem, and separatende-noising cannbe performednon 

thesensegments. Greennchannel is onenof the mostn significant channelnas most ofnthe 

importantnfeatures can be extractednthrough it [50]. Figure 1.18 demonstrate the 

diagnosticnfeatures that could be mined from individualncomponents of fundusnimage.  
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Figure 1.17. Showing red, green and blue components of fundus image 

 

 

Figure 1.18. Showing different diagnostic features extracted from fundus red and green 

component 

 

1.7.1 BACKGROUND 

De-noising and enhancement of fundus image 

Table 1.5 enlightens concisely regarding various filtering techniques employed for 

removingnnoise from fundusnimage.  Thesenfilters are quiteneffective in thenremoval 

of noisesnpresent in fundusnimage like Gaussiann (white noise) nand salt andnpepper 

(Impulsivennoise), which are detailed in table 1.6.  

Fundus RGB Image 

Red Component Green Component 

Optical Disk 
Area 

Fovea Cup Area Exudates Blood Vessels 
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Table 1.5. Describing various filters used in the de-noising of fundus image 

  

Filter Type Depiction 

MeannFilter or 

averagenfilter 

�³Itnis a spatialnfiltering techniquenthat replacesnthe valuenof 

pixelsnin the windownwith the meannof the pixelsnvalue in 

thatnwindow. It isnusually usednfor thenpurposenof de-

noisingnand smootheningnof the image. The noisenthat mean 

filternefficiently removesnfrom fundusnimage isngrainy kind 

ofnnoise.� .́ 

MediannFilter 

Itnis also anspatial butnnon-linear filteringntechnique to 

removennoise fromnthe imagenas well asnpreserve thenedge 

degradationnthat happensnin averagenfiltering. Innmedian 

filtering, thenpixel valuenthat is corruptednis exchanged by 

thenmedian of thatnwindow pixelnvalues. Mediannfilter 

worksnwell for thenfundus imagenenhancement 

asncompared to othernlinear filtering methods. 

WienernFilter 

A linearnfilter that isnapplied oftennin frequencyndomain. 

Weinernfilter isnbest for thenremoval of additivennoise and 

blurneffect in fundusnimage. It isnalso acknowledged to be 

MeannSquare Errornfavorable filter. It worksnon thennoisy 

signalnof the imagenand toutpusnthe estimatenof 

thenoriginal image.  

GaussiannFilter 

It isna linearnfilter thatnis usednto removennoise fromnthe 

imagenalong withnthe blurringnof image similarnto average 

filter. It differsnfrom averagenfilter in thenaspect thatnit uses 

differentnkernel fromnmean filter whichnis in the shape of 

bellncurve (GaussiannPDF). Inn2-Dimensional, 

Gaussiannhas the calculation: 

�) �ñ�:�T�á �U�; 
L
�s

�t�è�ê�6
�B�?

�ë�. �>�ì�.

�6���.  

Here average is (0,0) and �ê�6 is thenvariance (defaultn1). 
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Table 1.6. Describing noises found in medical fundus image 
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CLAHE technique 

ContrastnLimited AdaptivenHistogram Equalizationn (CLAHE) is thenmethod to 

improventhe lowncontrast issuenfor the digitalnimages especiallynmedical images. 

Particularlynin medicalnimaging, outperformingnresults of CLAHEnmakes itnsuperior 

thannordinary HistogramnEqualization (HE) and AdaptivenHistogram Equalization 

(AHE) n [49].CLAHEnbasically operatesnby regulating the contrastnenhancement that 

isnusually performednby ordinarynHE whichnresults in thennoise enhancementnas 

well. Thereforenby limitingnthe contrastnenhancement innHE, desirednresults were 

achievednin the casesnwhere noisenbecome toonprominent by enhancingncontrast i.e. 

specificallynmedical images. Basicallyncontrast enhancementncan be statednas the 

slopenof thenfunction that isnrelating inputnimage intensitynvalue to desirednresultant 

imagenintensities. Contrastncan benlimited by limitingnthe slope ofnthis relating 

function. nAlso, contrastnenhancement is directlynrelated to thenheight of the 

histogramnat that intensitynvalue [49]. Therefore, limitingnthe slope andnclipping the 

heightnof histogramnare both samenfunctions thatncontrol contrastnenhancement. So 

userncan limitnthe contrast bynspecifying thenclip limit (i.e. heightnof histogram) 

accordingnto the neednof thencontrast. Figure 1.19 shows thenhistogram of Figure1.1 

beforenand after CLAHEnwith clip limitn0.0005. 
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Figure 1.19. Histogram of figure 2.1 before and after CLAHE 
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CHAPTER 2 

LITERATURE SURVEY 

This chapter reviews the work done by many researchers in the area of medical image 

enhancement and fundus image also to increase the perceptivity of image for better 

accuracy and reliability. Fundus image enhancement and feature extraction is one of 

the interesting area of interest among researchers now-a-days. So this chapter presents 

the work done in this area.  

2.1 RELATED WORK 

Some of the interesting related work is described below and table 3.1 also shows the 

summary of reviewed work. 

Raihan et al. 2015[4] proposed an advanced method of medical image enhancement 

based on the morphological transformation to improve contrast and quality of image. 

A disk shaped mask is used in Top-Hat and Bottom-Hat transform and this mask plays 

a vital role in the operation. The processed images are created by adding the Top-Hat 

transformation of the original image to the original image and then subtracting the 

Bottom-Hat transformation from it. The enhanced images have better CNR and PSNR 

as compared to original image. The newly created images shows better contrast than 

original one. 

Henan et al. in 2011[6] suggested an enhancement algorithm established on multi-scale 

retinex to be able to improve the strength of remote sensing image enhancement. The 

principle and recognition types of multi-scale retinex and wavelet were calculated. The 

research of panchromatic and multicolor remote sensing image enhancement were 

consented out on the basis of the two methods, the end result display that the mean 

valve of enhanced image by this algorithm is all about 125, the entropy and definition 

might be improved by 5% and 25% in contrast to wavelet algorithm, and remote sensing 

images might gain better enhancement quality, so multi-scale Retinex is a better method 

for sensing image enhancement. 

Yiwen Dou et al. 2017[7] presented an iterative self-adapting color image enhancement 

based on Chroma and hue constraint to extract visual attention focus in accuracy. In 

this method, initially the RGB color space should be translated to YCbCr, after that the 
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iteration image enhancement model is applied in constraint of Chroma and hue. Then 

the remaining image evaluation function implements closed-up control to adjust the 

iteration step and enhancement performance. When compared to other image 

enhancement algorithms, ISACIE gives better FO i.e. approx. 97 and has achieved the 

good performance over traditional methods in low illuminate environment. 

Hasikin, Khairunnisa et al. 2012[5] proposed a fuzzy grayscale enhancement technique 

for image of low contrast. The disgrace of the low contrast image is basically caused 

by the insufficient lighting during image capturing and thus ultimately produces non-

uniform illumination in the image. The fuzzy grayscale image enhancement method is 

given by exaggerating fuzzy events enclosed in the image. The membership function is 

then adapted to enhance the image by utilizing power-law transformation and saturation 

operator. The proposed method composed better quality enhanced image and required 

minimum processing time in comparison to other methods. 

Wang Rui et al. 2017[8] represent an improved method to enhance medical X-ray image 

based on TV-Homomorphic filter which has a good balance in both brightness 

adjustment and details enhancement. Homomorphic filter is mostly used to lower the 

uneven illumination and improve the image quality. Results show that TV-

homomorphic filter is effective for medical image enhancement as it can increase the 

image contrast, highlight the details. 

Mohommad F. K et al. [9] in 2012 proposed Bi histogram and Multi Histogram 

methods. Bi HE approach enhances the contrast without affecting the brightness of the 

image but it degrade the natural display of image. On the contrary, Multi HE methods 

conserve the natural display but c�D�Q�¶�W�� �P�D�L�Q�W�D�L�Q�� �W�K�H�� �L�Q�W�H�Q�V�L�W�\�� �R�U�� �F�R�Q�W�U�D�V�W���� �)�L�U�V�W�O�\���� �W�K�H��

histogram of input image is segmented into different sectors and then HE is applied on 

every sector. Each section is known as sub-histogram. It decreases the decomposition 

error of input histogram. 

Atyali et al. [10] in 2016 gave a new technique for enhancement of brain cancer 

detection through image fusion which allows combination of features of different 

modality images. This Technique is made up of application of Discrete Wavelet 

Transform (DWT) and Principal Component Analysis (PCA) based fusion to multi-

modality medical images, results in an easy and trustworthy technique to detect 
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cancerous tissues through image fusion. It conserves the original structural information 

from source image and also enhances the corresponding information from the same. 

Wang, Lung-Jen et al. [11] manifest that nonlinear image enhancement may be used to 

improve the quality of a fuzzy image. The aim of it was to build a successful image 

classification technique to figure out the very best mix of clipping and scaling 

parameters by the chance cost method for image enhancement. Experimental results 

gives idea about the proposed opportunity cost method with image classification for the 

nonlinear image enhancement achieves a much superior subjective and objective image 

quality performance as to method utilizing the opportunity cost without image 

classification and other nonlinear image enhancement methods. 

Govind et al. [12] in 2013 proposed an enhanced method of medical image 

enhancement based on applying averaging method in cluster without distorting the local 

information. This method is efficient in reducing over-enhancement problem. Firstly, 

the gray levels are clustered based on certain criteria and then on each such cluster new 

transformation function is applied. As compares to other native methods, it gives better 

PSNR value and noise free enhanced image. 

Peng et al. [13] in 2013 gives a multi-scales nonlinear image enhancement method of 

THz image. The THz image has lower contrast and huge noise as the THz radiant power 

is small, for the purpose of enhancing the image definition. The detail coefficients are 

captured to de-noise and histogram equalization to be able to improve this is of image 

edge and image detail. The approximation coefficients are considered for nonlinear 

transform to be able to suppress the background noise and enhance target information. 

The proposed method could hike up the prospective information of THz image and 

withdraw the noise of THz image at the same time. Subsequently the new methodology 

could boost up the THz image definition, and bypass the incident that the histogram 

equalization not just improves the prospective information but moreover improves 

noise. Theory analysis and experiment results that the new method is realistic and 

efficient, and the THz image enhancement effect is more identical to the character of 

human eye.  

Hossain et al. [14] introduces a method based on nonlinear technique of medical image 

enhancement and logarithmic transform coefficient histogram matching in 2010. It 

enhances the visual quality of digital images and also of the images that possess dark 
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shadows because of restricted range of imaging. This method uses EME parameter as 

a measure of performance. As compared to classic histogram method, this enhanced 

method gives much better performance regarding visual quality of image particularly 

those that contain dark shadows like X-ray images. 

Selvi M. et al. [15] in 2013 proposed new methodology for fingerprint image 

enhancement. The initial step in fingerprint recognition is enhancement. The main 

purpose is to give a noise free image. Initially, the portion of the image altered by noise 

is analysed and then the enhancement is done on that portion by applying fuzzy based 

filtering approach and adaptive thresholding. This process consists of four steps 

namely: Pre-processing, Fuzzy based filtering, Adaptive thresholding, and 

Morphological Operation. This methodology when compared to existing approaches 

gives better PSNR values than all these classical methods. 

Tiwari et al. [17] proposed enhancement of medical images by preserving the brightness 

and enhances contrast of image using adaptive gamma correction and homomorphic 

filtering. It is basically a two-step process: First step enhances the global contrast of 

image using gamma correction and weighted probability distribution of luminance 

pixels and then second step is used for image sharpening by homomorphic filtering for 

preserving image brightness. Results show that this method enhances images with 

greater PSNR and also it minimises mean brightness error as compared to other 

methods in processed image. 

Khairunnisa et al. [18] have proposed a fuzzy based technique in 2013 for low contrast 

and non-uniform images. The fuzzy method distinguish the dark and bright portions of 

the image. The fuzzy based technique surpass the other classical enhancement 

techniques such as power law transformation. Also, it provide brighter images and takes 

less time to process as compared to other techniques. Processing time of the Fuzzy 

approach is proved to be 100ms. 

Rajesh et al. [19] in 2016 provides an effective enhancement method to eliminate 

random impulse noise in images. This technique uses decision tree based method 

(DTBM) to remove random impulse noise from gray scale images. Firstly the disrupted 

pixels are identified using Impulse detector and then edge preserving image filter is 

used to reconstruct the pixels. The experimental result on various images show that the 
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value of PSNR of reconstructed images are better and it effectively remove noise from 

images. 

Bhattacharya et al. [20] have presented a rapid method called singular value 

decomposition (SVD) to enhance the contrast of an image locally. This technique is 

used to enhance the visual information of an image using multiple steps such as contrast 

enhancement, de-blurring, de-noising etc. Contrast Enhancement is the most crucial 

part of enhancement of image. Mostly, the contrast enhancement techniques rely on the 

global enhancement of images but such global methods results in the loss of information 

in images. Thus, a technique is required to enable localized image enhancement. 

Qin Xue in 2013 [21] proposed a new methodology for medical image enhancement by 

imposing local range modification in shearlet domain. Contrast Improvement Index 

(CII) is used to evaluate the proposed method with other conventional image 

enhancement method. Local Range Modification (LRM) is a gray-level enhancement 

technique which is used on shearlet domain to enhance medical images in this 

methodology.  

Liang hua et al. [22] presented a new color medical image enhancement method which 

fuse together YH transformation and enhanced nonlinear extrapolation algorithm. The 

�F�R�O�R�U���L�P�D�J�H���L�V���G�L�V�L�Q�W�H�J�U�D�W�H�G���L�Q�W�R���µ�F�K�U�R�P�D�W�L�F�L�W�\���Q�X�P�E�H�U�V���P�D�W�U�L�[�¶���D�Q�G���µ�L�Q�W�H�Q�V�L�W�\���Q�X�P�E�H�U�V��

�P�D�W�U�L�[�¶�����7�K�L�V���P�H�W�K�R�G�R�O�R�J�\���S�R�V�V�H�V�V���I�H�D�W�X�U�H�V���R�I���S�H�U�F�H�S�W�L�Y�L�W�\�����E�U�L�H�I�Q�H�V�V�����F�R�P�S�H�W�H�Q�F�H�����D�Q�G��

the processing speed is fast when experimentally computed. 

Feng. Zhou et al. [23] propose NSCT (Non-subsampled Contourlet Transform) based 

medical image enhancement technique. Primarily, NSCT provides a multiresolution 

and multi-direction analysis for the medical images. Non-subsampled Laplace 

Pyramids are used to disintegrate the image into different scales, then the non-

subsampled directional filterbanks are used to disintegrate the image into different 

directions and measure the noise variance of each sub-band. Then after that coefficient 

of each directional sub-band are categorized into strong edges, weak edges and noise 

by Bayesian classifier. A nonlinear mapping function was deduced to enhance and 

suppress the different coefficients flexibly to get a good enhancement result with 

significant characters. When compared to NSWT, this method gives lesser MSE and 

greater PSNR. 
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Aggarwal et al. [24] in 2014 proposed a new technique for medical image enhancement 

that suffer from noise and edges degradation. This technique uses Adaptive Multiscale 

Product Thresholding for image de-noising and contiguous wavelet sub bands are 

multiplied to enhance edge structure. Canny Edge Detection Algorithm is applied with 

scale multiplication technique to enhance edges. This proposed scheme when evaluated 

by parameters MAE, PSNR and SNR, it gives better results for only for Poisson noise 

removal. 

Jindal et al. [25] presented a new technique in spatial domain to enhance bio-medical 

images. Enhancement of bio-medical image comprises of techniques like smoothening, 

edge detection, high-boost filter and power law transform. When applied on dark 

images like X-Ray image that contain dark patches and shadows, this technique gives 

better results on the scale of better value of gamma and entropy. 

Kurt et al. [26] in 2012 proposed am enhancement technique of medical images which 

rely on Top-Hat morphological transform, CLAHE and anisotropic filter to improve 

the contrast and also to enhance the quality of specific visual areas that are of particular 

interest. When EME (Enhancement measure) of original image and enhanced image 

was compared, this method gives very beneficial results. 

Yelmanova et al. [27] presented an automatic mode contrast enhancement algorithm 

for images with small size and low contrast based on the histogram equalization for the 

contrast distribution at the boundaries and background in 2017. There are number of 

contrast parameters used in this method to evaluate the performance. As a result, this 

method gives better contrast values than original images. 

Rajendran et al. in [33] combines morphological transformation with edge filter to 

enhance the edge degradation in medical images. This methodology put into use the 

combination of guided filter with edge enhancement and contrast stretching and hence 

the results obtained were lesser noise in CT images and X-ray images as compared to 

some other enhancement method. 

Rahim et al. [55] showednthree differentnalgorithms for thendigital fundusnimage 

enhancementnfor the detectionnof diabeticnretinopathy in the greennchannel with the 

helpnof HistogramnEqualization (HE), CLAHEnand MahalanobisnDistance (MD) for 

thenimprovement of the bloodnvessels detectionnin the fundusnimage. Among the 

three MDntechniques worknbest in the greennchannel in this proposednwork. 
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Salemnet al. [51] onnthe other handnshowed the importancenof red channelnalong with 

thengreen onenin the preprocessingnof the digitalnfundus image. Inntheir proposed 

solution, nthey used thenmerging ofnred and greennchannel histogramsnand then 

comparednthe sensitivitynand specificitynof proposednhistogram matchingnsolution 

withnstandalone greennand rednchannel. Resultsnshowed thatnproposed solution 

outperformednnaive rednand greennchannel computation. Hencenred channel isnalso 

importantnin the preprocessingnalong with greennchannel.  

Nayaknet al. [53] usednboth greennand rednchannel of the fundusnimage to extractnthe 

detailsnthat arenrequired tondetect glaucomanwith the helpnof fundusnimage. They 

appliednmorphological operationsnon the differentnchannels to dig outndetails like cup 

tondisk ratio, bloodnarea of vessels, netc. to classifynwhether the fundusnimage have 

glaucomanor not.  

Intajagnet al. [56] proposes the method of histogram analysis to improve the contrast 

and issue of dynamic range in digital fundus image by extracting green channel of the 

fundus image and then applying histogram partitioning and index of fuzziness logic to 

the green channel. Experimental results show that the proposed algorithm shows better 

results than Naive Histogram Equalization (HE). 

Haninet al. [57] firstlynin 2013 proposednthe threenvariations ofnadaptive 

wienernfilter to removenadditive, multiplicativenand combinationnof both noisesnin 

the fundusnimage. The proposednmethod showednbetter PSNRnvalue whennfilter was 

appliednafter retinexnalgorithm. Later inn2014, Haninet al. [58] proposednan 

algorithmnto enhancenfundus imagenby removingnnoise fromnit using timendomain 

constraintnestimator (TDCE) nand compared itnwith othernalgorithms andnconcluded 

thatnthe proposednalgorithm worksnmore efficientlynin expression ofnPSNR 

improvement.  

Noronhanet al. [52] proposedndifferent algorithmsnto mine differentnfeatures from 

fundusnimage and thenncombining themnagain to givenmore enhancednfundus image 

thatncan benused tondetect morenaccurately thenabnormalities in theneye. These 

algorithmsnextracted thenmost importantnfeatures like opticndisk, fovea, 

bloodnvessels andnexudates from fundusnimage and thenncombining thesenextracted 

featuresnto provide betternimage forndiagnosis.  
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Setiawannet al. [50] in 2013nused the conceptnof CLAHEnin the greennchannel of the 

digitalnretinal image tonimprove the contrastnand then comparednit to classic 

histogramnequalization method ofncontrast improvement. Theynalso showednthat 

CLAHEnworks best innstandalone greennchannel as comparednto others channelsnof 

fundusnimage and thenimage afternapplying CLAHEnin green channelnwas 

betternthan applyingnCLAHE in allnchannels of fundusnimage. 

Malathinet al. [59] comparednvarious filtersnlike median, nwiener, average, ngaussian 

and haarnfilter on variousntypes of noisesnlike Gaussian, npoisson, salt andnpepper 

andnspeckle noisenfor fundus imagenenhancement. Theynconcluded thatnwiener and 

haar filternworks bestnfor all the noisesnexcept salt andnpepper noise. Mediannfilter 

worksnbest for saltnand pepperntype ofnnoise. Multiplenperformance parametersnlike 

MeannSquare Errorn (MSE), PSNR, nNormalized AbsolutenError (NAE) and 

NormalizednCross Correlationn (NCC) werenused fornevaluation ofnresult. 
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Table 3.1. Summary of existing medical image enhancement techniques 
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CHAPTER 3 

A PROPOSED TECHNIQUE FOR REMOVING 

NOISE AND IMPROVING CONTRAST OF 

FUNDUS IMAGE BY COMBINING FILTERING 

TECHNIQUES BY CLAHE 

This chapter presents a proposedntechnique with integratednfiltering andnCLAHE 

basednmedical fundusnimage enhancementntechnique whichndecomposes RGB 

fundusnimage intonits individualnred, greennand bluencomponents, followednby 

applyingnfiltering techniquenon them tonremove noisenand thennapplying 

CLAHEnfor contrastnenhancement ofneach component. nFinally thesenindividual 

componentsnare mergednto formnoverall enhancednRGB fundusnimage. The 

proposednmodel providesnde-noising andncontrast enhancementnat eachnindividual 

componentnof fundusnimage. 

 

3.1 BACKGROUND 

Noise and different environmental conditions degrade medical images. Several studied 

have been proposed in the literature to reduce noise and enhance the quality of medical 

images. Still there are some researches issues need to be considered shown in figure 

3.1. They are discussed below. 

Edge degradation: Edges plays most representative role in image processing but image 

enhancement technique may corrupt the edges too. Therefore it can result in 

degradation of edges. 

Illumination : Maximum number of processes relies upon specific pre-defined norms 

to concentrate on the objects or regions in particular image. This may cause the 

�³�L�P�E�D�O�D�Q�F�H���L�Q���W�K�H���L�O�O�X�P�L�Q�D�W�L�R�Q�´���R�I���W�K�H���R�X�W�S�X�W���L�P�D�J�H���D�I�W�H�U���H�Q�K�D�Q�F�H�P�H�Q�W�� 

Artifacts �����3�U�H�G�R�P�L�Q�D�Q�W�O�\���L�P�D�J�H���H�Q�K�D�Q�F�H�P�H�Q�W���P�H�W�K�R�G�V���D�U�H���R�I���³�W�U�D�Q�V�I�R�U�P���G�R�P�D�L�Q�´���W�\�S�H��

�V�R���W�K�L�V���P�D�\���F�D�X�V�H���F�H�U�W�D�L�Q���³�D�U�W�L�I�D�F�W�V�´���W�R���R�F�F�X�U���L�Q���R�X�W�S�X�W���Lmage after enhancement. To get 

rid of these artifacts, some specific assistance is required. 
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Lost pixels: Due to transform domain methods of image enhancement, some specific 

�S�L�[�H�O�V�� �J�H�W�� �O�R�V�W�� �G�X�U�L�Q�J�� �W�U�D�Q�V�I�R�U�P�D�W�L�R�Q�� �H�L�W�K�H�U�� �³�R�U�L�J�L�Q�D�O�� �W�R�� �W�U�D�Q�V�I�R�U�P�´�� �R�U�� �³�W�U�D�Q�V�I�R�U�Ped 

�V�L�J�Q�D�O���W�R���R�U�L�J�L�Q�D�O���S�L�[�H�O���Y�D�O�X�H�V�´�����,�W���L�V���R�Q�H���R�I���W�K�H���P�D�L�Q���L�V�V�X�H���W�K�D�W���V�K�R�X�O�G���E�H���P�D�M�R�U�O�\���W�D�N�H�Q��

into consideration. 

Computational complexity: The best technique is that which require minimum 

computation and hence to minimize computational complexity is one the key factor in 

image enhancement techniques for its better real-time implementation.  

Rahim et al. [55] showed three different algorithms for the digital fundus image 

enhancement for the detection of diabetic retinopathy in the green channel with the help 

of Histogram Equalization (HE), CLAHE and Mahalanobis Distance (MD) for the 

improvement of the blood vessels detection in the fundus image. Out of the three MD 

techniques work best in the green channel in this proposed work. Most of the 

researchers take into consideration only the green channel of the fundus image whereas 

in our proposed algorithm we take into consideration all the channels of the fundus 

image. 

Thenproposed modelnprovides de-noisingnand contrastnenhancement atneach 

individualncomponent of fundusnimage. Thenmethod triesnto overcomenthe tradenoff 

in thenperformance parametersnencountered whennusing bothnde-noising 

andncontrast enhancementnin all thenthree channelsnof fundusnimage. Thenmajor 

contributionsnof the proposednwork arenas follows. 

�x Individualnchannels ofnthe RGBnfundus imagenare processednseparately and 

featuresnof thesenchannels arenpreserved. 

�x Improvednimage contrast: nCLAHE improvesnthe contrastnof the 

imagenand makendetection of abnormalitiesnmore particular. 

�x NoisenRemoval: Proposednmethod isnefficient innremoval of almostnevery 

typenof noise fromnfundus imagenand performancenparameters showsnthe 

positivenimprovements innthe imagenafter thenapplication ofnproposed 

method.  

 



44 
 

 

Fig.3.1 showing various prominent research issues in the area of image enhancement 

 

3.2 PROPOSED MODEL AND ALGORITHM 
 

This work presents an integrated filtering and CLAHE based medical fundus image 

enhancement technique which decomposes RGB fundus image into its individual red, 

green and blue components, followed by applying filtering technique on them to 

remove noise and then applying CLAHE for contrast enhancement of each component. 

Finally these individual components are merged to form overall enhanced RGB fundus 

image. The proposed model provides de-noising and contrast enhancement at each 

individual component of fundus image. The method tries to overcome the trade off in 

the performance parameters encountered when using both de-noising and contrast 

enhancement in all the three channels of fundus image. In this proposed enhancement 

method for fundus image, different filtering techniques are used to remove the different 

types of noise from the red, green and blue channels of image individually at different 

noise variance levels. Then CLAHE technique is applied on the de-noised components 

for contrast improvisation and then individual components are merged to form the de-

noised RGB fundus image. Detailed diagram of proposed image is shown in figure 3.2. 

The algorithmic steps for removing noise and enhancing contrast by the proposed 

method are given below: 
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Figure 3.2.Flow diagram of proposed method of enhancement  
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RGB Fundus 
Image 

Red 
Component 

Green 
Component 

Blue 
Component 

Decompose 

3.3 METHODOLOGY USED 

There are number of steps carried out in the proposed algorithm. This section glorifies 

the each step carried out in the proposed algorithm. 

3.3.1 DECOMPOSITION PROCESS  

The very first step of the proposed algorithm is to read the noisy fundus RGB image 

and then decompose it into individual red, green and blue components respectively. 

This decomposition of RGB image helps to filter the each component of the noisy 

image individually and separately as shown in figure 3.3. Figure 3.4a and 3.4b shows 

the before and after decomposition image of a fundus image respectively. 

 

 

 

 

 

 

 

Fig. 3.3 showing decomposition of fundus image 

 

  

 

 

 

 

 

Fig. 3.4a Fundus RGB image before decomposition 
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Fig. 3.4b Fundus image after decomposition showing individual red, green and blue 

component 

 

3.3.2 NOISE FILTERING PROCESS 

After the decomposition of fundus image into its respective components, the next step 

is removal of the noise from the individual components of the image. Filtering process 

removes the salt and pepper as well as Gaussian noise that prominently occurs in the 

fundus image. In this proposed model we used many filters and then choose the best 

one on the basis of different performance parameters. Table 3.1 gives the brief details 

about the filters that are used in the denoising process. Figure 3.5 shows block diagram 

of filtering process. 

Table 3.1. Describing various filters used in the de-noising of fundus image  
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Noisy Red 
Component 

Noisy Green 
Component 

Noisy Blue 
Component 

Apply filtering 
technique for 
denoising 

Apply filtering 
technique for 
denoising 

Apply filtering 
technique for 
denoising 

Denoised Red 
Component 

Denoised Green 
Component 

Denoised Blue 
Component 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 3.5 showing denoising step of the proposed model 
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Denoised Red 
Component 

Denoised Green 
Component 

Denoised Blue 
Component 

Contrast 
Enhancement & 
Smoothening by 
CLAHE 

Contrast 
Enhancement & 
Smoothening by 
CLAHE 

Contrast 
Enhancement & 
Smoothening by 
CLAHE 

Enhanced & De-
noised Red 
Component 

Enhanced & De-
noised Green 
Component 

Enhanced & De-
noised Blue 
Component 

Enhanced & De-
noised RGB 
Fundus Image 

Merge all components 

3.3.3 CONTRAST ENHANCEMENT BY CLAHE 

After noise removal, next step is to enhance the contrast of the fundus image by 

Contrast Limited Adaptive Histogram Equalization (CLAHE) technique. CLAHE is 

also applied on the individual component of the fundus image and then after CLAHE 

each component is merged back to form overall enhanced RGB fundus image. Figure 

3.6 shows the block diagram of steps carried out in this phase.  

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 3.6 showing steps carried out while and after CLAHE technique 

3.4 PERFORMANCE ANALYSIS PARAMETERS 

Performancenparameters are usednto findnthe quantitativenas well asnqualitative 

aspectnof proposednalgorithm. Thenperformance parametersnused to evaluatenthe 

efficiencynare PeaknSignal to NoisenRatio (PSNR), StructuralnSimilarity Index 

(SSIM) nand Correlationncoefficient (CoC). nPSNR is onenof the mostnpopularnand 

trustworthynperformance parameternused in thenevaluation ofnimage enhancement 

andnother areasnalso. Highernthe valuesnof PSNR, nSSIM and CoC, nbetter 
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thenquality of imagenand ultimatelynbetter thenperformance ofnthe algorithm. nThese 

parametersnare demarcated asnfollows. 

3.4.1 PEAKnSIGNAL TO nNOISE RATIO n (PSNR) 

Asnthe namenexplains, itnis the rationof the maximum/peaknvalue of thensignal to the 

noisynsignal value. nPSNR formallyndescribes thenquality of thenreconstructed 

imagenafter thenapplication of anyntechnique onnit. Highernthe PSNR, nbetter the 

qualitynof reconstructednimage. Thenacceptable rangenof PSNRnis 28 dB ton50 dB. 

PSNRnis definednby: 

                                                (13) 

Where, peakvaluenis the maximumndifference in theninput imagenvalue and MSEnis 

MeannSquare Errornand is computednas 

 (14) 

Where �I 
H �J is the sizenof thenimage, �U
Ü�:�E�á �F�; is the recovered image and �U�:�E�á �F�; isnthe 

Originalnimage. 

 

3.4.2 STRUCTURAL nSIMILARITY nINDEX (SSIM) 

SSIMnis a quantitativenmeasure to evaluatenimage quality. nIt fundamentally 

measuresnthe amountnof similaritynbetween the originalnimage and enhancednimage. 

Highernthe value ofnSSIM, morenthe imagesnare structurallynidentical. SSIMnis 

formulated as: 

                              (15) 

Wheren �µ�;���� �<�¶�� �D�U�H�� �W�Z�Rnwindows of samendimension of originalnand reconstructed 

imagenrespectively. �Ù�á �Ú�á �Û are thenweights assignednto these parametersnand l, c and 

s are thenluminance, contrastnand structurenrespectively, which togetherncombine 

with certainnweights to formnSSIM and arencomputed as 

 

�H�:�:�á �;�; 
L
�6���É�� �Ê�>�Ö�-
�� �É

�. �>���Ê
�. �>�Ö�-
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Heren�ä�Ñ is the averagenof X,�ä�Ò is thenaverage of Y,�ê�Ñ
�6 is thenvariance of X,�ê�Ò

�6 isnthe 

variancenof Y,�ê�Ñ�Ò is thenco-variance of Xnand Y,�?�5 and �?�6 arenthe two parametersnto 

stablenthe divisionnwith poor denominatornand�?�7 
L
�Ö�.
�6

 . Whennvalue ofnSSIM 

approachesnto 1nit shows perfectnsimilarity amongninitial image andnenhanced 

image. 

 

3.4.3 Correlation Coefficientn (CoC) 

CoC isnresponsible tondeduce theninterdependence amongnthe initialndegraded image 

andnenhanced imagenafter applicationnof algorithm.nCoC havenunit valuenfor the 

perfectncorrelationnbetween thentwo imagesnunder consideration.nCoC is 

mathematicallynexpressed as: 

                             (19) 

 

Wheren�é�Ñand �é�Ñ�• arenthe averagenof the originalnand recoverednimages,�ê�ëand�ê�Ñ�•are 

standardndeviation ofnoriginal andnrecovered image. 

 

3.5 IMPLEMENTATION AND RESULTS 

Proposed algorithm is applied on two databases STARE [62] and DRIVE [61]. Efficacy 

of the givenmethod is evaluatednby the measures of performancenparameters i.e. 

PSNR, nSSIM and CoC. Following section illustrates the results obtained by 

subsequent use of algorithm on images from both datasets.  

3.5.1 IMPLEMENTATION AND RESULTS FROM 

DATASET 1 [62] 

Firstlynproposed method isnapplied onnthe image 3.7 takennrandomly from the 

STAREndatabase. Figure 3.8 showsnthe medical fundus imagenenhancement, 
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undergoing each phase of thenproposed model step by step with saltnand peppernnoise, 

at 0.01nnoise valuenlevel and noise is removed by usingnmedian filter withnCLAHE 

method. Similarlynsimulation is performed fornGaussian noise present in 

fundusnimage againstnall kinds of filtering techniques ofndifferent noisenvariances, to 

get thenperformance of the filtering againstndifferent noise types fornfundus image. 

Figure 3.9 illustratesnthe histogramsnof individualncomponents afore and later 

enhancementnof the imagengiven in figure 3.7. Performancenparameters are evaluated 

to carry out the efficacy of given solution. The performancenparameters used herento 

evaluatenthe efficiencynare PeaknSignal to NoisenRatio (PSNR), StructuralnSimilarity 

Indexn (SSIM) and Correlationncoefficient. PSNR isnone of the among most widely 

used andntrustworthy performancenparameter present in the area of evaluationnof 

imagenenhancement and othernareas also. nHigher the values of PSNR, SSIM and 

CoC, better thenquality of imagenand ultimately betternthe performance ofnthe 

algorithm. 

 Table 3.2 illustrates the PSNRnvalues for different filteringntechniques withnCLAHE 

for differentnattacks or noisesnat different noisenvariances values. This tablenindicated 

that the mediannfilter and the weightednmedian filtering technique is showing approx. 

equal results withnCLAHE for all typesnof noises but not fornGaussian noise. 

Weighted mediannfilter presents the acceptablenvalue of PSNR. nFigure 3.10 

illustrates the graphnof PSNRnvalues for differentnnoises againstndifferent filtering 

techniques for 0.001nnoise value. nFrom figure 3.10, it is clear that the highestnPSNR 

is 35.37687nobtained with mediannfiltering technique against salt and peppernnoise 

with 0.001 noisenlevel. 

 



54 
 

 

Fig. 3.7 Fundus image for experimental results from STARE database 

Table 3.2. Showing PSNR values for different filters with CLAHE against different 

attacks or noises at different noise variance. 
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Figure 3.8. Showing the enhancement of fundus image (Fig. 5.2) by proposed algorithm 
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Figure 3.9. Showing the histograms of fundus image components before and after 

enhancement 

 

 

 

 

 

 

 

 

 

 

 

 

Table 3.3 displaysnthe value of SSIMnfor the proposednalgorithm againstnvarious 

noises, filteringntechniques andnnoise variances. nFigure 3.11 shows SSIMnvalues for 

differentnfiltering techniques againstndifferent noises at 0.001nnoise levels. nThis 

figure depicts thatnat noise leveln0.001 Median filternand Gaussiannfilter have greatest 

SSIM, 0.962327nand 0.962614nrespectively for salt andnpepper noise. 

Table 3.3. Showing SSIM values for different filters with CLAHE against different 

attacks or noises at different noise variances 
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Table 3.4 showsnthe CoC valuesnfor the given modelnagainst variousnfilters, noises 

andnnoise variances. nFigure 3.12nshows the graphnof CoC valuesnat 0.001nnoise 

value. Itnshows that at noisenlevel 0.001, mediannfilter and weightednmedian filter 

have highest CoC, n0.995936 andn0.994919 respectively fornsalt and peppernnoise. 
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Table 3.4. Showing CoC values for different filters with CLAHE against different 

attacks or noises at different noise variances 
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The efficacynof the proposednalgorithm is valuednby simulating RGBnfundus image 

at twondifferent noise levelsn0.001 and 0.01. Then qualitynparameters arenobtained 

i.e. SSIMnand CoC fromnfundus imagenand formulatednin table 3.3 andntable 3.4 

respectively. nIt is noticeablenthat out of all thenfilters used in thenproposed model, 

Median andnweighted mediannfilters shownoutperforming results thannother filters for 

allnthe noisentype at each noisenlevels. Table 3.5 give thencomparison between 

CLAHEnand proposed modelnagainst salt andnpepper at noisenlevel 0.001.On 

comparisonnwith simple CLAHEntechnique, it is clearnfrom table 3.5 thatnthe given 

method givesnoutperforming outputs than simplenCLAHE technique 

speciallynMedian filter withnCLAHE gives the outperformingnresults in all spheres. 

Figure 3.13, 3.14 and 3.15 shows thencomparison betweennproposed techniquenand 

CLAHEnon the basisnof PSNR, nSSIM and CoCnrespectively.  

Table 3.5. Showing comparison between CLAHE and proposed model against salt and 

pepper noise at noise level 0.001 
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Onnanalyzing, it isnfound out that thenproposed methodnon dataset 1ngives 6.086% 

improvementninnPSNR, 1.092%nimprovement innterms ofnSSIM andn0.2642% 

improvementnin CoC whenncompared to CLAHEnmethod. 

 

5.4 IMPLEMENTATION AND RESULTS FROM 

DATASET 2 [61] 

For further performance analysis of the proposed algorithm, experimental results were 

carried out on another dataset i.e. DRIVE database. Figure 3.16 is randomly chosen 

from DRIVE database and then proposed algorithm is evaluated on it.  

 

 

 

 

 

 

  

 

 

Fig. 3.16 Fundus image for experimental results from DRIVE database 

 

Figure 3.17 shows stepwise enhancement of fundusnimage of the proposednalgorithm 

with saltnand pepper noise, nat 0.001 noisenvariance level andnde-noised 

usingnmedian filtering withnCLAHE method. Samensimulation is done fornGaussian 

noise foundnin fundus imagenagainst all typesnof filtersnof different noisenvariances. 

 Figure 3.18 showsnthe histograms ofnindividual componentsnbefore andnafter 

enhancement ofnthe image givennin figure 3.17. Performancenparameters are usednto 

find thenefficacy of proposednalgorithm. The performancenparameters used to 
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evaluatenthe efficiency arenPeak Signal tonNoise Ration (PSNR), 

StructuralnSimilarity Indexn (SSIM) and Correlationn�F�R�H�I�I�L�F�L�H�Q�W�����!������ 

 Table 3.6 showsnthe PSNRnvalues for multiplenfiltering techniquesnwith CLAHE 

againstndifferent attacksnor noises atndifferent noisenvariances level�ä��Thentable 

indicated thatnthe median filternand weightednmedian filternshows approx equal 

resultsnwith CLAHE againstnall typesnof noises except fornGaussian noise. Weighted 

mediannfilter gives the acceptablenvalue of PSNR. Figure 3.19nshows the graphnof 

PSNRnvalues for differentnnoises against differentnfilters for 0.001 noisenlevel.  

Table 3.7 showsnthe value ofnSSIM for thenproposed algorithmnagainst various 

noises, nfilters and noisenvariances. Figure 3.20 showsnSSIM values forndifferent 

filtersnagainst differentnnoises at 0.001nnoise levels.  

Table 3.8 showsnthe CoC values fornthe proposed modelnagainst variousnfilters, 

noisesnand noisenvariances. Itnconcluded thatnmedian filter andnweighted median 

filterngives best resultsnat every noisenvariance level for eachntype of noise. nFigure 

3.21 showsnthe graph of CoC values at 0.001nnoisenvariance.  
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Figure 3.17. Showing the enhancement of fundus image (Fig. 5.11) by proposed 

algorithm 

Table 3.6. Showing PSNR values for different filters with CLAHE against different 

attacks or noises at different noise variance 

 

 

 

 

 

 

 

 

 

 

 

Thenefficacy of the proposednalgorithm is weighed bynsimulating RGBnfundus image 

at twondifferent noise variancesni.e. 0.001nand 0.01. Then qualitynparameters are 

obtainedni.e. SSIMnand CoC from fundusnimage andntabulated in table 5.6 and 5.7 

respectively. Table 3.9 showsnthe comparison betweennCLAHE and proposednmodel 

againstnsalt and pepper noisenat noise leveln0.001. Figure 3.22, 3.23 and 3.24 �³shows 

the comparison between proposed technique and CLAHE on the basis of PSNR, SSIM 

and CoC respectively. It is clear from the graphs of figure 3.22, 3.23 and 3.24 that the 

proposed algorithm gives outperforming results than simple CLAHE technique� .́ 

Onnanalyzing, it is foundnout that thenproposed method onndataset 2 gives 3.6162% 

improvementnin PSNR, n1.1941% improvementnin terms ofnSSIM andn0.082% 

improvement innCoC when compared tonCLAHE method. 
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Table 3.7. Showing SSIM values for different filters with CLAHE against different 

attacks or noises at different noise variances 
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Figure 3.18. Showing the histograms of fundus image components before and after 

enhancement 

 

 

 

 

 

 

 

 

 

 

Figure 3.20. Showing SSIM values for different filters against different noises at 0.001 

noise level 

Table 3.8. Showing CoC values for different filters with CLAHE against different 

attacks or noises at different noise variances 
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Table 3.9. Showing comparison between CLAHE and proposed model against salt and 

pepper noise at noise level 0.001 
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MATLAB FEATURES 

Data 
Manipulation 
and 
Reduction 

- Array 
Manipulation 

- Interpolation 

- Data Sampling 

- Filtering 

- Smoothing 

- Thresholding 

- Scaling 

- Gridding 

- Clipping 

 

Mathematics 

 

- Matrices and 
Linear Algebra 

- Polynomial 
Operations 

- Signal 
Processing 

- Differential 
equations 

- Sparse 
Matrices 

 

Graphics and 
Visualization 

 

- 2D and 3D 
plots 

- Open GL 

- Image display 
and file I/O 

- Volume 
visualization 

- Interactive plot 
editing 

- Animation and 
sound 

 

Programming 

 

- Platform 
independent 
code and data 
files 

- Data handling 

- Integrated 
editor and 
debugger 

- Build a user 
interface 

CHAPTER 4 

A BRIEF INTRODUCTION TO SIMULATION 

TOOL AND DATABASES 

 

4.1 TOOL USED �± MATLAB R2016a 

 MATLAB acronym for MATrix LABoratory is a potent tool for the numerical 

calculation, visualization and programming, modeling and simulation, image 

processing and many more. It is a fourth generation programming language. Developed 

by Mathworks, it is globally used for many purposes. Image processing is one of the 

feature of MATLAB. It is the most common tool used for image processing as its 

elementary data element is matrix. Also MATLAB validates nearly all computational 

platform.  

Features of MATLAB 

MATLAB have numerous features associated with it. Figure 5.1 shows the specific 

features among them [60]. 
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Fig. 4.1 showing MATLAB features 

Image Processing Toolbox in MATLAB 

MATLAB image processing tool helps in various works related to image that is non-

perceivable by human as it is by equipment like digital detector, etc. The main tasks 

performed by MATLAB image processing tools are: 

�x Feature extraction 

�x Image Filtering 

�x Morphological operations 

�x Pixel-Based Processing 

�x Transformations on image 

�x Image compression 

�x Image Enhancement  

�x Image Segmentation and many more 

Supported Image Formats 

�x BMP 

�x GIF 

�x JPEG 

�x HDF 

�x PCX 

�x PNG 

�x TIFF 

�x XWD 

�x PPM 

Basic Functions Related to Images 

�x To read an image 

�,� �L�P�U�H�D�G���µ�S�D�W�K�¶���� 

�x To write an image 

�L�P�Z�U�L�W�H�����L�P�D�J�H�Q�D�P�H���¶�S�D�W�K�¶���� 

�x To display an image 

Display; 
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Imshow(I); 

�x To convert a RGB image into grayscale 

J=rgb2gray(I); 

�x To extract individual component of a RGB image 

red_component=I(: : 1); 

green_component=I(: : 2); 

blue_component=I(: : 3); 

�x To resize and crop image 

X=imresize(imagename,scale); 

Z=imcrop(imagename); 

 

4.2 DATASET USED 

For the purpose of simulation of the proposed method, two datasets are used i.e. 

STructured Analysis of the Retina (STARE) [62] and Digital Retinal Images for Vessel 

Extraction (DRIVE) [61]. Both of the datasets are open source and free for download. 

STARE dataset [62] 

Acronym for STructured Analysis of the Retina, it is a project begun in 1975 by 

Michael Goldbaum, (Managing Director, University of California). Medical Fundus 

pictures and medical data was given by the Shiley Eye Center at the University of 

California and by the Veterans Administration Medical Center both located in San 

Diego. 

Approx. 30 people volunteered for this project belonging to different backgrounds. This 

project basically focuses on automatic diagnosis of human eye disorder by scanning 

fundus image.  This dataset contains approx. 400 RGB fundus images of PPM type of 

size 605*700 pixels.  

 

DRIVE dataset [61] 

Short for Digital Retinal Images for Vessel Extraction, the images for the DRIVE 

database were acquired from a diabetic retinopathy detection event in the Netherlands. 

It is an open source and free of charge dataset available for research work online. The 
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event people involved 400 diabetic patients between 25-90 years of age. 40 images were 

�U�D�Q�G�R�P�O�\���V�H�O�H�F�W�H�G�����D�P�R�Q�J���Z�K�L�F�K���������G�L�G�Q�¶�W��indicate any symbol of diabetic retinopathy 

and seven among them indicate symbols of slight initial diabetic retinopathy. Each 

fundus photograph is of .tif extension. 

The fundus photos were gotten by means of a Canon CR5 non-mydriatic 3CCD camera 

along a �v�w�¹ field of view. Every image was taken by means of 8 bits per color plane 

with size 768*584 pixels. 
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CHAPTER 5 

CONCLUSION AND FUTURE SCOPE 
 

A better medicalnfundus image enhancementnalgorithm is proposednhere. Fundus 

RGBnimage is initially divided intonits individualnR, G andnB components andnthen 

distinct filtersnwere applied alongnwith CLAHE tonde-noise and improvencontrast of 

the fundusnimage. At last, componentsnwere mergedntogether to formnenhanced RGB 

fundusnimage. Efficacynof the proposednmethod is provednby variousnperformance 

and qualitynparameters like PSNR, nSSIM and CoC. nResults showed that the results 

of thenproposed modelnis quite impressivenin terms ofnthe performancenparameters 

value and also surpass basicnCLAHE in terms of performancenparameters.  

Further, nthe proposed algorithmnmay be modifiednfor betternresults and cannbe 

applied tonother colorednmedical imagesnlike PETnscan, etc.  
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