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ABSTRACT

Now-a-daysmedical fundus imageare generally used iglinical diagnosis for the
recognitiori of retinal disorders. Fundiisnages are generaligiegraded by noise and
alsc suffers from lowcontrast issue. These problems mdikedifficult for
ophthalmologist tudetect and interpredliseases in fundus images. This thesmrk
presents a noiseemoval and contrast enhancemahgorithm for fundus image
enhancemenby combining filterswith Contrast LimitedAdaptive Histogram
Equalization (CLAHE) technique. Primarily input fundus imag#s divided in
to red, gree and blue components:urther filtering processis appliecion each
componerirespectively to remove noisy pixz=&nd finally CLAHE technique is
applied to increaseontrast of the de-noiscflindus image. The efficacgf the
proposecdmethod is claculated througtiifferent performanceparameters like Peak
Signal to Noise Ratio (PSNR), StructuralSimilarity Index (SSIM) andCorrelation
coefficient (CoC) and the results indicatbat the propose:dlgorithm is better than

simple CLAHE technique.
In this thesis work, Chapters are prearranged as follows.

CHAPTER 1 gives the introduction about the medical image enhancement, its
background, techniques and basic concepts about the fundus image and its

enhancement.

CHAPTER 2 highlights the related work done in the field of the medical image

enhancement and focus on fundus image enhancement and its related work to it.

CHAPTER 3 explains the proposed algorithm, methodology used and also gives the

simulation results and analysis of the proposed algorithm.

CHAPTER 4 gives a brief description about the tools used for simulation and also

databases used for the proposed algorithm simulation.

CHAPTER 5 concludes the overall work done in this thesis and also gives the future

scope of the work done.



CHAPTER 1

MEDICAL IMAGE ENHANCEMENT: AN
INTRODUCTION

1.1 Basic Concepts of Medical Image Enhancement

During communication the data parameters of digital images suffers from different
types of noise [1]. Imperfect gadgets and atmospheric turbulence are the main cause of
the generation of noise and this conveys wrong information about the image. Other

sources of noise are noisy channel, faulty pixels in camera sensors and faulty memory

ORFDWLRQ 7KH QRLVH GHJUDGHV WKH TXDOLW\ RI LPD

[25]. Digital image processing is the processing of digital images for storage,
transmission and representation of image for human interpretation and for machine
perception. The area of digital image processing has developed vastly and plays a
significant character in processing of digital medical imaging modalities for diagnose
of disease. Recently digital image processing gains a vast area of applicationt. One
the most important applications is in medical science. A lot of study has been occurred
to enrich the image quality and remove noise. Recently, medical image processing and
their enhancement is the most significant trend in modern medicine [2].Further, a
current 3-D medical imaging technique offer advances in science and as a result higher
dependability medical images are created. Different kinds of noise like Gaussian
impulse, Poisson, Rician and Speckle noise corrupt the medical images [38, 45].
Medical images likely X-ray, Magnetic Resonance Imaging (MRI), Computed
Tomography (CT), ultrasound, Optical Coherence Tomography (OCT), Single-Photon
Emission Computed Tomography (SPECT), Heidelberg Retina Tomography (HRT)
and fundus are usually have very low contrast and the work of image enhancement
algorithms is to sharpen them. Figure 1.1 shows the effect of medical image

enhancement.



Fig 1.1.Showing effect of medical image enhancement on MRI image of a left

knee

1.2 MEDICAL IMAGE PROCESSING

Medical image processing is the processing of medical images whose inputs and
outputs are images that extract essential data and features from medical images. Figure
1.2 shows the basic building blocks of medical image processing. The fundamental
steps vary from type to type of medical image modality. Some of the basic steps in

medical image processing are briefly explained below.

1.2.1 Image acquisition
Acquisition is the primary step in medical image processing. In this step the image is

retrieved from the source for further processing.

1.2.2 Preprocessing

After acquiring the image, preprocessing is done at the basic level of abstraction of
image and it envelops various further steps to enhance medical image or to remove
noise or distortion from medical image for further processing of image. Some of the

preprocessing steps are explained below.

x Image enhancement
This step is an important and most challenging areanedical image

processing. The main aim of this step is, to suppress the noise while preserving



the edge details [25].Medical image enhancement techniques enhances the
perception and interpretability of data present in the image [38].

x De-noising
It is one of the crucial step in preprocessing of medical image. Noise occurs in
an image during acquisition or communication. Main motive of de-noising is to
preserve edges while removing the noise from medical image. Different types
of filters are used to remove the noise.

x Contrast Enhancement
This step converts low contrast image to high contrast image. It aims at
improvising the visual quality of medical image. It improves the brightness of
image between its objects and background [37].

X Image Edge Enhancement
It is one of the main steps for improvising the quality of medical image. Guided

Filter technique is used to enhance the medical image edges [43].

1.2.3 Segmentation

The next step after preprocessing is Segmentation of image, means to split or divide
image into multiple sub-parts so that it become more easier to extract relevant

information and identify objects under consideration from image.

1.2.4 Feature extraction

This process is performed to change the segments of the image into more convenient

form that better describes the main features and attributes of interest of image.

1.2.5 Classification

Then classification is performed on the pixels of the medical image to divide pixels
among the classes or categories of interest. A function is used to assign pixels of

image to its respective class or domain.

1.2.6 Post-processing

The final step is post-processing, which removes the blocking artifacts occurred
due to transformation method (orthogonal) applied to image, decompress the

compressed image and to recognize objects in the image.
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Fig 1.2. Building blocks of medical image processing

1.3 Medical Image Modalities

On the basis of the how medical image is produced and looks, digital medical images

are categorized into many types. Some common types of medical images are:
1.3.1 X-Ray

X-rays are radiations just like visible light, radio waves and microwaves. It possesses
very high energy level. X D\ LV DOORZHG WR HQWHU LQWR SDWL
of interest. The images by x-ray show the parts of body in different shades because of
WKH UHDVRQ WKDW GLVWLQFW WLVVXHV LQ KXPDQ E



radiations. For e.g. Calcium in human bones absorbs x-rays in the largest amount, as a

result bones look white after imaging [44].
1.3.2 Computerized Tomography (CT)

It is also termed as Computerized Axial Tomography (CAT). X-rays are used in this
imaging technique to create detailed cross-sectional images of internal area of human
body like blood vessels, bones and organs.

1.3.3Magnetic resonance imaging (MRI)

Strong magnets and radiofrequency pulses are used by this imaging technology to
create images. These signals are detected by a radio antenna is used to detedsthe signa
This imaging method can acquire 3 dimensional images. MRI has gained a large
popularity among the modality. MRI is used to take the image of breast tissue, brain,

spinal cord, heart, bones, joints, blood vessels, and other internal organs.
1.3.4 Ultrasound

High-frequency sound waves are used to capture ultrasound images. It is vastly used
due to its simplicity and less expensive. A transducer is used to send and receive the
signal. The transducer transmits the high-frequency sound waves into human body,
those waves are then returned back accordingly to the tissues in the body to which they
strike in different manners. Then the reflected sound waves are transformed in the form

of electric signals and hence as a result moving image shows on the display screen.
1.3.5 Optical Coherence Tomography (OCT)

OCT is the latest technology in the field of medical imaging. Like Ultrasound, it also
uses light waves to scan body parts and take cross-sectional higher resolution images.

It is basically used to examine parts of eye (specifically retina).

1.3.6 Single photon emission computed tomography (SPECT)

A new technology for medical imaging that is used for special form of scan that use
radio-active material and a specific purpose camera that take 3-dimensional images of
body. SPECT imaging have specialty that it can show the actual working of human

body organs. For e.g. SPECT is able to show how blood flows to human heart.



Table 1.1 illustrates the comparison of multiple medical image modalities based on
resolution, speed of acquisition, cost, rate of data acquisition, effects to human body

and their availability. Figure 1.3 shows different image modalities.

Table 1.1. Comparison of various medical images

Modality
CT- Ultrasou
_ X-Ray MRI OCT | SPECT
Properties Scan nd
Better
Depends
than MRI
Image Moderat ) upon _
_ Normal High and High
Resolution e transducer
' Ultrasou
selection
nd
Time Depends
_ Moderat Moderat
required for Less Long on Less
e e
acquisition operator
Cost Low Costlier | Costlier | Moderate | Costlier | Costlier
Data Improve | Improve Improve
o Less Less Improved
Acquisition d d d
Harmful | Harmful Harmful Harmful
to to to human to
human | human body due human
Effects on No
body body to non- | No effect| body
human body effect |
dueto | dueto ionization due to
ionizatio | ionizatio radiation ionizatio
n effect | n effect effect n effect
Implementati _ _ Less _ Moderat
High High High Moderate
on than CT e




1.4 Noise in Medical Images

Noise may be introduced in medical images during the acquisition or transmission
processes. Different categories of noises such as Gaussian, Impulse, Poisson and
speckle noise degrades medical images. Figure 1.4 shows the degradation and
reconstruction model of medical images. Nature of noise in medical image may be
additive noise or multiplicative noise depends on the image accusation system.
Example of additive noise is Gaussian noise, mostly available in all kind of medical
images. It is uniformly added with the pixel intensity, in the medical image. Speckle
noise which affects more to ultrasound image and OCT image, is a multiplicative noise.
Multiplicative noise is multiplied with the pixel intensity, in the medical image.
Different medical image noise and their characteristics are discussed in table 1.2 below.

Figure 1.5 shows the effect of noise in medical ienag

Noise

Object

Reconstructed )
Image -

Figure 1.4: Image degradation and reconstruction model



X-Ray Image Ultrasound image

OCT Retinal Image SPECT Image

Figure 1.3: Important image modalities



Table 1.2. Showing some

popular noises found in medical images

Noise type

Description

Gaussian Noise
(Amplifier noise)

xThermal vibration of atoms, amplifier noise and
radiation of warm objects are the main cause of the
generation of this noise.

xAlso acknowledged as white noise or amplifier nois

xTends to change the pixel values in digital images.

xGaussian noise spreads evenly on the image and K
Gaussian distribution in structure.

XThis noise is found in MRI image.

xThe probability distribution function is of bell shape

[1] and is expressed by

S ,):U?é'

9B, L — A
Yte @

Here f= gray level
J=mean value of Probability density function
1 QRLVH VWDQGDUG GHYLDW

Salt and Pepper Noise

(Impulsive noise)

XMost commonly acquired in acquisition of image,
transaction, storage and processing of images.

xImpulse noise degrades the quality of image as we
aslost the information details.

xAlso known as intensity spikes, this noise is of
impulse type and is caused by error in transmissior|
data.

xThis noise is found in fundus image.

xThe following expression shows the distribution of

impulse noise
7 ~aen L f

B- ;L]a‘ ~Aen L,,
r f_ginTM(.:t

Where=a > b i




' =Probability of a
"= Probability of b

N= Random Variable

Speckle Noise

xSpeckle noise is multiplicative in nature, so multipli
with the image pixel values.

XMedical images such as ultrasound image and OC]
image are suffered from speckle noise.

XxThe degraded image resulting from speckle noise i

expressed as

y:JatL::JatUBJAatER:Jal;
Where
) :J & I=Observed image with pixel valued a t
: :J & I=0Original image
5:J a = Speckle noise

R:J & L =additive noise

Poisson noise (Photon

noise)

xX-rays, visible lights and gamma rays are the caust
the generation of Poisson noise.

xThese sources are having random fluctuation of
photons. Result gathered image has spatial and
temporal randomness. This noise is also called as
guantum (photon) noise or shot noise [46].

XThis noise caused due to the insufficient capture of
photons, which do not provide sufficient statistical
information.

xThe distribution of poisson noise is given by

AN

2:G L
G Geé

Where

Limber of events occurred during the considere(
time interval,
e= (XOHUYV QXPEHU

10



k= is the event index or number.

Original Image Image with Gaussian
noise

Image with speckle

Image with salt and 3
noise

peeper noise

Image with poisson
noise

Figure 1.5 Effect of noise in medical image
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1.5 Performance Metrics

Performance metrics are used to evaluate efficiency of different of image enhancement
techniques. Some of the most commonly used performance metrics are described in

Table 1.3 and Table 1.4 shows the image quality parameters used to evaluate the

performance by comparing the input pixels with the corresponding output pixels.

Table 1.3: Different performance metrics to evaluate enhancement techniques

Metric

Characteristics

Mean square error (MSE)

XThis metric shows the difference of origir
image and recovered image.

XA low value of MSE indicates hig
performance.

XMSE can be defined by the followir

expression
aHa
L —> [:U:E&FUE&F
I HJ ' '
V@s
Where

I H J is the size of image
WKE &Recovered image
U. E &6riginal image

Peak Signal to Noise Ratio (PSNI

X PSNR can be expressed as

tww

2504 Ur Z'%pp——
5/%OA

x High value of PSNR is required for hig

performance

Root Mean Square Error (RMSE

XRMSE can be expressed as

RMSE=§_—2 A3 o & o UE 4 F UE &F

xLess value is required for hig

performance.

Mean Absolute Error (MAE)

XMAE can be expressed as

12



5 a7 . <
I\/IAE=WéAaU@§$@\J,1EaH: UEaF
XA small value is required for gog

performance

Table 1.4: Different Image Quality parameters

Metric

Characteristics

Structural Similarity Index (SSIM)

SSIM can be expressed as:
c4;LcHa; a..4; a4 g
KHUH p; <Y DUH WZR 7
dimension of original and reconstruct
image respectively.U & UardJthe weights
assigned to these parametdrsc and s are
the Iluminance, contrast and struct
respectively, which together combine w
certain weights to form SSIM and a
computed as
t BB E
H:4 ; L%%Eé
tén& E 3
KELER
& oE 7
&E& E 7
Here &g is the average o,

?:4a;L

Q:4a;L

dpis the average of,

é%is the variance oX,

é8is the variance of,

&g gs the co-variance of andy,
% and %are the two parameters to stable
the division with poor denominator,
L2,

When value of SSIM approaches to 1
shows better similarity between original

image and recovered image.

13



EPI can be expressed as:
1 2 +

. A s A% MIaJESF M1ad;
fo/Sbs 1AJESF:lado

Where : fiis the reconstructed image,
KLOH ;1T LV WKH RULJL(
Edge preserving Index (EPI) HOY L Vows Bodntln image,
H1Y LV WKH FROXPQ FRX(
When value of EPI approaches to 1 shq

better preservation of edges in the image

CoC can be expressed as:

> F érdar "F &e ?;
% by sl AR
&, Bro

Where éand égoare the average of the

original and recovered images,

Correlation Coefficient (CoC) R . . -
é:andégare standard deviation of origina

and recovered image.

When value of CoC approaches to 1 sho

the better co-relation between images un

consideration.

1.6 MEDICAL IMAGE ENHANCEMENT TECHNIQUES

Figure 1.6 shows the major classification of medical image enhancement techniques.
The enhancement techniques can be classified into two main domains: 1) Spatial

Domain, and 2) Transform Domain

1.6.1 IMAGE ENHANCEMENT IN SPATIAL DOMAIN

In this type of enhancement technique, the process is based on direct manipulation of
pixels in an image. Spatial domain technigues can be expressed as:

1:T&4W 6>T4;0 (2)
Where, £ T aJinput image,1: T &;H processed imagés= Transformation operator
on pHdefined over some neighborhood df 4;U

14



Bhattacharya et al. [30] developed a single value decomposition (SVD) to enhance the
contrast of an image. This technique worked on enhancement of visual information of
an image using multiple steps such as contrast enhancement, de-blurring and de-
noising.Yiwen Dou et al. [6] presented an image enhancement method based on hue
and Chroma constraint to extract visual attention focus in accuracy. In this method,
initially the RGB color space should be translated to YCbCr, after that the iteration
image enhancement model was applied in constraint of Chroma and hue. Then the
remaining image evaluation function implements closed-up control to adjust the
iteration step and enhancement performance. Some of the popular spatial domain
enhancement techniques are explained below.

1.6.1.1Gray Level Transformation

One of the basic spatial domain image enhancement techniques is gray level
transformation. Pixels value before and after processing, are correlated by an

equation in the form
OLG6:N; (2)

+ H U&d6 @ transformation function which corresponds a pixel value in original

L P D Nihtqua pixel value in processed imagd]
1.6.1.2Image Negative

The image negative is obtained by the negative transformation given by the following

equation.
1L/FsF+ (3)

£ input image
1= output image

The gray level ranges fromO té [F s]

Equation (3) reverses the values of intensity levels of an image and gives an equivalent
of negative image. This enhancement technique enhances white or gray pixels

encapsulated in dark regions, particularly when black areas are principal one [25].

15
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Fig.1.6 Classification of medical image enhancement techniques

1.6.1.3 Log Transformation

The log transformation technique limits the range of images with changes in intensity
values [16]. It is formulated as

1L?@'%E + (4)
Here Pfis a constantptis input pixel value angd fis output pixel value.

This transformation widens the dark pixel values in an image while low gray-level
values into a broad range and vice-a-versa for higher vigsles

1.6.1.4Histogram Processing

Histogram processing technique regulates the image intensities to enhance the contrast
of the digital image. Histogram is used to represent frequency of appearance of all the

levels in the image [37]. Khan et al. [8] used histogram equalization technique to

16



enhancement the image contrast. [lgbe an image described as a matrix of integer
pixels varying from 0 to M-1. HereM fis total number of possible intensity values,

mostly 256. Let® Ydesignate the normalized histogram|cf

L aw ~ = Jgkicpmagvejq ugrf glrelggrw :I;
i ° o — 70U .-
I fZcetT S« fm?_Tiskmghgvejg (%)

Histogram Equalization (HE) is denoted lmyfand is formulated as

LT xUagy .

pab T:/ FsA o U (6)
Here, 'Gyisythe equalized histogramil, fis the normalized histogram anul fis the
interval value i.e. [0, M-1].

Liang hua et al. [32] proposed an enhancement method for color medical image. This

technique used histogram equalization to obtain enhanced intensity numbers matrix
1.6.1.5 Morphological Operators:

Morphological Operators are based on the mathematical axioms and relationships
between classes to extract the important information of an image. Morphological

operators are of basically two types:

a) Top-Hat Transformation: It operates like a high-pass filter and extracts the
small details from an image. It is found by subtracting the original image
opening 4,1 E\ VRPH VWU XF W6t DraageH iBselfP Aap-Wat p E |

Transformation is defined as
e L F U " (7

Here |6 dlis the image after top-hat transformatign) § LV WKH RSHQfQJ RI L

by structural elemenp

b) Bottom-Hat Transformation: It is used for dark objects on light background
and is found by subtracting the original image from its closing.

“f 1 L F " o» (8)
Here 165 J] th¥ image after bottom-hat transformation
LUeY LV WKH FORYV bysiu&dral &dnerp 1, 1

Rajendran et al. in [43] combines the morphological transformation technique with

edge filter to solve the issue of the edge degradation in medical images. This
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methodology put into use the combination of guided filter with edge enhancement and
contrast stretching and hence the results obtained were lesser noise in CT images as
well as X-ray images as compared to some other enhancement methods. Kurt et al. [36]
proposed an enhancement technique of medical images which based on Top-Hat
morphological transform, Contrast Limited Histogram Equalization (CLAHE) and
anisotropic filter to improve the contrast and also to enhance the quality of specific
visual areas that are of particular interest. When Enhancement measure (EME) of
original image and enhanced image was compared, this method gives very beneficial

results.
1.6.1.6 Power Law Transformation
It is a category of gray level transformation. Mathematically it is written as
L ... 9)

Here g fand p &re constantufis normalized input pixel values ar@ fis normalized
output pixel values. Power law transform removes the drawbacks of Log transform with
the help of differentu fvalues.

1.6.1.7 Spatial Filtering

Filtering in the spatial domain enhancement method involves the determination of the
processed value of the prevailing pixel based on the value of the neighboring pixels [1].
Mean filtering and median filter are of this type. There filters are broadly classified as
linear and non-linear filters based on the method how current and neighbor pixels are
correlated.

Gerig et al. [47] presented a spatial filtering technique (i.e. post-processing technique)
for de-noising and boundary enhancement of medical image (Medical Resonance
,PDJLQJ 05, EDVHG RQ WKH WHFKQLTXH RI 31RQOLQH!
of this technique comes out to be quite impressive as it satisfies all the parameters for
which it was developed i.e. the output filtered image was quite clear than before and

also image boundaries was more precise than before.
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1.6.2 IMAGE ENHANCEMENT IN TRANSFORM DOMAIN

This processing technique are based on transforming the image from one form to
another form by applying some filter function to the image and return to the original
form that results enhanced image [17]. Different transform functions such as discrete
cosine transform (DCT), Fourier transform, discrete wavelet transform (DWT) and
Stationary Wavelet Transform (SWT) are used to enhance the image [13-19]. The
transform coefficients are manipulated to improve the quality of an image. The block

diagram of transform domain imagehancement technique is showifigure 1.7.

Input Image Pre-Processing Image
Transformation

Filter Function Inverse Transform Post-Processing

Enhanced Image

Fig. 1.7 Block diagram of transform domain image enhancement technique

Qin Xue in 2013 [31] proposed a new methodology for medical image enhancement by
imposing local range modification in shearlet domain uSiIBKHD U OHW 7UDQVIRUP
Some of popular enhancement techniques in transform domain approach are discussed

below.

1.6.2.1Discrete Cosine Transform (DCT)

This method enhances image resolution by image stretching with minor or slight loss.
In DCT most of the power is concentrated in lower frequency bands and also DCT have
efficient energy compaction property. These properties of DCT help in Human Visual
System (HVS) as HVS is higher sensitive to chrominance than luminance. Poor contrast
is the main limitation of DCT [42].Figure 1.8 shows the block diagram of DCT based
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image enhancement technique. In this figure input image is subjected to DCT and then
filter function is applied on it. Inverse DCT (IDCT) is then applied to get back the

output image.

Input Image Discrete Cosine Filter Function
Transform
Inverse
Enhan . :
anced Discrete Cosine
Image
Transform

Fig.1.8. Block diagram of DCT based image enhancement technique

1.6.2.2Discrete Wavelet Transform (DWT)

DWT basically conserves the high frequency components. Firstly the input image is
classified into four sub-bands by applying the DWT to image. The four sub-bands are,
low-low (LL), high-low (HL), low-high (LH), and high-high (HH).For a two-level
DWT, the LL sub-band is further divided into four sub-bands (HL1, LH1 and HH).

For next higher levels the above mentioned procedure continues recursively. Figure 1.9
shows the sub-band decomposition of a two-level DWT. Then thresholding is further
applied to the sub-band coefficients to enhance the wavelet coefficients. Two major

categories of thresholding are there. They are soft thresholding and hard thresholding.

Hard and soft thresholding functions are formally expressed as:

kT EBT R 6D
Hard thresholding* .5 T; L rB IMANSEOA (20)
TF6D EBT R 6D
Soft thresholding5. ¢ T; L P r EBT O ¢ID)

TEG6D EBI Q F6D

"KHUWOpuLV WKH JLYHQ WKUHVKROG OHYHO SDUDPHWEF
thresholding basically keeps the coefficients above the threshold while attenuates the
coefficients below that threshold level whereas soft thresholding narrows the
coefficients above the threshold level. The continuity feature of soft thresholding is

quite advantageous over the features of hard thresholding. Figure 1.10, 1.11 and 1.12
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show the original signal, hard thresholding signal and soft thresholding signals
respectively. After shrinkage of wavelet coefficients inverse DWT (IDWT) is applied

to recover the enhanced image [20-22]. DWT gives more sharp images with edge
information but losses content at higher frequencies [42]. Figure 1.13 shows the block

diagram of DWT based image enhancement technique.

HL

LH HH

Figure 1.9 Sub-band decomposition of two-level DWT
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Figure 1.10: Original signal
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Figure 1.11: Hard Thresholding of the original signal with threshold \&B.4
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Figure 1.12: Soft Thresholding of the original signal with threshold val&®.4
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Discrete Wavelet

InpUt Image Transform Estimation of
true wavelet
coefficients in

Enhanced Inverse Discrete each sub-band
Image Wavelet Transform

Fig.1.13 Block diagram showing DWT based image enhancement technique

1.6.2.3Stationary Wavelet Transform (SWT)

In this technique, the input image is converted to coefficients by taking the SWT. The
LH, HL and HH sub-band coefficients are manipulated to get the enhanced image. Bi-
cubic interpolation is done for enhancing image resolution as it gives smooth edges
with less blurring. High frequency components are conserved by this technique.
Compared to DWT SWT has more complexity [42¢ure 1.14 shows the block diagram

of SWT based enhancement method.

Stationary Wavelet

Input Image
Transform (SWT) Estimation of
noise-free sub-
Enhanced Inverse Stationary band coefficients
Image Wavelet Transform

(ISWT)

Fig. 1.14 Block diagram of SWT based enhancement method

1.6.2.4Discrete Wavelet Transform with Stationary Wavelet Transform (DWT
with SWT)

In this technique, both the transforms such as DWT and SWT are implemented to divide
the image into four sub-bands namely LL, HL, LH, and HH. High frequency
components are undergone through Bi cubic interpolation obtained using DWT.
Summations of the interpolated sub-bands are made with the sub-bands generated from
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SWT. Next the enhanced image is recovered by applying IDWT. The advantage of this
technique is that, it prevents the information loss [42]. Figure 1.15 shows the block

diagram of the SWT with DWT based image enhancement method.

SWT
Estimation
Input of sub-band
Image coefficients
DWT
Enhanced IDWT

Image

Fig.1.15 Block diagram showing SWT with DWT based image enhancement method

1.7 Basic Concepts of Fundus Image Enhancement

Medical image enhancemeifor improved diagnosiof diseases ione of the raising
field of interest now-a-days amongsearchers anghysicians. Medicaimage
enhancemenaims to improve the contrast of medicialmage and reductioof noise
level [48]. One: of the featuredand importarimedical imagctis fundusimage.
Digital fundus imagesare takenby fundus camera, retrievinghe featuresike the
retina, optic disc areaand cup areemacular regionsand the posteriosurface oian
eye. Digital Fundus image@mre widelyused for thcdetection of themultiple
disordersrelated toeye [50, 52, 53, 55, 56, 57]. Fundimage is caught by the means
of standarJmodality of imagingi.e. Funduscamera,that is traditionally used
hospitalsand eyespecialist clinics. The medical fundusimage presenteth figure
1.16, canbe quite beneficiah the extractionof many essentizfeatures of theretina
like Optic Disk Area (ODA), Cugp Area, Fovea, exudates and most importantly the

blood vessels.

Noise in medical digital funduimage can beacquired because of many

statedcauses like category of imegrodality usedto acquire fundLgmage, image
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acquisitioriprocedure by the means of fundoamera, transmissioalso lead
to noisy pixels tooccur in fundusimage and uneveilumination is alsoa key aspect

for presence of noisy pixels in the fundusage. Fundidmage ismainly

affecteciby two types ofnoises i.e. Seiand Peppemnoise and Gaussiznwhite)
noise: [54].

Figure 1.16. Showing retinal fundus RGB image

Preprocessir gstep in fundusimage processirigs a cruciaistep for thedetection and
removal of noisefrom digital medical fundusmage [48]. Featur@xtraction from
fundus image like: fovea, bloodvessels, opticabdisk, etc. [52], normalizaticiof
fundus images color andnany more for theconvenience of the eye-specialists to
efficiently detect abnormalitie sn the eye with the help of it. Funchisiage is RGB

in nature. Greercomponent of fundusmage is the mosimportant as ‘iprovides
maximum of thefeature extractiorwhile blue components the leasiimportant one.
FundusRGB image carbe decomposethto different components ashown in
figure 1.17 and theressential featurzsan be extractefrom them [51], separaipre-
processing ceube performed orthem, and separeide-noising carbe performetlon
these segments. Greeohannel is oneof the mosi significant channelas most cithe
importan’ features can be extrac.tdrough it [50]. Figure 1.18 demonstrate the

diagnosticfeatures that could be mined from individu@mponents of fundusmage.
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red component of image(left), green component of image(middle) and blue component of image(right)

Figure 1.17. Showing red, green and blue components of fundus image

Fundus RGB Image

} } ! !

Figure 1.18. Showing different diagnostic features extracted from fundus red and green

component

1.7.1 BACKGROUND

De-noising and enhancement of fundus image

Table 1.5 enlightens concisely regarding various filtering techniques employed for
removing noise from fundusgmage. Thesdilters are quitzeffective in theremoval
of noisespresent in fundusmage like Gaussian(white noise) and salt andoepper

(Impulsive noise), which are detailed in table 1.6.
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Table 1.5. Describing various filters used in the de-noising of fundus image

average:filter

Filter Type Depiction
3t is a spatiaifiltering techniquethat replaceghe value: of
pixels in the window with the mea of the pixelsvalue in
Mear Filter or | that window. It is usually uselfor the purposeof de-

noising and smoothenirigpf the image. The noisthat mean
filter efficiently removesfrom fundus imageis grainykind

of noise.”.

Mediar Filter

It is also aspatial buinon-linear filteringtechnique to
remove noise fronthe imageas well aspreserve theedge
degradatio that happerign averag:filtering. In median
filtering, the pixel value that is corrupteds exchanged b
the median of theaiwindow pixel values. Mediarfilter
works well for the fundus imageenhancemen

as compared to othelinear filtering methods.

Wiener Filter

A linear filter that is applied oftenin frequencydomain.
Weiner filter is best for theremoval of additivenoise and
blur effect in fundusimage. It isalso acknowledged to K
Mear Square Errcifavorable filter. It workson the: noisy
signa’' of the imageand toutpusthe  estimateof

the original image.

Gaussia Filter

It is a linearfilter that is usedto removenoise fromthe
image: along with the blurring of image similarto average
filter. It differs from averagcfilter in the aspect thait uses
different kernel fromimean filter whichis in the shape @
bell curve (GaussiaPDF). In 2-Dimensional,
Gaussia has the calculation:

S  L,e>i
T A
Here average is (0,0) aréf is the: variance (defauitl).

YT & W
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Weighted Median

Filter

In weighted median filter, the only difference is that mask 1s
not empty by which we multiply the window. In weighted
median filter a proper mask 1s selected with some weights and
that 1s averaged and then that mask is multiplied by the
window and then median is find out and center value is
replaced by that median. Thas filter outperforms the median
filter performance in the edge preservation aspect and detail

preservation.

Table 1.6. Describing noises found in medical fundus image

Noise type

Description

(Faussian Noise

(Amplifier noise)

® Thermal vibration of atoms, amplifier noise and
radiation of warm objects are the main cause of the
generation of Gaussian noise.

® It 15 also known as white noise or amplifier noise.

» It changes the pixel values 1n digital images.

» (Gaussian noise spreads evenly on the image and has
Gaussian distribution in structure.

¢ The probability distribution function is of bell shape
[1] and 1s expressed by

() = "
M = e as
Noro

Here = gray level
n =mean value of Probability density function

o = noise standard deviation
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CLAHE technique

ContrasiLimited Adaptive: Histogram Equalization (CLAHE) is the method to

improve the low contrast issudor the digital images especialiynedical images.
Particularly in medicai imaging, outperformingesults of CLAHE: makes it superior

thar ordinary HistograriEqualization (HE) and Adaptivélistogram Equalization
(AHE) [49].CLAHE basically operateby regulating the contresgnhancement that
is usually performecby ordinary HE which results in th=noise enhancemeas

well. Thereforeby limiting the contrasienhancement HE, desiredresults were
achievedin the caseswvhere noistbecome touprominent by enhancingontrast i.e.

specifically medical images. Basicaligontrast enhancemectin be statehs the

slope: of the function that isrelating inputimage intensityvalue to desiredesultant

image: intensities. Contrastan belimited by limiting the slope cithis relating

function. Also, contrasienhancement is directiyelated to theheight of the

histogram at that intensityvalue [49]. Therefore, limitinghe slope anctlipping the

height of histogramare both samridunctions thaicontrol contrasienhancement. So
user can limit the contrast byspecifying theclip limit (i.e. heightof histogram)

accordingto the needof the contrast. Figure 1.19 shows i'mstogram of Figurel.l
before: and after CLAHE-with clip limit 0.0005.
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Figure 1.19. Histogram of figure 2.1 before and after CLAHE
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CHAPTER 2

LITERATURE SURVEY

This chapter reviews the work done by many researchers in the area of medical image
enhancement and fundus image also to increase the perceptivity of image for better
accuracy and reliability. Fundus image enhancement and feature extraction is one of
the interesting area of interest among researchers now-a-days. So this chapter presents

the work done in this area.
2.1 RELATED WORK

Some of the interesting related work is described below and table 3.1 also shows the

summary of reviewed work.

Raihan et al. 2015[4] proposed an advanced method of medical image enhancement
based on the morphological transformation to improve contrast and quality of image.
A disk shaped mask is used in Top-Hat and Bottom-Hat transform and this mask plays
a vital role in the operation. The processed images are created by adding the Top-Hat
transformation of the original image to the original image and then subtracting the
Bottom-Hat transformation from it. The enhanced images have better CNR and PSNR
as compared to original image. The newly created images shows better contrast than

original one.

Henan et al. in 2011[6] suggested an enhancement algorithm established on multi-scale
retinex to be able to improve the strength of remote sensing image enhancement. The
principle and recognition types of multi-scale retinex and wavelet were calculated. The
research of panchromatic and multicolor remote sensing image enhancement were
consented out on the basis of the two methods, the end result display that the mean
valve of enhanced image by this algorithm is all about 125, the entropy and definition
might be improved by 5% and 25% in contrast to wavelet algorithm, and remote sensing
images might gain better enhancement quality, so multi-scale Retinex is a better method

for sensing image enhancement.

Yiwen Dou et al. 2017[7] presented an iterative self-adapting color image enhancement
based on Chroma and hue constraint to extract visual attention focus in accuracy. In

this method, initially the RGB color space should be translated to YCbCr, after that the
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iteration image enhancement model is applied in constraint of Chroma and hue. Then
the remaining image evaluation function implements closed-up control to adjust the

iteration step and enhancement performance. When compared to other image
enhancement algorithms, ISACIE gives better FO i.e. approx. 97 and has achieved the

good performance over traditional methods in low illuminate environment.

Hasikin, Khairunnisa et al. 2012[5] proposed a fuzzy grayscale enhancement technique
for image of low contrast. The disgrace of the low contrast image is basicallyl cause
by the insufficient lighting during image capturing and thus ultimately produces non-
uniform illumination in the image. The fuzzy grayscale image enhancement method is
given by exaggerating fuzzy events enclosed in the image. The membership function is
then adapted to enhance the image by utilizing power-law transformation and saturation
operator. The proposed method composed better quality enhanced image and required

minimum processing time in comparison to other methods.

Wang Rui et al. 2017[8] represent an improved method to enhance medical X-ray image
based on TV-Homomorphic filter which has a good balance in both brightness
adjustment and details enhancement. Homomorphic filter is mostly used to lower the
uneven illumination and improve the image quality. Results show that TV-
homomorphic filter is effective for medical image enhancement as it can increase the

image contrast, highlight the details.

Mohommad F. K et al. [9] in 2012 proposed Bi histogram and Multi Histogram
methods. Bi HE approach enhances the contrast without affecting the brightness of the
image but it degrade the natural display of image. On the contrary, Multi HE methods
conserve the natural display buD®Q W PDLQWDLQ WKH LQWHQVLW\
histogram of input image is segmented into different sectors and then HE is applied on
every sector. Each section is known as sub-histogram. It decreases the decomposition

error of input histogram.

Atyali et al. [10] in 2016 gave a new technique for enhancement of brain cancer
detection through image fusion which allows combination of features of different
modality images. This Technique is made up of application of Discrete Wavelet
Transform (DWT) and Principal Component Analysis (PCA) based fusion to multi-

modality medical images, results in an easy and trustworthy technique to detect
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cancerous tissues through image fusion. It conserves the original structural information

from source image and also enhances the corresponding information from the same.

Wang, Lung-Jen et dl11] manifest that nonlinear image enhancement may be used to
improve the quality of a fuzzy image. The aim of it was to build a successful image
classification technique to figure out the very best mix of clipping and scaling
parameters by the chance cost method for image enhancement. Experimental results
gives idea about the proposed opportunity cost method with image classification for the
nonlinear image enhancement achieves a much superior subjective and objective image
quality performance as to method utilizing the opportunity cost without image

classification and other nonlinear image enhancement methods.

Govind et al. [12] in 2013 proposed an enhanced method of medical image
enhancement based on applying averaging method in cluster without distorting the local
information. This method is efficient in reducing over-enhancement problem. Firstly,
the gray levels are clustered based on certain criteria and then on each such cluster new
transformation function is applied. As compares to other native methods, it gives better

PSNR value and noise free enhanced image.

Peng et al. [13] in 2013 gives a multi-scales nonlinear image enhancement method of
THz image. The THz image has lower contrast and huge noise as the THz radiant power
is small, for the purpose of enhancing the image definition. The detail coefficients are
captured to de-noise and histogram equalization to be able to improve this is of image
edge and image detail. The approximation coefficients are considered for nonlinear
transform to be able to suppress the background noise and enhance target information.
The proposed method could hike up the prospective information of THz image and
withdraw the noise of THz image at the same time. Subsequently the new methodology
could boost up the THz image definition, and bypass the incident that the histogram
equalization not just improves the prospective information but moreover improves
noise. Theory analysis and experiment results that the new method is realistic and
efficient, and the THz image enhancement effect is more identical to the character of

human eye.

Hossain et al. [14] introduces a method based on nonlinear technique of medical image
enhancement and logarithmic transform coefficient histogram matching in 2010. It

enhances the visual quality of digital images and also of the images that possess dark
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shadows because of restricted range of imaging. This method uses EME parameter as
a measure of performance. As compared to classic histogram method, this enhanced
method gives much better performance regarding visual quality of image particularly
those that contain dark shadows like X-ray images.

Selvi M. et al. [15] in 2013 proposed new methodology for fingerprint image
enhancement. The initial step in fingerprint recognition is enhancement. The main
purpose is to give a noise free image. Initially, the portion of the image altered by noise
is analysed and then the enhancement is done on that portion by applying fuzzy based
filtering approach and adaptive thresholding. This process consists of four steps
namely: Pre-processing, Fuzzy based filtering, Adaptive thresholding, and
Morphological Operation. This methodology when compared to existing approaches

gives better PSNR values than all these classical methods.

Tiwari et al. [17] proposed enhancement of medical images by preserving the brightness
and enhances contrast of image using adaptive gamma correction and homomorphic
filtering. It is basically a two-step process: First step enhances the global contrast of
image using gamma correction and weighted probability distribution of luminance

pixels and then second step is used for image sharpening by homomorphic filtering for
preserving image brightness. Results show that this method enhances images with
greater PSNR and also it minimises mean brightness error as compared to other

methods in processed image.

Khairunnisa et al. [18] have proposed a fuzzy based technique in 2013 for low contrast
and non-uniform images. The fuzzy method distinguish the dark and bright portions of
the image. The fuzzy based technique surpass the other classical enhancement
techniques such as power law transformation. Also, it provide brighter images and takes
less time to process as compared to other techniques. Processing time of the Fuzzy

approach is proved to be 100ms.

Rajesh et al. [19] in 2016 provides an effective enhancement method to eliminate
random impulse noise in images. This technique uses decision tree based method
(DTBM) to remove random impulse noise from gray scale images. Firstly the disrupted
pixels are identified using Impulse detector and then edge preserving image filter is

used to reconstruct the pixels. The experimental result on various images show that the
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value of PSNR of reconstructed images are better and it effectively remove noise from

images.

Bhattacharya et al. [20] have presented a rapid method called singular value
decomposition (SVD) to enhance the contrast of an image locally. This technique is
used to enhance the visual information of an image using multiple steps such as contrast
enhancement, de-blurring, de-noising etc. Contrast Enhancement is the most crucial
part of enhancement of image. Mostly, the contrast enhancement techniques rely on the
global enhancement of images but such global methods results in the loss of information

in images. Thus, a technique is required to enable localized image enhancement.

Qin Xue in 2013 [21] proposed a new methodology for medical image enhancement by
imposing local range modification in shearlet domain. Contrast Improvement Index
(CIl) is used to evaluate the proposed method with other conventional image
enhancement method. Local Range Modification (LRM) is a gray-level enhancement
technique which is used on shearlet domain to enhance medical images in this

methodology.

Liang hua et al. [22] presented a new color medical image enhancement method which
fuse together YH transformation and enhanced nonlinear extrapolation algorithm. The
FRORU LPDJH LV GLVLQWHIJUDWHG LQWR pFKURPDWLFL\
PDWUL[T 7KLV PHWKRGRORJ\ SRVVHVYV IHDWXUHV RI SH

the processing speed is fast when experimentally computed.

Feng. Zhou et al. [23] propose NSCT (Non-subsampled Contourlet Transform) based
medical image enhancement technique. Primarily, NSCT provides a multiresolution
and multi-direction analysis for the medical images. Non-subsampled Laplace
Pyramids are used to disintegrate the image into different scales, then the non-
subsampled directional filterbanks are used to disintegrate the image into different
directions and measure the noise variance of each sub-band. Then after that coefficient
of each directional sub-band are categorized into strong edges, weak edges and noise
by Bayesian classifier. A nonlinear mapping function was deduced to enhance and
suppress the different coefficients flexibly to get a good enhancement result with
significant characters. When compared to NSWT, this method gives lesser MSE and
greater PSNR.

35



Aggarwal et al. [24] in 2014 proposed a new technique for medical image enhancement
that suffer from noise and edges degradation. This technique uses Adaptive Multiscale
Product Thresholding for image de-noising and contiguous wavelet sub bands are
multiplied to enhance edge structure. Canny Edge Detection Algorithm is applied with
scale multiplication technique to enhance edges. This proposed scheme when evaluated
by parameters MAE, PSNR and SNR, it gives better results for only for Poisson noise

removal.

Jindal et al. [25] presented a new technique in spatial domain to enhance bio-medical
images. Enhancement of bio-medical image comprises of techniques like smoothening,
edge detection, high-boost filter and power law transform. When applied on dark

images like X-Ray image that contain dark patches and shadows, this technique gives

better results on the scale of better value of gamma and entropy.

Kurt et al. [26] in 2012 proposed am enhancement technique of medical images which
rely on Top-Hat morphological transform, CLAHE and anisotropic filter to improve
the contrast and also to enhance the quality of specific visual areas that are of particular
interest. When EME (Enhancement measure) of original image and enhanced image
was compared, this method gives very beneficial results.

Yelmanova et al. [27] presented an automatic mode contrast enhancement algorithm
for images with small size and low contrast based on the histogram equalization for the
contrast distribution at the boundaries and background in 2017. There are nimber o
contrast parameters used in this method to evaluate the performance. As a result, this

method gives better contrast values than original images.

Rajendran et al. in [33] combines morphological transformation with edge filter to

enhance the edge degradation in medical images. This methodology put into use the
combination of guided filter with edge enhancement and contrast stretching and hence
the results obtained were lesser noise in CT images and X-ray images as compared to

some other enhancement method.

Rahim et al. [55] showethree differenialgorithms for thzdigital fundusimage
enhancementor the detectionof diabetic: retinopathy in the greechannel with the
help of Histogram Equalization (HE), CLAHEEand MahalanobiDistance (MD) for
the improvement of the bloowessels detectiom the fundusimage. Among the

three ML techniques workbest in the greeithannel in this proposcaork.

36



Saleni et al. [51] onthe other handshowed the importancef red channelalong with
the green oncin the preprocessingf the digital fundus image. Intheir proposed
solution, they used themerging ofred and greerchannel histogramsnd then
comparednthe sensitivityand specificityof proposechistogram matchingsolution
with standalone greeand redchannel. Resulishowed theiproposed solution
outperformednaive redand greenchannel computation. Henaed channel isalso

importan’ in the preprocessinglong with greenchannel.

Nayak et al. [53] useiboth greenand redchannel of the fundusmage to extracthe

details that arerequired todetect glaucomiavith the helpof fundus image. They
applieci morphological operationsn the differerichannels to dig o.tetails like cup
to disk ratio, bloodarea of vessels etc. to classifywhether the fundusmage have

glaucomaor not.

Intajag et al. [56] proposes the method of histogram analysis to improve the contrast
and issue of dynamic range in digital fundus image by extracting green channel of the
fundus image and then applying histogram partitioning and index of fuzziness logic to
the green channel. Experimental results show that the proposed algorithm shows better
results than Naive Histogram Equalization (HE).

Hani et al. [57] firstlyin 2013 proposedhe threecvariations ofadaptive
wiener filter to remove additive, multiplicativeand combinationof both noisesin
the fundusimage. The proposethethod showebetter PSNRvalue whenfilter was
appliec after retinexalgorithm. Later in2014, Haniet al. [58] proposedhn
algorithm to enhancefundus imagczby removingnoise fromit using time domain
constrainiestimator (TDCE) and compared itvith other algorithms anticoncluded
thal the proposedalgorithm worksmore efficientlyin  expression CiPSNR

improvement.

Noronhaet al. [52] proposedifferent algorithmsto mine differenifeatures from
fundus image and thercombining theragain to givemore enhancedundus image
that can beused todetect morcaccurately theabnormalities in theeye. These
algorithms extracted themost importarifeatures like opticdisk, fovea,
blood vessels antexudates from fundusgnage and thercombining theseextracted
featuresto provide betteiimage for diagnosis.
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Setiawanet al. [50] in 2013used the concepdf CLAHE in the gree channel of the
digital retinal image t.improve the contrasétnd then compared to classic
histogramequalization method C€ontrast improvement. Theglso showecdkhat
CLAHE works best instandalone greechannel as compareid others channeisf
fundus image and thamage afterapplying CLAHE in green channcWwas

better than applyingCLAHE in all channels of fundusmage.

Malathi et al. [59] comparedrarious filters like median, wiener, average,gaussian
and haarfilter on varioustypes of noisedike Gaussian, poisson, salt arippepper
anc speckle noisefor fundus imageenhancement. Thegoncluded thawiener and
haar filter works besifor all the noisesexcept salt ardgepper noise. Mediafilter
works best for sa'iand peppeitype of noise. Multiple: performance parametetike
Mear Square Errcr (MSE), PSNR, Normalized AbsoluteError (NAE) and

Normalizeci Cross Correlation (NCC) were: used forevaluation ofresult.
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Table 3.1. Summary of existing medical image enhancement techniques
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CHAPTER 3

A PROPOSED TECHNIQUE FOR REMOVING
NOISE AND IMPROVING CONTRAST OF
FUNDUS IMAGE BY COMBINING FILTERING
TECHNIQUES BY CLAHE

This chapter presents a propogedhnique with integratefiltering anct CLAHE
basedmedical fundusimage enhancemertechnique whichdecomposes RGB
fundus image intoits individual red, gree and bluecomponents, followedy
applying filtering techniqueon them toremove noiseand thenapplying
CLAHE for contrasienhancement c€ach component. Finally theseindividual
componentsare mergecto form overall enhancedRGB fundusimage. The
proposecdmodel providesde-noising andcontrast enhancemeatt eachindividual

componeriof fundus image.

3.1 BACKGROUND

Noise and different environmental conditions degrade medical images. Several studied
have been proposed in the literature to reduce noise and enhance the quality of medical
images. Still there are some researches issues need to be considered shown in figure
3.1. They are discussed below.

Edge degradation Edges plays most representative role in image processing but image
enhancement technique may corrupt the edges too. Therefore it can result in

degradation of edges.

lllumination : Maximum number of processes relies upon specific pre-defined norms
to concentrate on the objects or regions in particular image. This may cause the
SLPEDODQFH LQ WKH LOOXPLQDWLRQ" RI WKH RXWSXW |

Artifacts 3UHGRPLQDQWO\ LPDJH HQKDQFHPHQW PHWKRGYV
VR WKLV PD\ FDXVH FHUWDL Q rmage siteridnirancdment/ Ro BeE F XU L

rid of these artifacts, some specific assistance is required.
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Lost pixels: Due to transform domain methods of image enhancement, some specific
SL[HOV JHW ORVW GXULQJ WUDQVIRUPDWLRQedHLWKHU
VLIQDO WR RULJLQDO SL[HO YDOXHV" ,W LV RQH RI WK

into consideration.

Computational complexity: The best technique is that which require minimum
computation and hence to minimize computational complexity is one the key factor in

image enhancement techniques for its better real-time implementation.

Rahim et al. [55] showed three different algorithms for the digital fundus image
enhancement for the detection of diabetic retinopathy in the green channel witlpthe hel
of Histogram Equalization (HE), CLAHE and Mahalanobis Distance (MD) for the
improvement of the blood vessels detection in the fundus image. Out of the three MD
techniques work best in the green channel in this proposed work. Most of the
researchers take into consideration only the green channel of the fundus image whereas
in our proposed algorithm we take into consideration all the channels of the fundus

image.

The proposed mod:provides de-noisingand contrastenhancement eg¢ach
individual component of fundusmage. Themethod triesto overcome:the tradeoff
in  the performance  parameteencountered whewising  bothde-noising
anc contrast enhanceme:m all the three channei®f fundusimage. Themajor
contributions of the proposedvork are: as follows.

x Individual channels cithe RGE fundus imagcare processeseparately and
featuresof these channels argpreserved.

x Improved image contrast: CLAHE improvesthe contrasiof the
image: and mak:detection of abnormalitiesnore particular.

X Noise Removal: Proposedmethod isefficient in removal of almosevery
type of noise fromfundus imagcand performancgparameters showthe
positive improvements iithe imageafter theapplication of proposed
method.
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Edge

Degradatio
n
IIIum:]natio Artifacts
Issues
Computatio
Lost -nal
Pixels Complexity

Fig.3.1 showing various prominent research issues in the area of image enhancement

3.2 PROPOSED MODEL AND ALGORITHM

This work presents an integrated filtering and CLAHE based medical fundus image
enhancement technique which decomposes RGB fundus image into its individual red,
green and blue components, followed by applying filtering technique on them to
remove noise and then applying CLAHE for contrast enhancement of each component.
Finally these individual components are merged to form overall enhanced RGB fundus
image. The proposed model provides de-noising and contrast enhancement at each
individual component of fundus image. The method tries to overcome the trade off in
the performance parameters encountered when using both de-noising and contrast
enhancement in all the three channels of fundus image. In this proposed enhancement
method for fundus image, different filtering techniques are used to remove the different
types of noise from the red, green and blue channels of image individually at different
noise variance levels. Then CLAHE technique is applied on the de-noised components
for contrast improvisation and then individual components are merged to form the de-
noised RGB fundus image. Detailed diagram of proposed image is shown in figure 3.2.
The algorithmic steps for removing noise and enhancing contrast by the proposed

method are given below:
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Figure 3.2.Flow diagram of proposed method of enhancement
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3.3 METHODOLOGY USED

There are number of steps carried out in the proposed algorithm. This section glorifies

the each step carried out in the proposed algorithm.
3.31 DECOMPOSITION PROCESS

The very first step of the proposed algorithm is to read the noisy fundus RGB image
and then decompose it into individual red, green and blue components respectively.
This decomposition of RGB image helps to filter the each component of the noisy
image individually and separately as shown in figure 3.3. Figure 3.4a and 3.4b shows

the before and after decomposition image of a fundus image respectively.

RGB Fundus

Image

Red Green
Component Component

Fig. 3.3 showing decomposition of fundus image

Decompose

Blue
Component

Fig. 3.4a Fundus RGB image before decomposition
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Fig. 3.4b Fundus image after decomposition showing individual red, green and blue

component

3.3.2 NOISE FILTERING PROCESS

After the decomposition of fundus image into its respective components, the next step
is removal of the noise from the individual components of the image. Filtering process
removes the salt and pepper as well as Gaussian noise that prominently occurs in the
fundus image. In this proposed model we used many filters and then choose the best
one on the basis of different performance parameters. Table 3.1 gives the brief details
about the filters that are used in the denoising process. Figure 3.5 shows block diagram

of filtering process.

Table 3.1. Describing various filters used in the de-noising of fundus image
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Noisy Red
Component

Apply filtering
technique for
denoising

Denoised Red

Component

Fig. 3.5 showing denoising step of the proposed model

Noisy Green
Component

Apply filtering
technique for
denoising

Denoised Green
Component

Noisy Blue
Component

1

Apply filtering

technique for
denoising

Denoised Blue
Component
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3.3.3 CONTRAST ENHANCEMENT BY CLAHE

After noise removal, next step is to enhance the contrast of the fundus image by
Contrast Limited Adaptive Histogram Equalization (CLAHE) technique. CLAHE is
also applied on the individual component of the fundus image and then after CLAHE
each component is merged back to form overall enhanced RGB fundus image. Figure

3.6 shows the block diagram of steps carried out in this phase.

Denoised Red
Component

Contrast
Enhancement &
Smoothening by

CLAHE

Enhanced & De-
noised Red
Component

Denoised Green
Component

Contrast
Enhancement &
Smoothening by

CLAHE

Enhanced & De-
noised Green
Component

Denoised Blue
Component

Contrast
Enhancement &
Smoothening by

CLAHE

Enhanced & De-
noised Blue
Component

Merge all components

Enhanced & De-
noised RGB

Fundus Image

Fig. 3.6 showing steps carried out while and after CLAHE technique
3.4 PERFORMANCE ANALYSIS PARAMETERS

Performanceparameters are usdd find the quantitativecas well asqualitative
aspeciof proposedalgorithm. Theperformance parameterssed to evaluaithe
efficiency are PeakSignal to NoiszRatio (PSNR), StructuraSimilarity Index
(SSIM) and Correlatioi coefficient (CoC). PSNR is oneof the mosipopular and
trustworthy performance paramefarsed in thcevaluation oiimage enhancement
anc other areaslso. Higherthe valuesof PSNR, SSIM and CoC, better
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the quality of imageand ultimatelybetter theperformance othe algorithm. These

parametersare demarcateak follows.
3.4.1 PEAK SIGNAL TO NOISE RATIO (PSNR)

As the nam:zexplains, itis the ratio of the maximum/pecivalue of thesignal to the
noisy signal value. PSNR formallydescribes theguality of the reconstructed
image: after the application of anytechnique orit. Higher the PSNR, better the
quality of reconstructedmage. Thizacceptable rangef PSNF is 28 dB to 50 dB.

PSNF is definediby:
(13)

Where, peakvaltids the maximur difference in thzinput imagevalue and MSEis

Mear Squae Error and is computedhs
(14)

Where | H Jis the sizzof the image, WE aisthe recovered image andl E &ig-the

Original image.

3.4.2STRUCTURAL SIMILARITY INDEX (SSIM)

SSIM is a quantitativemeasure to evalueienage quality. It fundamentally
measuresthe amouriiof similarity between the originzimage and enhanceithage.
Higher the value oiSSIM, morethe imagesare structurallyidentical. SSIMiis

formulated as:

(15)
Where: p; <9 D UwnddWwsRf samedimension of origina'and reconstructed
image: respectively.U & Uakellheweights assignedo these parameteandl, ¢ and
s are th:zluminance, contrasand structurerespectively, which togethezombine

with certairi weights to forn1SSIM and arecomputed as

6 g >0

H:a; L —— (16)
.4 .1 BEE>O
?:4a; L > 50 a7)
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0:4: L—EE29 (18)

£ >0

Here &gis the averagmf X, &yis the: average ofY, &5 is the: variance ofX, é§is the
variance: of Y, &y ¢s the: co-variance ofX andY, % and % are: the two parameter$o

stable:the divisiori with poor denominatoand? L% . Wherivalue of SSIM

approachedo 1 it shows perfecsimilarity amonginitial image andenhanced

image.

3.4.3 Correlation Coefficient (CoC)

CoC is responsible todeduce theinterdependence amortfe initial degraded image
anc enhanced imagafter applicationof algorithm. CoC haveunit value for the
perfec: correlatioribetween  thetwo imagesunder considerationCoC is
mathematicallyexpressed as:

(19)

Where: éand ég-are the averageof the originai and recoveredmages g:andégare

standariideviation of original andirecovered image.

3.5 IMPLEMENTATION AND RESULTS

Proposed algorithm is applied on two databases STARE [62] and DRIVE [61]. Efficacy
of the givenmethod is evaluatdsy the measures of performanparameters i.e.
PSNR, SSIM and CoC. Following section illustrates the results obtaimgd

subsequent use of algorithm on images from both datasets.

351 IMPLEMENTATION AND RESULTS FROM
DATASET 1 [62]

Firstly proposed methods applied onthe image 3.7 takemandomly from the

STARE database. Figure 3.8 shoilse medical fundus imagenhancement,
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undergoing each phase of ipeoposed model step by step with saiftd peppe:moise,

at 0.01 noise valu:level and noise is removed by usingedian filter with CLAHE
method. Similarlysimulation is performed foGaussian noise present in
fundus image againsall kinds of filtering techniques odlifferent noisevariances, to
get the performance of the filtering againsifferent noise types fofundus image.
Figure 3.9 illustratethe histogramsof individual components afore and later
enhancemenof the imagegiven in figure 3.7. Performanggarameters are evaluated
to carry out the efficacy of given solution. The performapeeameters used hete
evaluatethe efficiency are PeakSignal to NoiszRatio (PSNR), StructuraBimilarity
Index (SSIM) and Correlaticrcoefficient. PSNR isone of the among most widely
used antitrustworthy performancparameter present in the area of evaluatbn
image: enhancement and othareas also. Higher the values of PSNR, SSIM and
CoC, better thequality of imageand ultimately bettethe performance othe

algorithm.

Table 3.2 illustrates the PSI¥alues for different filteringtechniques withCLAHE

for different attacks or noisestdifferent noisczvariances values. This tabladicated
that the mediarfilter and the weightednedian filtering technique is showing approx.
equal results withCLAHE for all typesof noises but not foGaussian noise.
Weighted mediarfilter presents the acceptall@lue of PSNR. Figure 3.10
illustrates the grapiof PSNR values for differeriinoises againztifferent filtering
techniques for 0.0Ghoise value. From figure 3.10, it is clear that the highid38NR

is 35.37687obtained with medizifiltering technique against salt and pepmaise
with 0.001 noistlevel.
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Fig. 3.7 Fundus image for experimental results from STARE database

Table 3.2. Showing PSNR values for different filters with CLAHE against different

attacks or noises at different noise variance.
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Salt and Pepper Noisy RGB fundus

image
1 Decompose

Apply median filter and CLAHE
on each individual component

Merge all de-noised and
enhanced components
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Figure 3.8. Showing the enhancement of fundus image (Fig. 5.2) by proposed algorithm
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Figure 3.9. Showing the histograms of fundus image components before and after

enhancement

Table 3.3 displaythe value of SSIMfor the proposedhlgorithm againsiarious
noises, filteringtechniques arihoise variances Figure 3.11 shows SSlifalues for
different filtering techniques agair different noises at 0.0Ghoise levels. This
figure depicts thatt noise leve'0.001 Median filterand Gaussieufilter have greatest
SSIM, 0.962327and 0.962614respectively for salt anpepper noise.

Table 3.3. Showing SSIM values for different filters with CLAHE against different

attacks or noises at different noise variances
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Table 3.4 showdhe CoC valuedor the given modelgainst varioudilters, noises
anc noise variances.Figure 3.1Zshows the grapiof CoC valuesat 0.00. noise
value. It shows that at noiséevel 0.001, medieifilter and weighte’median filter
have highest CoC 0.995936 and).994919 respectively fusalt and peppenoise.
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Table 3.4. Showing CoC values for different filters with CLAHE against different

attacks or noises at different noise variances
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The efficacy of the proposedalgorithm is valuelby simulating RGBfundus image
at twe different noise leve'€0.001 and 0.01. Then qualifyarameters ar®btained
i.e. SSIV and CoC fromfundus imagzand formulatelin table 3.3 andable 3.4
respectively. It is noticeablethat out of all th:filters used in theproposed model,
Median andweighted mediarfilters show outperforming results thanther filters for
all the noisetype at each noiséevels. Table 3.5 give theomparison between
CLAHE and proposed mocgainst salt aripepper at noisidevel 0.001.0n
comparisonwith simple CLAHE: technique, it is cleafrom table 3.5 thathe given
method  givesoutperforming  outputs than  simpleLAHE technique
specially Median filter witr CLAHE gives the outperformirigesults in all spheres.
Figure 3.13, 3.14 and 3.15 shows tt@mparison betweeproposed techniquand
CLAHE on the basisof PSNR, SSIM and CoCrespectively.

Table 3.5. Showing comparison between CLAHE and proposed model against salt and

pepper noise at noise level 0.001
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On analyzing, it isfound out that theproposed methodn dataset Jgives 6.086%
improvemeniin PSNR, 1.092%improvement interms ofSSIM anci0.2642%

improvemeniin CoC whencompared to CLAHEmethod.

5.4 IMPLEMENTATION AND RESULTS FROM
DATASET 2 [61]

For further performance analysis of the proposed algorithm, experimental results were
carried out on another dataset i.e. DRIVE database. Figure 3.16 is randomly chosen

from DRIVE database and then proposed algorithm is evaluated on it.

Fig. 3.16 Fundus image for experimental results from DRIVE database

Figure 3.17 shows stepwise enhancement of fuichage of the proposedlgorithm
with salt and pepper noise, at 0.001 noisevariance level andle-noised
using median filtering with CLAHE method. Samisimulation is done foiGaussian

noise foundin fundus imageagainst all type«of filters of different noiscvariances.

Figure 3.18 showshe histograms ofndividual componenibefore andafter
enhancement cthe image givenn figure 3.17. Performancparameters are us€d

find the efficacy of proposechalgorithm. The performancparameters used to
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evaluatethe  efficiency arePeak  Signal  toNoise  Ratio  (PSNR),
Structurai Similarity Index (SSIM) and CorrelaticnFRHIILFLHQW !

Table 3.6 showthe PSNRvalues for multiplefiltering techniqueswith CLAHE
againsidifferent attacksor noises eadifferent noisevariances levedlhe table
indicated thezithe median filterand weightedmedian filter shows approx equal
results with CLAHE againsiall types of noises except fofGaussian noise. Weighted
mediarifilter gives the acceptabigalue of PSNR. Figure 3.18hows the grapiof
PSNF values for differeriinoises against differerftlters for 0.001 noiselevel.

Table 3.7 showshe value oiSSIM for the: proposed algorithiragainst various
noises, filters and noisevariances.Figure 3.20 showsSSIM values fordifferent

filters against differerinoises at 0.0Choise levels.

Table 3.8 showihe CoC values fothe proposed modedgainst varioudilters,
noisesand noiscvariances. ficoncluded thamedian filter ancweighted median
filter gives best resulist every noisevariance level for eactiype of noise. Figure

3.21 show:the graph of CoC values at 0.0Dbise: variance.
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Figure 3.17. Showing the enhancement of fundus image (Fig. 5.11) by proposed

algorithm

Table 3.6. Showing PSNR values for different filters with CLAHE against different

attacks or noises at different noise variance

The efficacy of the proposedlgorithm is weighethy simulating RGBfundus image

at twoe different noise variancese. 0.001and 0.01. Then qualiiyparameters are
obtainedi.e. SSIV and CoC from fundtismage andtabulated in table 5.6 and 5.7
respectively. Table 3.9 shovthe comparison betwee@LAHE and proposednodel
againsisalt and pepper noisat noise leve:'0.001. Figure 3.22, 3.23 and 3.Zhows

the comparison between proposed technique and CLAHE on the basis of PSNR, SSIM
and CoC respectively. It is clear from the graphs of figure 3.22, 3.23 and 3.24 that the
proposed algorithm gives outperforming results than simple CLAHE techhique

On analyzing, it is foundout that theproposed method odataset 2 gives 3.6182
improvemeniin PSNR, 1.1941% improveme in terms oi SSIM and0.082%6
improvement inCoC when compared i€LAHE method.
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Table 3.7. Showing SSIM values for different filters with CLAHE against different

attacks or noises at different noise variances
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Figure 3.18. Showing the histograms of fundus image components before and after

enhancement

Figure 3.20. Showing SSIM values for different filters against different noises at 0.001

noise level

Table 3.8. Showing CoC values for different filters with CLAHE against different

attacks or noises at different noise variances
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Table 3.9. Showing comparison between CLAHE and proposed model against salt and

pepper noise at noise level 0.001
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CHAPTER 4

A BRIEF INTRODUCTION TO SIMULATION
TOOL AND DATABASES

4.1 TOOL USED +MATLAB R2016a

MATLAB acronym for MATrix LABoratory is a potent tool for the numerical
calculation, visualization and programming, modeling and simulation, image
processing and many more. It is a fourth generation programming language. Developed
by Mathworks, it is globally used for many purposes. Image processing is one of the
feature of MATLAB. It is the most common tool used for image processing as its
elementary data element is matrix. Also MATLAB validates nearly all computational

platform.
Features of MATLAB

MATLAB have numerous features associated with it. Figure 5.1 shows the specific

features among them [60].

MATLAB FEATURES

- Array - Matrices and - Platform

Manipulation

- Interpolation

- Data Sampling
- Filtering

- Smoothing

- Thresholding

- Scaling

- Gridding

- Clipping

Linear Algebra

- Polynomial
Operations

- Signall
Processing

- Differential
equations

- Sparse
Matrices

- 2D and 3D
plots

- Open GL

- Image display
and file I/O

- Volume
visualization

- Interactive plot
editing

- Animation and
sound

independent
code and data
files

- Data handling

- Integrated
editor and
debugger

- Build a user
interface



Fig. 4.1 showing MATLAB features
Image Processing Toolbox in MATLAB

MATLAB image processing tool helps in various works related to image that is non-
perceivable by human as it is by equipment like digital detector, etc. The main tasks
performed by MATLAB image processing tools are:

X Feature extraction
X Image Filtering

X Morphological operations

x

Pixel-Based Processing

Transformations on image

xX X

Image compression

X

Image Enhancement

X Image Segmentation and many more
Supported Image Formats

BMP
GIF

JPEG
HDF
x PCX
X PNG
x TIFF
x XWD
x PPM

xX X X

x

Basic Functions Related to Images

X To read an image
, LPUHDG puSDWKY
X To write an image
LPZULWH LPDJHQDPH SDWKY

X

To display an image

Display;
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Imshow(l);

X To convert a RGB image into grayscale
J=rgb2gray(l);

X To extract individual component of a RGB image
red_component=I(; : 1);
green_component=I(: : 2);
blue_component=I(: : 3);

X To resize and crop image
X=imresize(imagename,scale);

Z=imcrop(imagename);

4.2 DATASET USED

For the purpose of simulation of the proposed method, two datasets are used i.e.
STructured Analysis of the Retina (STARE) [62] and Digital Retinal Images for Vessel
Extraction (DRIVE) [61]. Both of the datasets are open source and free for download.

STARE dataset [62]

Acronym for STructured Analysis of the Retina, it is a project begun in 1975 by
Michael Goldbaum, (Managing Director, University of California). Medical Fundus
pictures and medical data was given by the Shiley Eye Center at the University of
California and by the Veterans Administration Medical Center both located in San
Diego.

Approx. 30 people volunteered for this project belonging to different backgrounds. This
project basically focuses on automatic diagnosis of human eye disorder by scanning
fundus image. This dataset contains approx. 400 RGB fundus images of PPM type of
size 605*700 pixels.

DRIVE dataset [61]

Short for Digital Retinal Images for Vessel Extraction, the images for the DRIVE
database were acquired from a diabetic retinopathy detection event in the Netherlands.

It is an open source and free of charge dataset available for research work online. The
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event people involved 400 diabetic patients between 25-90 years of age. 40 images were
UDQGRPO\ VHOHFWHG Hi¢a@ any3yinbakof diaBdtiGréXifiMgathy
and seven among them indicate symbols of slight initial diabetic retinopathy. Each

fundus photograph is of .tif extension.

The fundus photos were gotten by means of a Canon CR5 non-mydriatic 3CCD camera
along av wfield of view. Every image was taken by means of 8 bits per color plane

with size 768*584 pixels.
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CHAPTER 5
CONCLUSION AND FUTURE SCOPE

A better medicaffundus image enhancemeczalgorithm is proposedhere. Fundus
RGB image is initially divided intcits individua' R, G andB components arithen
distinct filters were applied alor gvith CLAHE to de-noise and improveontrast of
the fundusimage. At last, componeriwere mergectogether to forrrenhanced RGB
fundus image. Efficacyof the proposedmethod is proveddy various performance
and quality parameters like PSNRSSIM and CoC. Results showed that the results
of the proposed mode:is quite impressivein terms ofthe performanceparameters

value and also surpass basit AHE in terms of performancparameters.

Further, the proposed algorithrmay be modifiecfor bettel results and ceube
applied to other coloreimedical imagedike PET scan, etc.
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