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Note: All questions are compulsory. Carrying of mobile phone during exammatzons wxll be
treated as case of unfair means. Marks are indicated in square brackets agazmt each quesnon

Q1. How do you classify ML algorithms? What are various domains Q:ffBi_oinfofmatics [2]

where ML based applications have been developed? AN
Q2. a) For given actual outputs and predicted outputs of a classjﬁerj"'c_émﬁﬁfe: [3]

(i) Confusion Matrix, (if) Accuracy and (iii) F1 Score
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b) What is the significance of ROC curye? 1]

ndwhat are the advantages and disadvantages [2]

¢) Write the steps of KNN algorit_hn{?ﬁ
of KNN?

Q3. Generate a Markov Chain ,:kfo Tthre 1 entities where all possible transitions are possible. [3]

Generate a transition matrlx I those conditions also. Assume the probabilities by
your own for all possﬂ:)le condltlons of transition.

Q4. Correlate followlng ghro_ugh a schematic representation D-I-K flow, Al and ML. [1]

Q5.

ree for given data set: [3]
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