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ABSTRACT 
 

A decision making computer aided diagnostic (CAD) system has been proposed in this paper for the 
classification of focal kidney lesions using various wavelet energy descriptors .The focal kidney lesions 
are categorised into two kidney classes namely primary benign i.e. angiomyolipoma (AML) and primary 
malignant i.e. renal cell carcinoma (RCC). The study is performed on 47 kidney ultrasound images with 
22 AML lesions and 25 RCC lesions. The multi-resolution wavelet based texture descriptors are 
calculated from area of interests (AOIs) of variable sizes by using different types of wavelet filters such as 
Haar, Daubechies, biorthogonal, symlets and coiflets filters. It has been seen that by using SVM classifier, 
Daubechies (db4) and symlets (sym3) wavelet energy descriptors gives the best overall classification 
accuracy of 82.6 %, with the individual class accuracy (ICA) values of 63.6 % for Angiomyolipoma and 
100 % for Renal cell carcinoma. 
 
KEYWORDS: Computer aided diagnostic system, Focal kidney lesions, Wavelet texture descriptors, Angiomyolipoma, 
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INTRODUCTION 

 
Kidney tumors are found to be one of the topmost health 
problems nowadays and are mostly found in people of 
age 60. Kidney tumors are typically solid masses having 
irregular shape and these tumors are formed due to the 
abnormal growth of cells within the kidney. Kidney 
tumors are basically of two kinds: Non-Cancerous 
(Benign tumors) and Cancerous (Malignant tumors). 
There are various methods for the identification of 
kidney deformities such as ultrasound (US), magnetic 
resonance imaging (MRI), X- Ray, computerized 
tomography (CT) etc. For detecting these solid masses, 
ultrasound is one of the best imaging modality in 
medical imaging and soft tissue organ diagnosis 
because it has low cost, non-radioactive, real-time and 
non-invasive properties.

1 
Ultrasound can easily 

differentiate between normal and abnormal kidneys and 
it does not require chemical substance like iodine 
containing contrast medium (dye) to see the internal 
functioning of kidney. Although there are few artifacts in 
US imaging like equipment margin, inter observer 
variations, image quality degradation etc. which limits its 
performance.

2
 Due of these difficulties for the 

characterization of kidney tissues, feature extraction 
becomes tough. To overcome this problem, a second 
opinion device i.e. a computer aided diagnostic (CAD) 

system has been proposed to provide output of 
computer as a second option which makes the final 
decisions for radiologists in image reading.

3
 In this study 

we have seen that echogenicity plays a very important 
role to reflect the tissue characteristics of kidneys. The 
term echogenicity of kidney means the ability of 
numerous functional parts of kidney to produce echo 
signals, during ultrasonography. On the basis of 
echogenicity focal kidney lesions are classified into two 
classes: (a) Angiomyolipomas (i.e. (AMLs) primary 
benign lesion) (b) Renal cell Carcinomas (i.e. (RCCs) 
primary malignant lesion). These are the most 
commonly occurring lesions of kidney. For small size 
AMLs (i.e. <2cms) the echotexture of lesion is 
homogeneous with high echogenicity (having 
hyperechoic sonographic appearance). For large size 
AMLs (i.e. > 2cms) the echotexture of lesion is 
heterogeneous with high echogenicity. For small size 
RCCs (i.e. <2cms) the echotexture of lesion is 
homogeneous and their echogenicity may be 
hyperechoic, isoechoic, hypoechoic or may exhibit 
mixed echogenicity. For large size RCCs (i.e. > 2cms) 
the echotexture of lesion is heterogeneous with low 
echogenicity (having hypoechoic sonographic 
appearance).The sonographic appearances of AML and 
RCC lesions are depicted in Figure 1. 

 

 
 

Figure 1 
Ultrasound kidney images showing different cases.  

(a) small AML lesion (b) large AML lesion  
(c) small RCC lesion (d) large RCC lesion 

 
Note: Small size AML (<2cms) having hyperechoic sonographic appearance with homogeneous 
echotexture. Large size AML (>2cms) having hyperechoic sonographic appearance with 
heterogeneous echotexture. Small size RCC (<2cms) sonographic appearance can be hyperechoic, 
isoechoic, hypoechoic or they may exhibit mixed echogenicity. Large size RCC (>2cms) having 
hypoechoic sonographic appearance with increasing heterogeneity as they grow in size. 

 
The participating radiologist suggested that, on the basis 
of echogenicity, it has become difficult to absolutely 
differentiate between small size AMLs and small size 

RCCs lesions and it is a tough task for radiologists faced 
during daily medical practice. Therefore, to appropriately 
analyze and identify these deformities a CAD system is 
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extremely expected to help radiologists in medicinal 
environment. For the classification of focal kidney 

lesions, very few studies are labeled in literature. The 
brief depiction of related studies is shown in table1: 

 
Table 1 

Explanation of related studies carried out for kidney image classification. 
 

Authors 
Dataset Description 

Kidney   image classes AOI size No. of images Features Extracted 

Raja et al 
1 

Nor, MRD, Cyst SKT 150 Power spectral 

Raja et al 
2 

Nor, MRD, Cyst SKT 150 Gabor wavelet 

Raja et al 
3 

Nor, MRD, Cyst SKT 150 Statistical, MI, Power spectral and Gabor 

Akkasaligar et al 
4 

Nor and Cyst SKT 52 GLCM and GLRLM 

Jose et al 
5 

Nor, MRD, Cyst SKT 35 Histogram  and GLCM 

Subramanya et al 
6 

Nor, MRD, Cyst 32 × 32 35 FOS, MI, GLCM, GLRLM and Laws’ mask 

Raja et al 
7 

Nor, MRD, Cyst SKT 150 Statistical, MI and Power spectral 

Raja et al 
8 

Nor, MRD, Cyst SKT 150 Statistical and MI 

Note: AOI: Area of interest, Nor: Normal, MRD: Medical renal diseases, SKT: Segmented kidney tissue, MI: Moment invariant features, 
FOS: First order statistics features, GLCM: Gray length co-occurrence matrix features, GLRLM: Gray level run length matrix features

 
The related studies for classification of renal diseases 
using ultrasound images are few and most of these 
studies have considered normal, medical renal disease 
and cyst image classes. In the present work a CAD 
system has been proposed for the classification of focal 
kidney lesions using wavelet energy descriptors.  
 

MATERIALS AND METHODS 

 

2.1 Data Set Collection and Description 
The present work has been done on publically available 
benchmark database.

9 
The database contains 47 B- 

mode kidney US images (22 images of AML lesion and 
25 images of malignant lesion). Each image is of the 
size of 300 × 225 pixels having 96 dpi horizontal and 
vertical resolutions with 256 gray scale tones. 
 

2.2 Selection of Area of Interests (AOIs) 
The size of Area of Interest (AOI) has been selected 
wisely in such a manner that it must deliver a good 
statistical population for making the correct decisions in 
CAD system.

10, 11 
In the present work, single AOI of 

variable sizes are extracted manually from inside the 
lesions of kidney. Sample images with extracted AOIs 
from focal kidney lesions are shown in Figure 2. 
Depending on the size of lesions, the largest rectangular 
AOI has been cropped from the region inside the lesion. 
The participating radiologist opined that the shape or 
margin features are not important for differential 
diagnosis between focal kidney lesions. Therefore an 
attempt has been made to take the largest AOI from 
each lesion leaving the boundary of the lesion so as to 
compute reliable estimates of texture features. 

 

 
2.3 Proposed CAD System Design  
For enhancing the confidence level of radiologists, the CAD systems are used in the medical imaging as a second 
opinion tool. Figure 3 shows the block diagram of the proposed CAD system design for the prediction of kidney 
lesions. 

 
 

Figure 2 
Images of extracted AOIs. (a) AML image (b) RCC image 
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Figure 3 
Block diagram representation of proposed CAD system design 

The objective of emerging a decision making CAD 
system is, to support radiologists by providing extra 
diagnostic information in image reading and to 
differentiate between various anomalies. In the present 
study, it has been described that when size of AMLs are 
less than 2cms, radiologists get confused with small size 
RCCs and thus the chances of uncertainty increases for 
the discrimination between small RCCs and small 
AMLs. Therefore, CAD system has been proposed for 
differential diagnosis between focal kidney lesions by 
using kidney US images. The CAD system mainly 
consists of three blocks namely AOI extraction module, 
feature extraction module and classification module. For 
the CAD system execution, total of 47 images of 
database has been taken, out of which total 47 single 
AOIs are extracted manually.  
 
AOI extraction module 
In the present work, single AOI of variable sizes such as 
32 × 32, 40  ×  40, 64 × 64, 96 × 96, 100 × 100, 128 × 
128 etc. are manually extracted from within the lesion. 
The data set contains total 47 AOIs with 22 AML AOIs 
(from 22 AML kidney images) and 25 RCC AOIs (from 
25 RCC images) 
 
Feature extraction module  
In this study, various kinds of texture features are 
calculated from AOIs using numerous wavelet energy 
descriptors. The dataset is distributed into training and 

testing dataset. By using multi-resolution scheme such 
as discrete wavelet transform (DWT), feature extraction 
is carried out in transform domain over various scales. 
In various studies, it has been shown that the effective 
depiction of texture depends upon the wavelet filter 
properties. Therefore in order to obtain the best wavelet 
filter for the present task of kidney lesions classification, 
ten dissimilar compact support wavelet filters such as 
Biorthogonal (bior3.1, bior3.3 and bior4.4), Coiflets 
(coif1 and coif2), Haar (db1), Daubechies (db4 and db6) 
and Symlets (sym3 and sym5) filters have been used to 
obtain sub-band images for each AOI image.

11-14
 Each 

compact support wavelet filter consists of seven texture 
feature vectors. By using 2D-DWT (Discrete wavelet 
transform), when  AOI image is decomposed  up to 2

nd
 

level, then one approximate sub image and six 
orientation detail sub images are generated. From the 
obtained sub images, normalized energy is calculated. 
Total seven wavelet energy descriptors chosen as 
texture feature vectors (TFVs) are shown in Table 2. 
TFV1 consists of 7 features, TFV2 consists of 3 
features, TFV3 consists of 6 features, TFV4 consists of 
4 features, TFV5 consists of 4 features, TFV6 consists 
of 4 features and TFV 7 consists of 3 features are 
shown in Table 2.    
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Feature classification module  
 
Classification examines the numerical properties of 
numerous image features and arranges data into 
classes.It has been established that the classifier 
designs which use regularization like support vector 
machines are less prone to over-fitting and obtain good 
generalization performance to even without feature 
space dimensionality reduction. In kNN classifier, an 
unknown instance is classified on the basis of a majority 
vote of its neighbors and most common class is selected 
amongst its k nearest neighbors. The performance of 
kNN classifier is adversely affected by the presence of 
outliers in the data. Therefore in the present work, SVM 
classifier has been chosen for the classification 
task.Classification procedures normally do processing in 
two phases: training phase and testing phase. The 
classifier named as SVM classifier has been used for 
the classification task so as to provide the appropriate 
results for the two classes of kidney. This classifier is a 
supervised machine learning classifier because the 
classes are already defined for the training sets. For the 
present study LibSVM library has been used for the 
execution of SVM classifier.

15
 Kernel based SVM is a 

best classifier for the class separability with very less no. 
of errors. Kernels such as polynomial and Gaussian  
 

 
radial basis function are normally used kernels. By using 
these kernel functions non - linear training data is 
mapped from input to higher dimension space. The right 
choice of the kernel parameter γ and regularization 
parameter C is important in order to obtain a good 
performance and the best values of C and γ has been 
obtained using grid research procedure. In this study, for 
each combination of (C, γ), ten-fold cross validation is 
done on the training data such that 

and . 
6, 

11, 13-30
 SVM classifier is considered as a best classifier 

because of its more speed and it gives more accuracy 
than k-nearest neighbors (kNN) and probabilistic neural 
network (PNN) classifiers.  
 

RESULTS 
 
The results are depicted in Table 3 and Table 4.From 
table3, it is observed that out of all seven TFVs, the 
maximum accuracy is attained from db4 (Daubechies) 
and sym3 (Symlets) wavelet filters. It is also seen that 
highest overall classification accuracy (OCA) of 82.6 
% is achieved for db4 and sym 3 filters with TFV1 and 
TFV3 using SVM classifier. The minimum classification 
accuracy of 39.1 % is achieved for db4 wavelet filter 
using SVM classifier. 

Table 3 
Classification performance for the seven TFVs using SVM classifier. 

 

TFV l 
Max. Acc. (%)

 
Wavelet 

filter 
Min. Acc. (%)

 
Wavelet 

filter 

TFV1 7 82.6 db4 60.8 bior3.1, bior3.3 

TFV2 3 52.1 bior3.3 39.1 db4 

TFV3 6 82.6 sym3 52.1 bior3.1, db1 

TFV4 4 78.2 coif2, db4 43.4 bior3.3 

TFV5 4 78.2 bior3.1 47.8 db4, coif2 

TFV6 4 69.5 bior3.3 56.5 bior4.4, coif1, sym3 

TFV7 3 65.2 bior3.1 52.1 coif1, coif2, db4, db6, sym5 

Note: l: Length of TFV, Max. Acc.: Maximum accuracy, Min. Acc.: Minimum accuracy 

Table 4 
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Classification performance for the best TFVs using SVM classifier. 
 

TFV CM OCA (%) ICAAML (%) ICARCC (%) 

  AML RCC    

TFV1 AML 7 4 82.6 63.6 100.0 

RCC 0 12 

TFV3 AML 7 4 82.6 63.6 100.0 

RCC 0 12 

Note: CM: Confusion matrix, AML: Angiomyolipoma class, RCC: Renal Cell Carcinoma class, OCA: Overall classification accuracy, 
ICAAML: Individual class accuracy for angiomyolipoma, ICARCC: Individual class accuracy for renal cell carcinoma 
 

A proficient CAD system always provides good precision with reduced number of features used for classifier design. 
 

DISCUSSION 

 
For evaluating the performance of the proposed CAD 
system design, severe experimentation has been done 
in this work to obtain the classification performance and 
to discriminate primary kidney lesions using various 
wavelet energy descriptors with SVM classifier.The 
papers in literature are few and all the papers are 
related to 3 kidney class namely normal, medical renal 
disease (MRD) and cyst. There is no work done on 
benign and malignant lesions and we have done the 
work on focal kidney lesions in order to capture 
maximum information of texture features. The result in 
this paper is different and classification has been done 
to capture maximum information of texture features and 
this is a first attempt to classify the focal lesions of the 
kidney. The best results obtained from the above 
experiments are summarised in Table 4.Therefore, the 
obtained results of proposed CAD system design 
specify their usefulness to help radiologists for the 

differential diagnosis of AML and RCC kidney lesions 
during routine medical check-ups. 
 

CONCLUSION 

 
From the above experimentation it can be concluded 
that, for the characterization of focal kidney lesions, 
wavelet energy descriptors i.e. db4 and sym3 filters 
contain significant information. These wavelet filters 
provides the highest OCA of 82.6 % and gives the 
highest individual class accuracy (ICA) of 100 % for 
RCC. 
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