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Preface

vii

During the last thirty years, there have been tremendous advances within
all realms of microbiology. The most obvious are those resulting from
studies using genetic and molecular biological methods. The sequencing of
whole genomes of a number of microorganisms having different physiolo-
gic properties has demonstrated their enormous diversity and the fact that
many species have metabolic abilities previously not recognized. Sequences
have also confirmed the division of prokaryotes into the domains of
Archaea and bacteria. Terms such as hyper- or extreme thermopiles, ther-
mophilic alkaliphiles, acidophiles, and anaerobic fungi are now used
throughout the microbial community. With these discoveries has come a
new realization about the physiological and metabolic properties of
microoganisms. This, in turn, has demonstrated their importance for the
development, maintenance, and sustenance of all life on Earth. Recent esti-
mates indicate that the amount of prokaryotic biomass on Earth equals—
and perhaps exceeds—that of plant biomass. The rate of uptake of carbon
by prokaryotic microorganisms has also been calculated to be similar to
that of uptake of carbon by plants. It is clear that microorganisms play
extremely important and typically dominant roles in recycling and seques-
tering of carbon and many other elements, including metals.

Many of the advances within microbiology involve anaerobes. They have
metabolic pathways only recently elucidated that enable them to use carbon
dioxide or carbon monoxide as the sole carbon source. Thus they are able
to grow autotrophically. These pathways differ from that of the classical
Calvin Cycle discovered in plants in the mid-1900s in that they lead to the
formation of acetyl-CoA, rather than phosphoglycerate. The new pathways
are prominent in several types of anaerobes, including methanogens, ace-
togens, and sulfur reducers. It has been postulated that approximately
twenty percent of the annual circulation of carbon on the Earth is by anaer-
obic processes. That anaerobes carry out autotrophic type carbon dioxide
fixation prompted studies of the mechanisms by which they conserve energy
and generate ATP. It is now clear that the pathways of autotrophic carbon
dioxide fixation involve hydrogen metabolism and that they are coupled to



electron transport and generation of ATP by chemiosmosis. Enzymes 
catalyzing the metabolism of carbon dioxide, hydrogen, and other materials
for building cell material and for electron transport are now intensely
studied in anaerobes. Almost without exception, these enzymes depend on
metals such as iron, nickel, cobalt, molybdenum, tungsten, and selenium.
This pertains also to electron carrying proteins like cytochromes, several
types of iron-sulfur and flavoproteins. Much present knowledge of electron
transport and phosphorylation in anaerobic microoganisms has been
obtained from studies of sulfate reducers. More recent investigations with
methanogens and acetogens corroborate the findings obtained with the
sulfate reducers, but they also demonstrate the diversity of mechanisms and
pathways involved.

This book stresses the importance of anaerobic microorganisms in nature
and relates their wonderful and interesting metabolic properties to the fas-
cinating enzymes that are involved. The first two chapters by H. Gest and
H.G. Schlegel, respectively, review the recycling of elements and the 
diversity of energy resources by anaerobes. As mentioned above, hydrogen
metabolism plays essential roles in many anaerobes, and there are several
types of hydrogenase, the enzyme responsible for catalyzing the oxidation
and production of this gas. Some contain nickel at their catalytic sites, in
addition to iron-sulfur clusters, while others contain only iron-sulfur clus-
ters. They also vary in the types of compounds that they use as electron car-
riers. The mechanism of activation of hydrogen by enzymes is discussed by
Simon P.J. Albracht, and the activation of a purified hydrogenase from
Desulfovibrio vulgaris and its catalytic center by B. Hanh Huynh, P. Tavares,
A.S. Pereira, I. Moura, and J.G. Moura. The biosynthesis of iron-sulfur clus-
ters, which are so prominent in most hydrogenases, formate and carbon
monoxide dehydrogenases, nitrogenases, many other reductases, and several
types of electron carrying proteins, is explored by J.N. Agar, D.R. Dean, and
M.K. Johnson. R.J. Maier, J. Olson, and N. Mehta write about genes and pro-
teins involved in the expression of nickel dependent hydrogenases. Genes
and the genetic manipulations of Desulfovibrio are examined by J.D. Wall
and her research associates. In Chapter 8, G. Voordouw discusses the func-
tion and assembly of electron transport complexes in Desulfovibrio vulgaris.
In the next chapter Richard Cammack and his colleagues introduce eukary-
otic anaerobes, including anaerobic fungi and their energy metabolism. They
explore the role of the hydrogenosome, which in the eukaryotic anaerobes
replaces the mitochondrion. A rather new aspect related to anerobic
microorganisms is the observation that they exhibit some degree of toler-
ance toward oxygen. They typically lack the known oxygen stress enzymes
superoxide dismutase and catalase, but they contain novel iron-containing
protein including hemerythrin-like proteins, desulfoferrodoxin, rubrery-
thrin, new types of rubredoxins, and a new enzyme termed superoxide
reductase. D.M. Kurtz, Jr., discuses in Chapter 10 these proteins and pro-
poses that they function in the defense toward oxygen stress in anaerobes
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and microaerophiles. Over six million tons of methane is produced biolog-
ically each year, most of it from acetate, by methanogenic anaerobes. J.G.
Ferry describes in Chapter 11 that reactions include the activation of acetate
to acetyl-CoA, which is cleaved by acetyl-CoA synthase. The methyl group
is subsequently reduced to methane, and the carbonyl group is oxidized to
carbon dioxide. The pathway is similar but reverse of that of acetyl-CoA
synthesis by acetogens, but it involves cofactors unique to the methane-
producing Archaea. Selenium has been found in several enzymes from
anaerobes including species of clostridia, acetogens, and methanogens. In
Chapter 12,W.T. Self has summarized properties of selenoenzymes, that are
divided into three groups. The first constitutes amino acid reductases that
utilize glycine, sarcosine, betaine, and proline. In these and also in the second
group, which includes formate dehydrogenases, selenium is present as
selenocysteine. Selenocysteine is incorporated into the polypeptide chain
via a special seryl-tRNA and selenophosphate. The third group of sele-
noenzymes is selenium-molybdenum hydroxylases found in purinolytic
clostridia. The nature of the selenium in this group has yet to be determined.
Chapters 13 and 14 deal with acetogens, which produce anaerobically a tril-
lion kilograms of acetate each year by carbon dioxide fixation via the acetyl-
CoA pathway. H.L. Drake and K. Küsel highlight the diversity of acetogens
and their ecological roles. A. Das and L.G. Ljungdahl discuss evidence that
the acetyl-CoA pathway of carbon dioxide fixation is coupled with electron
transport and ATP generation. In addition, they present some data showing
how acetogens can deal with oxydative stress. In Chapter 15, D.P. Kelly dis-
cusses the biochemical features common to both anaerobic sulfate reducing
bacteria and aerobic thiosulfate oxidizing thiobacilli. His chapter is also a
tribute to Harry Peck. The last three chapters are devoted to the reduction
by anaerobic bacteria of metals, metalloids and nonessential elements. L.L.
Barton, R.M. Plunkett, and B.M. Thomson in their review point out the geo-
chemical importance these reductions, which involve both metal cations and
metal anions. J. Wiegel, J. Hanel, and K. Aygen describe the isolation of
recently discovered chemolithoautotrophic thermophilic iron(III)-reducers
from geothermally heated sediments and water samples of hot springs. They
propose that these bacteria are ancient and were involved in formation of
iron deposits during the Precambrian era. The last chapter is a discussion of
electron flow in ferrous bioconversion by E.J. Laishley and R.D. Bryant.
They visualize a model for biocorrosion by sulfate-reducing bacteria 
that involves both iron and nickel-iron hydrogenases, high molecular
cytochrome, and electron transport using sulfate as an acceptor.

Lars G. Ljungdahl
Michael W. Adams

Larry L. Barton
James G. Ferry

Michael K. Johnson
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1
Anaerobes in the Recycling of
Elements in the Biosphere

Howard Gest

Microorganisms are responsible for the natural recycling of a number of
chemical elements in the biosphere. The recycling obviously occurs on a
massive scale and is particularly important in regard to nitrogen, carbon,
sulfur, oxygen, and hydrogen. These elements are used, in one form or
another, in the biosynthetic and bioenergetic processes of both aerobic and
anaerobic microorganisms. Global cyclic transformations of the elements
requires the participation of various kinds of organisms, primarily bacteria,
and each “metabolic type” specializes in catalysis of a specific portion of
the overall cycle. An example in point is the anaerobic reduction of sulfate
to sulfide. Anaerobes are found in environments where dioxygen has been
displaced by gaseous products of anaerobic metabolism, such as CH4, CO2,
hydrogen, and H2S. Despite sensitivity to oxygen, anaerobic bacteria also
persist in circumstances usually thought to be aerobic in character. Thus
they commonly occur in microenvironments where oxygen is constantly
removed by the respiration of aerobes, as in small soil particles.

Stephenson (1947) pointed out that the number and variety of chemical
reactions known to be catalyzed by bacteria far exceeded those attribut-
able to other living organisms. Moreover, she noted, “Amongst het-
erotrophs it is as anaerobes that bacteria specially excel. . . . It is in the use
of hydrogen acceptors that bacteria are specially developed as compared
with animals and plants.” This is another way of saying that anaerobes are
redox specialists, which have special systems for oxidizing energy-rich sub-
strates without recourse to molecular oxygen.

Who First Observed Anaerobic Life?

The conventional wisdom is that the first observation of anaerobic micro-
bial life was made by Louis Pasteur. In fact, Pasteur rediscovered the anaer-
obic lifestyle. The first person actually to see anaerobic microorganisms was
Antony van Leeuwenhoek, who did a remarkable experiment in 1680,
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described in detail in one of his famous letters to the Royal Society of
London (Dobell 1960).

Leeuwenhoek used two identical glass tubes, each filled about halfway
with crushed pepper powder (to line BK in Fig. 1.1). As shown in Figure
1.1, clean rain water was added to line CI. Using a flame, he sealed one 
of the tubes at point G; the aperture of the other tube was left open.
Leeuwenhoek said [see Dobell 1960, pp. 197–198]. that, after several days,
“I took a little water out of the second glass, through the small opening at
G; and I discovered in it a great many very little animalcules, of divers sort
having its own particular motion.” After 5 days, he opened the sealed tube
in which some pressure had developed, forcing liquid out. He expected not
to see “living creatures in this water.” But, in fact, he observed “a kind of
living animalcules that were round and bigger than the biggest sort that I
have said were in the other water.” Clearly, in the sealed tube, the condi-
tions had become quite anaerobic owing to consumption of oxygen by
aerobes. In 1913, the great microbiologist Martinus Beijerinck repeated
Leeuwenhoek’s experiment exactly and identified Clostridium butyricum as
a prominent organism in the sealed pepper infusion tube fluid. Beijerinck
(1913) commented:

2 H. Gest

Figure 1.1. Diagram illustrating Leeuwenhoek’s pepper tube exper-
iment. (From Leeuwenhoek’s letter no. 32 to the Royal Society of
London, June 14, 1680.)



We thus come to the remarkable conclusion that, beyond doubt, Leeuwenhoek in
his experiment with the fully closed tube had cultivated and seen genuine anaero-
bic bacteria, which would happen again only after 200 years, namely, about 1862 by
Pasteur. That Leeuwenhoek, one hundred years before the discovery of oxygen and
the composition of air, was not aware of the meaning of his observations is under-
standable. But the fact that in the closed tube he observed an increased gas pres-
sure caused by fermentative bacteria and in addition saw the bacteria, prove in any
case that he not only was a good observer, but also was able to design an experi-
ment from which a conclusion could be drawn.

Two Important Element Cycles

The Nitrogen Cycle
The most noteworthy multistage element cycles in which bacteria play
important roles are the nitrogen and sulfur redox cycles. The fixation of
nitrogen is a reductive process that provides organisms with nitrogen in a
form usable for the synthesis of amino acids, nucleic acids, and other cell
constituents. In essence, the overall conversion to the key intermediate,
ammonia, can be represented as:

(1.1)

This way of summarizing nitrogen fixation implies that all nitrogenases have
the capacity to produce hydrogen under certain conditions.The nitrogenase-
catalyzed production of hydrogen is a major physiologic process in the
metabolism of photosynthetic bacteria during anaerobic phototrophic
growth, when ammonia and nitrogen are absent and cells depend on certain
amino acids as nitrogen sources (see later).

Table 1.1 lists free-living anaerobic bacteria that fix nitrogen and have
been used for experimental studies during recent decades. Note that the list

N 8H 2 NH H2 3 2+ Æ +
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Table 1.1. Free-living nitrogen-fixing anaerobes.
Chemoorganotrophs Phototrophs Chemolithotrophs

Clostridium spp. Chromatium Methanococcus 
Desulfotomaculum Chlorobium Methanosarcina
Desulfovibrio Heliobacillus

Heliobacterium
Heliophilum
Rhodobacter
Rhodomicrobium
Rhodopila
Rhodopseudomonas
Rhodospirillum
Thiocapsa

Source: Madigan and co-workers (2000).



includes methanogens, anaerobes that are of special interest in the carbon
cycle. Methanogens produce CH4 primarily by reducing CO2 with hydro-
gen, and this process is clearly of huge magnitude in the biosphere (Ehhalt
1976). It occurs copiously in lake sediments, swamps, marshes, and paddy
fields. The methanogens are also abundant in the anaerobic digestion cham-
bers of many ruminant animals and termites (Madigan, et al. 2000).

Nitrogen in organic combination in living organisms is recycled to
inorganic nitrogen after their death through the activities of various
microorganisms. In brief, organic nitrogen is converted to ammonia (am-
monification), which is then nitrified in two successive aerobic stages: (1)
oxidation of ammonia to nitrite by Nitrosomonas and (2) oxidation of
nitrite to nitrate by Nitrobacter. Completion of the cycle requires anaero-
bic reduction of nitrate to nitrogen, referred to as denitrification. The latter
is accomplished mainly by bacteria capable of growing either as aerobes or
anaerobes, typically species in the genera Pseudomonas, Paracoccus, and
Bacillus. Historically, such metabolic types have been referred to by clumsy
terms such as facultative aerobe and facultative anaerobe. A more sensible
term is amphiaerobe, meaning “on both sides of oxygen.” Amphiaerobe is
defined as an organism that can use either oxygen (like an aerobe) or, as
an alternative, some other energy-conversion process that is independent
of oxygen (Chapman and Gest 1983).

The Sulfur Cycle
Anaerobes are particularly prominent in the cyclic interconversions of inor-
ganic sulfur compounds. Reduction of sulfate to hydrogen sulfide by species
of Desulfovibrio and Desulfobacter is of widespread occurrence and of eco-
nomic significance, because of the corrosive properties of H2S. The sulfide
is also produced from S0 by related organisms of the genus Desulfuromonas.
Beijerinck was the first to establish that sulfide in the biosphere is produced
mainly by bacterial reduction of sulfate. In 1894, he and his assistant, van
Delden, isolated and described Spirillum desulfuricans, later renamed
Desulfovibrio desulfuricans, providing the first pure cultures of a sulfate
reducer. Unculturable, a favorite word of some contemporary molecular
biologists, was not in Beijerinck’s vocabulary (see later).

Anaerobic recycling of sulfide to sulfate (H2SÆS0ÆSO4
2-) is a specialty

of anoxygenic purple and green photosynthetic bacteria (Chromatium,
Chlorobium, etc.) that can use sulfide as an electron donor for CO2 reduc-
tion. The coordinated cross-feeding of the sulfate reducers and the sulfide-
using photosynthetic bacteria frequently results in massive blooms of
Chromatium spp. For example, this is commonly seen on shores of the Baltic
Sea when sea grass and other plants become covered by drifting sand.
Decomposition of the organic matter is coupled with bacterial sulfate
reduction, yielding large quantities of H2S; the conditions become ideal for
growth of purple photosynthetic bacteria.

4 H. Gest



By interesting coincidence, the old dogma that cytochromes are not
present in anaerobes was demolished by discovery, at about the same time,
of c-type cytochromes in Desulfovibrio and anoxygenic photosynthetic
bacteria (Kamen and Vernon 1955).

The Meaning of Diversity

During the last two decades of the twentieth century, biodiversity became
a focus of discussion by many biologists and environmentalists. Inevitably,
this led to more interest in the diversity of microorganisms. Unfortunately,
the word diversity can have several meanings, and the one in mind is
frequently not specified. Molecular biologists interested in evolution have
championed differences in 16S RNA sequences as the primary indicators
of the diversity of genera and species of prokaryotes. This has led to the
view that “molecular phylogenetic techniques have provided methods for
characterizing natural microbial communities without the need to cultivate
organisms” (Hugenholtz and Pace 1996). Moreover, it has been said that
“the types and numbers of organisms in natural communities can be sur-
veyed by sequencing rRNA genes obtained from DNA isolated directly
from cells in their ordinary environments. Analyzing microbial communi-
ties in this way is more than a taxonomic exercise because the sequences
can be used to develop insights about organisms” (Pace 1996). Pace also
made the assertion that the use of sequences allows us to infer prop-
erties of uncultivated organisms and “survey biodiversity rapidly and
comprehensively.”

Associated with such claims, the myth of unculturability of most prokary-
otes has been promoted by statements such as “only a small fraction of less
than 1% of the cells observed by microscopy (i.e., in natural sources) can
be recovered as colonies on standard laboratory media” (Amann 2000).
Applying this vague criterion is obviously misleading. How many well-
known organisms—anaerobes, autotrophs, nutritionally fastidious bacteria,
etc.—described in Bergey’s Manual will grow in so-called standard media?
Obviously, very few. Casual acceptance of some molecular biologist’s views
has led ecologist Wilson (1999) to some further, essentially unverifiable,
extrapolations:

How many species of bacteria are there in the world? Bergey’s Manual of System-
atic Bacteriology, the official guide updated to 1989, lists about 4000. There has
always been a feeling among microbiologists that the true number, including the
undiagnosed species, is much greater, but no one could even guess by how much.
Ten times more? A hundred? Recent research suggests that the answer might be at
least a thousand times greater, with the total number ranging into the millions.

Some remarks by Amann (2000) are relevant to the question of the
number of bacterial species extant:
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Another methodological artifact are chimeric sequences which can be formed
during PCR amplification of mixed template at a frequency of several percent. . . .
The assumption that each rRNA sequence is equivalent to a species is as shaky as
the still wide spread assumption that from the frequency of an rRNA clone in a
library the relative abundance of the respective organism in the environment can
be estimated.

For those who are impatient, I note Amann’s estimate that “If there are 
just [emphasis added] one million species that ultimately can be cultured
and if their complete taxonomic description proceeds at a rate of 1,000
species/year it would take roughly the next millenium to get a fairly com-
plete overview on microbial diversity.” My own experience tells me that if
there are, say, 50,000 truly distinctive bacterial species still unknown, their
isolation and characterization will be a long time in coming.

Our understanding of the roles of bacteria in the cycles of nature is based
on characterization of the biochemical activities of isolated species of
anaerobes and aerobes—in other words, on phenotypic patterns, which
define biochemical diversity or, one might say, metabolic diversity. There is,
of course, no way that biochemical diversity can be reconstructed simply by
processing information contained in rRNA genes. A detailed analysis of the
meaning of diversity in the prokaryotic world was provided by Palleroni
(1997), and his conclusions are worthy of attention:

Modern approaches based on the use of molecular techniques presumed to cir-
cumvent the need for culturing prokaryotes, fail to provide sufficient and reliable
information for estimation of prokaryote diversity. Many properties that make these
organisms important members of the living world are amenable to observation only
through the study of living cultures. Since current culture techniques do not always
satisfy the need of providing a balanced picture of the microflora composition,
future developments in the study of bacterial diversity should include improvements
in the culture methods to approach as closely as possible the conditions of natural
habitats. Molecular methods of microflora analysis have an important role as guides
for the isolation of new prokaryotic taxa.

Since the 1980s, there has been a great escalation of research on prokary-
otes; but, as far as I can tell, our knowledge of the principal reactions in the
element cycles of nature has not changed appreciably. No doubt there are
still unknown ancillary chemical cycles catalyzed by bacteria. One likely
possibility is indicated by a recent report that a lithoautotrophic bacterium
isolated from a marine sediment can obtain energy for anaerobic growth
by oxidation of phosphite(P+3) to phosphate(P+5) while simultaneously
reducing sulfate to H2S (Schink and Friedrich, 2000). Evidently, establish-
ment of such cycles will require the time-honored approach of isolation and
characterization of pure cultures or well-defined consortia. We can expect
that as new details emerge, we will learn that anaerobes are as biochemi-
cally diverse as other kinds of prokaryotes, perhaps more so. Another
example in point is given by the description of new genera of sulfate reduc-
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ers isolated from permanently cold Arctic marine sediments. Isolates of the
new genera Desulfofrigus, Desulfofaba, and Desulfotalea grew at the in situ
temperature of -1.7°C (Knoblauch et al. 1999).

The Historical Role of Anaerobes on Earth

More than 50 years of geochemical research has established that the atmos-
phere of the early Earth was essentally anaerobic. It is estimated that 2
billion years before the present, there was still virtually no molecular
oxygen in the atmosphere. Since fossils of microorganisms ~3.5 billion 
years old have been found, it follows that for ~1.5 billion years the Earth
must have been populated by anaerobic prokaryotes. It is reasonable to
believe that anaerobic green and purple photosynthetic bacteria were the
precursors of the first organisms capable of oxygenic photosynthesis, the
cyanobacteria. When oxygen began to accumulate in the biosphere, anaer-
obes presumably faced a crisis of oxygen toxicity. Undoubtedly, many
anaerobes died while others retreated to anaerobic locales, where we find
their descendents today. Still others apparently evolved protective devices,
such as superoxide dismutase or the rudiments of oxygen respiration.
Another mechanism for avoiding oxygen toxicity, recently discovered in the
hyperthermophilic anaerobe Pyrococcus furiosus, depends on the enzyme
superoxide reductase, which reduces superoxide to H2O2; the latter is then
reduced to water by peroxidases (Jenney et al. 1999).

Connected with the kinetics of oxygen evolution in the early atmosphere
is the question of the origin of sulfate, required by the anaerobic sulfate
reducers. Did the latter organisms evolve only after oxygen accumulation
led to oxidation of reduced sulfur to sulfate? This notion was challenged by
Peck (1974), who concluded:

Sulfate reducing bacteria were not antecedents of photosynthetic bacteria, but
rather evolved from ancestral types which were photosynthetic bacteria. Although
initially surprising, this evolutionary relationship is consistent with the idea that the
accumulation of sulfate, the obligatory terminal electron acceptor for the sulfate
reducing bacteria, was the result of bacterial photosynthesis.

As noted earlier, sulfate is generated when sulfide is the electron donor for
anaerobic growth of purple and green photosynthetic bacteria.

We still have only foggy notions of early prokaryotic evolution. If
anything, the picture has recently become more obscure because new
evidence indicating extensive “horizontal” gene transfer among bacterial
species casts doubt on current prokaryotic phylogenetic trees that branch
from a main trunk, as in an actual tree. With this in mind, Doolittle (2000)
proposed a more complex pattern of interconnecting prokaryotic evolu-
tionary lines that strikes me as resembling the ramifications of a dollop of
spaghetti.
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Molecular Hydrogen: Electron Currency in 
Anaerobic Metabolism

Molecular hydrogen is encountered in the metabolic patterns of a variety
of prokaryotes, either as an electron donor or as an end product (Gest
1954). The ability to produce hydrogen by reduction of protons with meta-
bolic electrons was probably an ancient mechanism for achieving redox
balance in energy-yielding bacterial fermentations. Gray and Gest (1965)
referred to hydrogenase as a “delicate control valve for regulating electron
flow” and concluded that “the hydrogen-evolving system of strict anaerobes
represents a primitive form of cytochrome oxidase, which in aerobes effects
the terminal step of respiration, namely, the disposal of electrons by com-
bination with molecular oxygen.”

The nitrogenase-catalyzed energy-dependent production of hydrogen by
photosynthetic bacteria noted earlier appears to represent another kind of
regulatory function. When the bacteria grow on organic acids (e.g., malate),
using certain amino acids (e.g., glutamate) as nitrogen sources, nitrogenase
is derepressed and functions as a hydrogen-evolving catalyst. Under such
conditions, the supplies of ATP produced by photophosphorylation and of
electrons generated from organic substrates evidently are in excess relative
to the demands of the biosynthetic machinery. Nitrogenase then performs
as a “hydrogenase safety valve,” catalyzing hydrogen formation by energy-
dependent reduction of protons. If molecular nitrogen becomes available,
hyrogen evolution stops because ATP and the electron supply are used for
production of ammonia, which is rapidly consumed for synthesis of amino
acids and other nitrogenous compounds. Thus light-dependent hydrogen
formation via nitrogenase has been interpreted to reflect “energy idling”
when this is required for integration of energy conversion and biosynthetic
metabolism (Gest 1972; Hillmer and Gest 1977; Gest 1999). Of interest in
connection with the several functions of nitrogenase, is the suggestion of
Broda and Peschek (1980) that nitrogenase evolved from an early ATP-
requiring hydrogenase “that supported fermentations by ensuring the
release of H2.”

Conclusion

It is likely that comparative structural and other studies of hydrogenases
and nitrogenases will eventually illuminate events in the early evolution of
energy-yielding mechanisms. We are indebted to the anaerobes for their
necessary roles as recycling agents in Earth’s element cycles.
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2
The Diversity of Energy 
Sources of Microorganisms

Hans Günter Schlegel

This book is occupied with the recent progress that has been achieved in
the area of the biochemistry and physiology of anaerobic bacteria. The
width of the theme requires special knowledge and survey. To facilitate the
survey, I should like to direct a glance on the collateral sciences of micro-
biology and deal with the question when the knowledge was obtained on
which our present research is based. The formulation of the biological ques-
tions is old; the answering, however, requires knowledge on the properties
of the substances that surround us, that means physics and chemistry. In this
short contribution, I pose the question of how the exploration of materials,
with which physiology and biochemistry deal, came about. In essence it is
a chapter on analytical chemistry and physics as well as on the modes of
biological energy conversions.

Toward the Exploration of the Constituents of 
Living Organisms

The fundamentals of knowledge on the composition of materials used by
humans were already collected in ancient times. The known methods—such
as preparation of bread, wine, beer, vinegar, soap, and cosmetics; tissue
staining; and tanning of hides—today belongs to chemical technology.
Various methods, like pressing of fatty oils and destillation of etherized oils,
were used, too. Seven metals were known: gold, silver, copper, iron, lead,
tin, and mercury. Among the acids only acetic acid and among the alkaline
compounds only soda and potash were known. Simple chemical operations,
such as weighing, filtration, evaporation, crystallization, and destillation
were also known. Further exploration with respect to the composition of
materials started in the thirteenth century. Three epochs can be differenti-
ated, and all three saw contributions to the understanding of the meta-
bolism of organisms.

In the first epoch, the properties of metals were explored. New metals
(zinc, arsenic, antimony, and bismuth) were discovered. The specific weights
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of some metals were determined, with only 5% deviation. The metals were
dissolved in “oleum,” or sulfuric acid. Some metals started to play a role in
the medication of diseases. The outstanding representative of the use of
metals in medicine, in iatrochemistry, was Paracelsus (1493–1541). Much of
the technological knowledge on metals, metallurgy, was summarized by
Georg Agricola (1496–1555) in De re metallica (1556) and other books.

When the metals were studied, the release of gases and vapors was
observed. For example, Paracelsus reported that when iron was dissolved in
sulfuric acid “air comes out like a wind.” The differentiation of these kinds
of “air” took more than two centuries. Research on the analysis of gases was
extremely productive in developing the basic methods to handle and study
gases and even paved the way to design techniques for elementary analysis
of the constituents of organisms. Thus the study of gases became the second
epoch of analytical chemistry; it is called “the pneumatic age.”

To keep the time scale in mind, the willow tree experiment performed by
Jan Baptist van Helmont (1577–1644) is worth mentioning. Van Helmont
was born in Brussels, studied in Leuwen, and spent the major part of his
lifetime in the neighborhood of Brussels. He was a chemist, physiologist,
and physician. In his own person curious contradictions were combined. He
represents the transition from the Scholastic Age to the Age of Enlighten-
ment. On the one hand, he was highly impressed by the Copernican view,
by Harvey’s discovery of the circulation of blood, and by Bacon’s essays;
and he was a careful observer and was able to undertake simple experi-
ments. He coined the word gas. He regarded the gases that were formed
during wine fermentation and during combustion of charcoal as identical.
His scientific observations and experiences were published by his son in
1648 in Amsterdam under the title Ortus medicinae. On page 109 of that
work we find the concise description of a great experiment. In English
translation it says:

But that all plants directly and materially are produced solely from the element of
water, I have learnt from this experiment. I took an earthenware pot, placed in it
200 lb of soil dried in an oven, moistened it with rainwater and planted in it a willow
shoot weighing 5 lb. Finally, after five years, a tree hat grown and weighed 169 lb and
about 3oz. But the earthenware pot was constantly wet only with rainwater or dis-
tilled water, if it was necessary; and it was ample and imbedded in the ground: and
to prevent dust from flying around and mixing with the soil, I covered the pot with
an iron plate coated with tin and pierced with many holes. I did not add the weight
of the fallen leaves of four autumns. Finally, I again dried the soil in the pot, and
there were the same 200 lb minus about 2oz. Therefore, 164 lb of wood, bark,
and root had arisen alone from water.

Thus for answering a stinging question van Helmont performed a note-
worthy adequate experiment, but he was unable to draw the correct con-
clusions from it because the prerequisites were lacking. It took more than
150 years of research in chemistry to explore the composition of air and the
basic constituents of plants.
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Step by step, the tools used for quantitative determinations were
improved (Table 2.1). The balance was known since ancient times. Robert
Boyle introduced the pneumatic vessel and Joseph Priestley used mercury
as barrier fluid. Stephen Hales invented the gasometer; Henry Cavendish,
the eudiometer. The great masters of gas analysis, Cavendish, Priestley,
Carl W. Scheele, and Torbern Bergman, worked at almost the same time
and some discoveries were made by them independently from the others.
Cavendish was the most versatile and successful among them. When he
studied the composition of air and measured the content of oxygen and
nitrogen he found that about 1% was missing. This difference was due to
the noble gases discovered about 100 years later by John William Rayleigh.
Cavendish’s research indicated the precision of the methods developed and
used by the pneumatic chemists. The work of the pneumatic chemists pro-
vided the knowledge of those gases involved in the gas metabolism of
microorganisms.

Gas analysis prepared the tools for the elementary analysis of natural
substances. And it was Scheele who prepared from plants the first organic
compounds, such as tartaric acid, malic acid, oxalic acid, gallic acid, citric
acid, lactic acid, and glycerol. It is justified to regard him as the founder of
organic chemistry. The other great chemist who started the series of dis-
coveries in gas analysis was Antoine Laurent Lavoisier. He understood that
combustion depends on the presence of oxygen and thus replaced the phlo-
giston theory of G.E. Stahl with a new combustion theory. Lavoisier made
the first experiments to determine the composition of organic compounds
and found carbon, hydrogen, and oxygen as their constituents. Lavoisier’s
work and theory were soon accepted, and he is considered to be the first to
design the basic methods of the elementary analysis of organic compounds.
After his early death, the work was not continued until Joseph Louis 
Gay-Lussac (1778–1850) and Jöns Jakob Berzelius (1779–1848) and, later,
Justus Liebig (1803–1873), Jean Baptiste Dumas (1800–1884), and their
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Table 2.1. The pneumatic chemists.
Gaseous compound Discoverer Year of discovery

Hydrogen Henry Cavendish (1731–1810) 1766
Oxygen Carl W. Scheele (1749–1819) 1771
Oxygen Joseph Priestley (1733–1804) 1772
Nitrogen David Rutherford (1749–1819) 1772
Ammonia (NH3) Joseph Priestley 1774
HCl Joseph Priestley 1774
Nitrous oxide (N2O) Joseph Priestley 1774
Carbon dioxide (CO2) Torbern Bergman (1735–1785) 1774

Antoine L. Lavoisier (1743–1794) 1775
Hydrogen sulfide (H2S) Carl W. Scheele 1776
Methane (CH4) Alexander Volta (1745–1827) 1776
Air analysis Henry Cavendish 1783



collaborators and students succeeded in the analysis of many compounds
(Table 2.2).

Liebig completed the methods to determine the carbon and hydrogen
content of organic compounds. Table 2.2 shows the most important com-
pounds involved in basic biochemistry. The table was composed by con-
sulting Gmelin’s (1829) handbook and the pertinent original literature 
and contains the author and year of the original isolation and nomination
of some organic compounds, alcohols, and sugars and in addition the author
and year of the first publication of the first correct analysis of the compo-
sition of the compound. The table indicates that the most important com-
pounds involved in basic metabolism were analyzed by Berzelius, Liebig,
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Table 2.2. Discovery and first elementary analysis of substrates and products of
microorganisms.

Year of first
Substance mention (author) Year of first analysis (author)

Oxalic acid 1776 (Scheele) 1811 (Gay-Lussac)
Acetic acid 1783 (Berthollet) 1814 (Berzelius)
Succinic acid ~1600 1815 (Berzelius)
Tartaric acid 1770 (Scheele) 1830 (Berzelius)
Malic acid 1785 (Scheele) 1830 (Liebig)
Benzoic acid 1780 (Scheele) 1832 (Wöhler, Liebig)
Formic acid 1761 (Marggraf) 1832 (Pélouze)
Glucose 1792 (Lowitz) 1834 (Liebig)
Sucrose 1747 (Marggraf) 1834 (Liebig)
Mannitol 1806 (Proust) 1834 (Liebig, Oppermann)
Gallic acid 1785 (Scheele) 1834 (Pélouze)
Pyruvic acid 1830 (Berzelius) 1835 (Berzelius)
Methanol 1835 (Dumas, Péligot)
Glycerol 1779 (Scheele) 1836 (Pélouze)
Phenol 1834 (Runge) 1842 (Laurent)
Fumaric acid 1833 (Winckler) 1843 (J. Pélouze)
Propionic acid from plants 1844 (Gottlieb)
Glycolic acid 1851 (Strecker)
Citric acid 1784 (Scheele) 1851 (Rochleder, Willigk)
Catechol 1825 (Faraday) 1851 (Wagner)
Glyoxylic acid 1856 (Debus)
Lactic acid 1780 (Scheele) 1858 (Wurtz)
Isopropanol 1862 (Friedel)
Hexadecane 1869 (Zincke)
Ethanol 1796 (Lowitz) 1875 (Gutzeit)
Lactose 17th century 1879 (Demole)
Ribose 1881 (Fischer, Piloty)
Fructose ~1800 in fruits 1881 (Jungfleisch, Lefram)
Isocitric acid 1887 (Fittig)
Mannose 1888 (Fischer, Hirschberger)
Oxaloacetic acid 1895 (Michael, Bucher)
a-Ketoglutaric acid 1908 (Blaise, Gault)
Deoxyribose 1927 (Meisenheimer, Jung)



Pélouze, and Dumas. Knowledge of the compounds enabled the biologists
to speculate about the metabolism of plants, animals, and microorganisms
on a scientific basis; to use some pure organic compounds for comparison
and as substrates; and to design the corresponding experiments. The com-
mercial availability enabled chemists to study the organic compounds more
closely. One of the outstanding developments was started with the studies
of Eilhard Mitscherlich on isomorphism of crystals, which was continued 
by Louis Pasteur (1822–1895) on the tartaric acids. The discoveries made
early in his scientific career motivated Pasteur to spend his life performing
research in the chemistry of microorganisms. By in 1858–1861, he had
studied alcoholic fermentation by yeast and the production of lactic, acetic,
and butyric acids by bacteria; thus he discovered anaerobic energy conver-
sion by fermentation, “la vie sans l’air.”

The methods for elementary analysis allowed researchers to study several
fermentations in more detail. There was enough evidence indicating that
fermentation and putrefaction occurred under anoxic conditions and 
that fermentation and putrefaction are different from each other only by
the products. As Pasteur was a chemist himself, some chemists and physi-
ologists of the time did not find it below their dignity to study putrefaction
and to choose the dirtiest among the anoxic natural ecosystems, sewer
sludge (Kloakenschlamm), as a model system. The outstanding pioneer of
the analysis of the products of putrefaction was Felix Hoppe-Seyler
(1825–1895). He added sugar or organic acids to sewer sludge. For example,
formic acid was fermented to carbon dioxide and hydrogen and acetic acid,
to carbon dioxide and methane. In the presence of sulfate, acetic acid was
converted to carbon dioxide and hydrogen sulfide. With some goodwill we
can assign to Hoppe-Seyler the discovery of the anaerobic food chain, in
which gaseous hydrogen plays a prominent role. These studies, published 
in 1876 and 1886, were done with crude cultures. Hoppe-Seyler (1876) 
concluded: “The number of reductions of organic substances in putritive
processes is obviously extraordinary great, . . . the formation of mannitol
from galactose or glucose, of propionic acid from lactic acid, and succinic
acid from tartaric or malic acids are such . . . reductions.” The products of
putrefaction could at this time, however, not yet be attributed to the 
activities of specific bacteria.

The data obtained from studying crude cultures were not as bad as one
would assume. For example, the stoichiometric relationships between the
consumption of sugar and the production of alcohol and carbon dioxide
were determined even before yeast became known as the causative agent
of alcoholic fermentation (Gay Lussac 1810). Furthermore, the general
equation for the formation of propionic acid was calculated by A. Fitz in
Strassburg in 1878 on the basis of studies with crude cultures inoculated
with cow excrements:

(2.1)3 lactate 2 propionate acetate CO H O.2 2Æ + + +
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It did not deviate from the values found with pure cultures (Freudenreich
and Orla-Jensen 1906; van Niel 1928). The analytical methods allowed the
determination of the products of glucose fermentation by Escherichia coli,
and the general equation calculated (Harden 1901) does not differ from
that accepted today. Harden even correctly deduced that hydrogen arises
from formic acid; the Aerobacter modification was recognized by Harden
in 1906. Thus the methods for the analysis of fermentation products were
completed within the nineteenth century.

Physics and chemistry provided further methods useful for investigating
and describing bacteria and understanding the biochemical background.
Each progress in physics contributed to chemical analysis. The important
optical methods of analysis were spectroscopy, spectrography, flame pho-
tometry, colorimetry, and spectrophotometry. They helped differentiate
among pigments of green plants, phototrophic bacteria, blood, cells, muscle
cells, and cytochromes as well as accessory pigments. Little inventions
improved the practical work in the laboratory, such as the Bunsen burner
(1857) and the water jet pump (1868). Physicochemistry added many prin-
ciples and methods of determinations, such as hydrogen ion concentration,
the pH term, a variety of titration methods, and polarimetry. Chromatog-
raphy methods, also started in the middle of the nineteenth century, were
developed further by Michail Tswett, a botanist, but not introduced as a
general analytical tool until 1941 by Martin and Synge. It took a long time
to develop the method of electrophoresis on paper or in gels to its present
simplicity and routine application.

Toward Understanding Modes of Biological 
Energy Conversion

At least from the time of van Helmont on, the chemists when separating
and describing gases usually examined the effect of the gases on animals
and plants. Lavoisier (1777) understood that aerobic respiration is the
process in which oxygen is consumed and carbon dioxide is produced,
shortly after the discovery of oxygen (1771). However, it took about half a
century to make aerobic respiration more comprehensible from a physical
point of view (Joule 1843; Mayer 1845; and many others).

Oxygenic photosynthesis was the second mode of energy conversion
whose principles were understood. Experiments showing that oxygen is
involved, carbon dioxide is the source of carbon, and light is the energy
source was contributed by J. Ingenhouse (1730–1799), J. Senebier (1742–
1809), and T. de Saussure (1767–1845). J.R. Mayer (1814–1878) provided
the most comprehensible enlightening explanations.

The third mode of energy conversion, fermentation, was discovered by
Pasteur. After examining alcoholic fermentation by yeast, he studied
several bacterial fermentations, including butyric acid fermentation and its
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causative bacterium Vibrio butyrique, which evidently obtained energy
under anoxic conditons.

In chronological order, anoxygenic photosynthesis was the fourth mode
of energy conversion. Although several species of purple bacteria had been
found in nature and their green and red pigments had been described, their
dependence on light for growth was not recognized before the photophys-
iological experiments of Theodor Wilhelm Engelmann (1843–1909) led to
the conclusions that purple bacteria are phototrophs (1888). The reason for
the absence of oxygen evolution was, however, explained later by H.
Molisch (1907), J. Buder (1919), and C.B. van Niel (1931).

The fifth mode of energy generation, chemosynthesis or lithotrophy, was
discovered by the Russian botanist Sergius N. Winogradsky (1856–1953),
when he was working in the laboratory of Anton de Bary (1831–1888) 
in Strassburg in 1887. Originally, he intented to reevaluate the monomor-
phism–pleomorphism controversy and chose Beggiatoa as a model organ-
ism. He collected the black mud surface of ponds and observed Beggiatoa
filaments under the microscope. He saw the filaments accumulate sulfur
droplets intracellulary, when he added hydrogen sulfide, and saw the
droplets disappear when hydrogen sulfide was absent. He saw the filaments
grow and the cells divide. The bacteria seemed to prefer the absence of
organic substrates. Thus Winogradsky concluded that Beggiatoa gains meta-
bolic energy from the oxidation of hydrogen sulfide and the accumulated
sulfur, a type of respiration with inorganic hydrogen donors that he called
inorgoxidation (chemosynthesis, today lithotrophy). From where the inorg-
oxidizers gain the cellular carbon Winogradsky discovered when studying
the nitrifyers (1891). He succeeded in isolating nitrifyers from soil and
growing them in a purely mineral medium. By determining the amount of
nitrite and nitrate produced from ammonia as well as the cell carbon
formed, he showed a constant stoichiometric ratio to exist between the
products of ammonia oxidation and assimilation of carbon. His conclu-
sion—that in these bacteria the process of inorgoxidation is linked to
autotrophic CO2 fixation—was fully justified. Thus Winogradsky discovered
a new mode of living which we call today chemolithoautotrophy. It enables
a large metabolic group of bacteria to grow in mineral solutions with inor-
ganic hydrogen donors, such as ammonia, nitrite, sulfur, hydrogen sulfide,
thiosulfate, ferrous iron, molecular hydrogen, and carbon monoxide and
with carbon dioxide as the sole carbon source.

A sixth type of bacterial energy conversion is anaerobic respiration. The
reduction of nitrate to nitrogen and N2O had already been shown in the
1880s. The first sulfate-reducing bacterium, the strict anaerobic Spirillum
desulfuricans, had been grown in pure culture by M.W. Beijerinck
(1851–1931) by 1895 and shown to be able to grow on simple organic acids
as hydrogen donors and sulfate as hydrogen acceptors. After the discovery
of a cytochrome (C3) by Postgate (1954), the energy-conversion process,
earlier called “dissimilatory sulfate reduction,” was renamed sulfate respi-
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ration. “Dissimilatory nitrate reduction” by facultative anaerobic bacteria
was renamed nitrate respiration. And later it was discovered that methane
formation from CO2 and hydrogen and ferric iron reduction are anaerobic
respiration processes, too.

Harry Peck’s Scientific Career

Having reviewed the development of the knowledge about the important
gases and organic compounds involved in metabolism and about the modes
of energy conversion in bacteria that were known in 1950, when Harry Peck
had to decide about his way into science, I would like to add a few remarks
on his career and a word of thanks. Peck chose microbiology for his
bachelors and masters degree work. With Cochrane at Wesleyan Univer-
sity (Connecticut) Peck studied the basic metabolism of Streptomyces coeli-
color, using resting cells and cell-free extracts and employing 14C-labeled
acetate and glucose, to find out whether the tricarboxylic acid cycle and the
pentose phosphate pathway were present in this genus. Then worked with
Howard Gest to get his Ph.D. (1955). Gest was familiar with gaseous hydro-
gen and, with Martin Kamen, had discovered the photoproduction of
molecular hydrogen by Rhodospirillum rubrum (done in Washington
University, 1949), and had become interested in the formic hydrogen lyase
system of E. coli. Thus Peck became familiar with hydrogenases in faculta-
tive anaerobic bacteria and clostridia, discovered NAD reduction with
hydrogen, encountered the diversity of hydrogenases, worked with resting
cells and cell-free extracts, and compared various assays (deuterium-
hydrogen exchange included).

Peck then became interested in sulfate-reducing bacteria, which he had
got to know in Gest’s laboratory. To study the reduction of sulfate, Peck
worked in Fritz Lipmann’s laboratory in Massachussetts General Hospital
(1956) and with Lipmann at Rockefeller University (1957). Lipmann
started work on active sulfate in 1954 with Helmut Hilz as a postdoctoral
fellow and studied the activation of sulfate to APS and PAPS. Lipmann 
had left the active sulfate projects by 1957 and started, at Rockefeller
University, the studies on protein synthesis. Peck published one paper on
the reduction of sulfate with hydrogen in extracts of Desulfovibrio desul-
furicans (1959) and one on APS as an intermediate on the oxidation of
thiosulfate by Thiobacillus thioparus (1960).

In 1958, Peck joined the staff of the enzymology group of the Oak Ridge
National Laboratory and continued there to work on sulfur metabolism of
chemolithoautotrophic bacteria. In 1965, he was called to Athens. Before
moving there, he spent a year in the laboratory of Jacques Senez and Jean
LeGall. And then he explored the research niche of hydrogenase and sulfur
metabolism, which is a gold mine still today, in various directions.
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3
Mechanism of Hydrogen Activation

Simon P.J. Albracht

In this report a few recent contributions of my group to some exciting devel-
opments in the field of hydrogenases are described. These new findings have
added to our understanding of how hydrogenases work. Hydrogenases
(reaction: H2 ¤2H+ + 2e-) are found in many microorganisms. They are
functional in the anaerobic degradation of organic substrates, enabling an
organism to dispose of excess reducing equivalents in the form of hydro-
gen. Other organisms can use this released hydrogen as electron and energy
sources for growth.

There are two classes of metal-containing hydrogenases. The [NiFe]-
hydrogenases have a NiFe(CN)2(CO) group as active site (Fig. 3.1), which
is attached to the protein via four Cys thiols. These enzymes are usually
involved in the uptake of hydrogen. For the [NiFe]-hydrogenase from
Desulfovibrio vulgaris Miyazaki, it has been proposed that one of the two
CN ligands is replaced by SO (Higuchi et al. 1997). The [Fe]-hydrogenases,
functional in the production of dihydrogen, contain an Fe-Fe site, where the
iron atoms are also coordinated by CO, CN, and thiols. Here the direct
connection to the protein involves only one Cys residue. The two bridging
thiols are not provided by the protein but presumably by a 1,3-
dithiopropanol molecule (Nicolet et al. 1999, 2000). All the enzymes contain
at least one [4Fe-4S] close to the bimetallic site. In [Fe]-hydrogenases 
this proximal cluster is directly attached to an iron atom (called Fe1) of 
the Fe-Fe site via a Cys thiol bridge. In [NiFe]-hydrogenases, the conserved
proximal cluster is about 12Å from Ni-Fe site and is located in a different
subunit. As discussed later, I assume that the bimetallic site plus the
conserved, proximal cluster function as an effective two-electron-accepting
unit in nearly all hydrogenases. Most enzymes have additional Fe-S cluster,
which will not be discussed here. Some relevant Fourier Transform Infrared
(FTIR) spectra, which provide essential complementary information for 
the active-site structures, are shown in Figure 3.1 and are discussed
hereafter.
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Figure 3.1. Structures and FTIR spectra of the bimetallic sites in metal-containing
hydrogenases. A, Active site of the inactive Desulforibrio gigas [NiFe]-hydrogenase
(2frv) (Volbeda Garcin, Piras et al. 1996) and FTIR spectrum in the 2150–1800cm-1

spectral region from the Allochromatium vinosum enzyme in the aerobic, inactive
state. B, Fe–Fe site from Clostridium pasteurianum ([Fe]-hydrogenase I crystallized
in the presence of 2mM dithionite (1feh) (Peters et al. 1998) and the FTIR spec-
trum of the D. vulgaris [Fe]-hydrogenase in the aerobic inactive state. C, Fe–Fe site
of the active Desulfovibrio desulfuricans [Fe]-hydrogenase crystallized under 10%
hydrogen (1hfe) (Nicolet et al. 1999) and the FTIR spectrum of active D. vulgaris
[Fe]-hydrogenase treated with 100% hydrogen. D, Fe–Fe site from the C. pasteuri-
anum enzyme treated with CO (1c4a and 1c4c) (Lemon and Peters 1999) and the
FTIR spectrum of active D. vulgaris [Fe]-hydrogenase treated with CO. The pictures
were deduced from the Protein Data Bank (PDB) crystal structure files, invoking
the information from FTIR studies on the A. vinosum [NiFe]-hydrogenase (Happe
et al. 1997; Pierik et al. 1999) and the D. vulgaris Hildenborough [Fe]-hydrogenase
(Pierik et al. 1998a).



FTIR Spectra and Structure

The structure of the active sites in both classes of hydrogenases has
emerged only from a combination of the three-dimensional data and the
results from FTIR studies on closely related enzymes. An end-on bound
CO group to the iron atom in the Ni-Fe site of the D. gigas enzyme could
explain the band at 1944cm-1 (Fig. 3.1A) in the enzyme from A. vinosum
(formerly called Chromatium vinosum). The symmetrical and antisymmet-
rical stretch vibrations from the two CN groups in the latter enzyme (at
2090 and 2079cm-1, respectively), could explain two of the diatomic ligands
in the former enzyme. Likewise, the diatomic ligands in the Fe-Fe sites of
the C. pasteurianum and D. desulfuricans enzymes can now be recognized
in the FTIR spectra from the D. vulgaris Hildenborough enzyme (Fig.
3.1B–D). The assumption of three CO groups, two end-on ones and one
bridging one, in the C. pasteurianum enzyme crystals, prepared under nitro-
gen in the presence of 2mM dithionite (Fig. 3.1B), can explain the bands
at 2007, 1983, and 1847cm-1, respectively, in the aerobic inactive D. vulgaris
enzyme. The two CN bands (2106 and 2087cm-1) found in the latter 
enzyme can explain one of the diatomic ligands on each iron atom in the
former enzyme. In the C. pasteurianum enzyme crystals prepared with
dithionite under nitrogen an oxygen species is bound to Fe2. This makes
each of the iron atoms six coordinate, and so the enzyme may not be active
in this state.

The FTIR spectrum of the hydrogen-activated D. vulgaris enzyme, sub-
sequently treated with CO, showed two CN bands, three bands from end-
on bound CO and one from a bridging CO (Fig. 3.1D). Lemon and Peters
(1999) determined the structure of the C. pasteurianum enzyme with added
CO, which is bound in a light-sensitive way (Bennett et al. 2000). They
found that the oxygen species on the Fe2 atom (Fig. 3.1B) was replaced by
a diatomic molecule, probably CO (Fig. 3.1D). This fits perfectly with the
FTIR spectrum of the CO-inhibited D. vulgaris enzyme. Two end-on bound
CO molecules on Fe2 are expected to have a vibrational interaction,
whereby the symmetrical and antisymmetrical stretch vibrations can differ
considerably in frequency. This probably can explain two of the three bands
in the 2050–1950cm-1 spectral region (Fig. 3.1D). Studies with 13CO will
provide further insight into the interpretation of the spectrum. Crystals of
the D. desulfuricans [Fe]-hydrogenase prepared under 10% hydrogen
(Nicolet et al. 1999) did not show a bridging ligand (Fig. 3.1C). The inter-
pretation of the diatomic ligands was aided by the FTIR spectra of the D.
vulgaris enzyme. The latter enzyme did not show a band from a bridging
CO when reduced with hydrogen. The FTIR spectrum is, however, difficult
to interpret and it is not yet clear what happens to the bridging CO ligand
upon reaction of the active site with hydrogen.

As the enzymatic reaction involves H2, H+, and electrons and the active
sites are deeply buried in the protein, the X-ray crystallographers have

22 S.P.J. Albracht



deduced possible pathways for these substrates to enter and leave the
enzyme. The Fe-S clusters are no doubt involved in the transfer of electrons
to and from the active bimetallic site. One or more hydrophobic channels,
leading directly to one of the metal atoms in the bimetallic site, have been
found in the protein structures (Montet et al. 1997; Frey 1998; Nicolet et al.
2000). In [NiFe]-hydrogenases, the channel points to the nickel atom. In
[Fe]-hydrogenases the channel points to Fe2. Hence, it is likely that these
metal atoms are directly involved in hydrogen activation. In the following,
several aspects concerning the possible mechanism of action of both classes
of hydrogenases are discussed.

Heterolytic Splitting and Hydride Oxidation

The splitting of hydrogen is presumably a heterolytic process (Krasna
1979). The conversion of para-H2 to ortho-H2, a reaction apparently not
involving any redox reactions, is inhibited in 2H2O. This was interpreted as:

(3.1)

(3.2)

In D2O, HD was found instead of o-H2. It is presently assumed that bind-
ing of hydrogen to a metal ion in the bimetallic active site weakens the 
H-H bond sufficiently to enable this reaction. Oxidation of the hydride is
expected to be a two-electron process, and hydrogenases should, therefore,
contain a redox unit capable of accepting these two electrons simultane-
ously. I assume here that the bimetallic center plus the conserved proximal
Fe-S cluster perform this task.

[NiFe]-Hydrogenases

Electron paramagnetic resonance (EPR) studies on [NiFe]-hydrogenases
indicated that the active site can exist in at least seven different states, four
inactive states and three active ones (Albracht 1994). Inspection with FTIR
confirmed this (Bagley et al. 1995; De Lacey et al. 1997). The inactive states
(called ready and unready) have an extra oxygen species (Van der Zwaan
et al. 1990) near to the nickel atom, presumably spaced between the nickel
and iron atoms (Volbeda et al. 1995, 1996) (Fig. 3.1A). For the D. vulgaris
Miyazaki enzyme, this species has been proposed to be sulfur rather than
oxygen (Higuchi et al. 1997). The O/S species blocks the rapid activation of
hydrogen. Upon reductive activation, this species leaves the active site, pre-
sumably as H2O (or H2S). In this report, only the three active states are
considered (Nia-S, Nia-C*, and Nia-SR) (Fig. 3.2). The states are observed
in many [NiFe]-hydrogenases, like the ones from D. gigas and A. vinosum;

EH H E -Hb 2
- ++ ´ + o

E -H EH H2 a+ ´ +- +
p
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these will be referred to as standard [NiFe]-hydrogenases. As discussed
below, there are also [NiFe]-hydrogenases that can adopt only one or two
of these states.

The activity of active enzyme is usually assayed with artificial electron
acceptors or donors (usually dyes). It has been shown that when the A.
vinosum enzyme is directly attached to an electrode, its hydrogen-oxidizing
activity is much higher than that obtained with dyes (Pershad et al. 1999).
Even under 10% hydrogen, the diffusion of hydrogen to the active site was
shown to be the rate-limiting step. This means that in normal assays, the
reaction with dyes is probably rate limiting. It also indicates that electron
transfer and the ejection of H+ by the enzyme are fast processes.

Competition Between Hydrogen and Carbon Monoxide

It has long been known that carbon monoxide acts as a competitive
inhibitor of most hydrogenases. This indicates that CO and hydrogen
compete for the same binding site in the enzyme. EPR studies showed that
under certain conditions, CO can directly bind to nickel (Van der Zwaan et
al. 1986, 1990) in the Nia-C* state. Both, the Nia-C* state and the induced,
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Figure 3.2. Overview of the three states of the active standard [NiFe]-hydrogenase
from A. vinosum. The wavelengths indicate the infrared frequencies for the two CN
groups and the CO group, respectively. The reactions with hydrogen are fast (thick
arrows) or extremely slow (dotted arrow). Protons are not shown. a, active; C, C
state; L, light-induced state; R, reduced; S, EPR silent; *, the active site in this state
is a S = 1/2 system (detectable by EPR); 4Fe, [4Fe-4S] cluster.



EPR-detectable CO state converted to one and the same EPR state, the
Nia-L* state, when illuminated at temperatures <50K. For the Nia-C* state,
but not for the CO-induced state, the rate of this conversion showed a
strong isotope (H/D) effect (Van der Zwaan et al. 1985, 1986). At the time,
when only nickel was known to be in the active site, this was interpreted as
an argument for the binding of hydrogen (H2 or H-) or CO to the same
coordination site on nickel. Although 13CO (the nuclear spin of 13C is 1–2)
gave a nearly isotropic hyperfine interaction of 30 G with the nickel-based
unpaired spin, the hyperfine interaction with hydrogen (a much stronger I
= 1–2 magnet) was only about 5G. This indicated that the early interpretation
of hydrogen binding to nickel was not so straightforward.

The initial FTIR studies (Bagley et al. 1994) also demonstrated binding
of CO to the active site, at that time still believed to consist of nickel only.
At the present level of understanding of the active Ni-Fe site, these data
indicate that the 2060cm-1 band of the externally added CO is best inter-
preted as CO binding (end-on) to nickel and not to iron. A higher frequency
is expected for binding to iron (like that of the internal CO bound to iron),
and vibrational interaction with the internal CO would be expected as well.
None of the inactive states can bind CO; activation is absolutely required
(Bagley et al. 1995). Both EPR and FTIR studies indicate that it is the 
Nia-S state that binds CO best. Under 1 bar of CO, active enzyme is com-
pletely in the Nia-S·CO state; the Fe-S clusters in this active (but inhibited)
enzyme can be reduced or oxidized, without any effect on the status of the
active site (Surerus et al. 1994).

Recent rapid-mixing rapid-freezing studies have further elucidated the
binding of CO and hydrogen. Figure 3.3 summarizes these studies (Happe
et al. 1999). The experiment demonstrated that (in the absence of light) CO
does not react with the Nia-SR state or with the Nia-C* state. It is only on
the level of the Nia-S state that CO competes with hydrogen for binding to
the active site. With hydrogen, the active site in the Nia-S state is converted
to Nia-C* (and Nia-SR):

(3.3)

As indicated in Figure 3.2, this is probably just the binding of hydrogen
(presumably as H- + H+) to the active site at some distance from nickel.
This binding induces the oxidation of the nickel center (Ni2+ Æ Ni3+),
whereby the electron initially enters the proximal Fe-S cluster. CO can bind
to the divalent nickel in the Nia-S state and thereby fixes the active site in
the Nia-S·CO state:

(3.4)

So, although the binding sites for CO and hydrogen are not expected to
involve the same coordination site, the Nia-S state cannot bind hydrogen
and CO at the same time: The two gasses compete for binding.

Ni -S CO Ni -S COa a+ Æ ◊

Ni -S H Ni -C *a 2 a+ Æ
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We could show that 10ms after mixing hydrogen-reduced enzyme with
CO-saturated buffer, CO was present very close to nickel, although it did
not bind to the active site. A sample obtained 10ms after mixing in the dark
(frozen in isopentane at 130K) showed the same amount of Nia-C* signal
in EPR at 30K as a sample obtained by mixing with argon-saturated buffer.
Upon illumination, both samples showed the well-known conversion into
the Nia-L* state. Illumination removes an exchangeable hydrogen species
from the active site (Van der Zwaan et al. 1985; Chapman et al. 1988; Fan
et al. 1991; Whitehead et al. 1993). At the same time, the Ni-EPR signal
drastically changes, and the v(CO) of the intrinsic CO group bound to iron
shifts 52cm-1 to a lower frequency (Fig. 3.2), indicating a large increase in
charge density on the iron atom. In the absence of CO, this light-induced
process is reversed by warming to 200K. Upon warming of the CO-treated
sample to 200K in the dark, the original state did not return, however.
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Figure 3.3. Reactions of CO with hydrogen-reduced A. vinosum hydrogenase
(Happe et al. 1999). Starting with enzyme plus 0.8mM hydrogen (equivalent to 1
bar; Nia-SR state), a transient Nia-C* state was detected within 10ms when the solu-
tion was mixed with CO-saturated buffer (in the dark). Thereafter, a rapid decline
of the Nia-C* state was noticed (conversion into Nia-S·CO). The sample obtained at
10ms could be converted to the Nia-L* state by illumination at 30K. Raising the
temperature to 200K did not reverse process; instead a state was detected in which
CO was directly bound to nickel (Nia*·CO). Protons are not shown.



Instead, an EPR signal characteristic for the binding of CO to Nia-C* (Van
der Zwaan et al. 1986, 1990) was observed (here called Nia*·CO). The
results were interpreted as follows.

Within 10ms after mixing, a CO molecule is located very close to the
nickel atom. It does not bind, presumably because the low charge density
at the nickel site (the nickel atom and its surrounding ligands) does not
encourage this. This suggested to my group that the formal oxidation of
nickel in the Nia-C* state is trivalent. Light induces the dissociation of a
hydride, bound at or close to iron, such that the two electrons remain on
the active site. Most of this charge density flows to the positive nickel plus
its thiol ligands, drastically changing the EPR signal. Due to a limited mobil-
ity at 30K, the nearby CO molecule cannot yet bind, but if we raise the
temperature to 200K, it can bind to the nickel atom with its attractive 
large-charge density. The CO thereby fixes this charge density on the nickel
site. An FITR spectrum of this state is not yet known. This experiment also
demonstrated the competition of hydrogen and CO for binding to the active
site: If H2/H- is bound (presumably at or close to iron), CO cannot bind.
Only after photodissociation of the hydrogen species, can the CO (present
close to nickel) compete with the hydrogen species for binding, even at
200K. In view of the much weaker hyperfine interaction of 1H versus 13CO,
the competition probably does not involve the same coordination site. As
the competition on the level of the Nia-C* state is not observed in the dark,
it is presumably not relevant for the inhibitory action of CO during
turnover.

A [NiFe]-Hydrogenase Resistant to Carbon 
Monoxide and Oxygen

The soluble, NAD-reducing [NiFe]-hydrogenase (SH) from Ralstonia
eutropha is capable of activating and oxidizing hydrogen in the presence of
oxygen. In fact, this bacterium can thrive on Knallgas. The NADH produced
by the SH is oxidized by a respiratory chain, including a terminal oxidase.
The enzyme is also insensitive to carbon monoxide. The sequence infor-
mation on this enzyme (Tran-Betcke et al. 1990) predicts the presence of a
normal Ni-Fe site in the large hydrogenase subunit (HoxH). The small
hydrogenase subunit (HoxY) is smaller than the one from the D. gigas
enzyme and misses the C-terminal part with the Cys residues for two more
Fe-S clusters. HoxY holds only the conserved Cys residues for the proxi-
mal cluster. In addition, the intact enzyme contains two more subunits
(HoxF and HoxU), which form an NADH-dehydrogenase (or diaphorase)
module.

What makes this enzyme insensitive to oxygen and CO? Our studies on
this enzyme (Happe et al. 2000) taught us three things: (1) we could not
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find any significant EPR signals from nickel under any redox condition, (2)
the FTIR spectrum of SH is similar to that of standard [NiFe]-hydrogenases
but in addition shows two extra bands in the CN region (Fig. 3.4), and (3)
only one of the four bands ascribed to metal-bound CN shifted upon redox
changes. As the v(CO) at 1956cm-1 is not shifting, it was concluded that the
CN responsible for the 2098cm-1 band is not bound to iron but to nickel
(Happe et al. 2000). This is in striking contrast to the EPR and FTIR behav-
ior of the A. vinosum or D. gigas enzymes. Hence a Ni(CN)Fe(CN)3(CO)
prosthetic group was proposed in which the iron site is six coordinate (two
bridging thiolates, three CN, one CO) and the nickel site, five coordinate.
The present idea is that this introduces so much steric hindrance, that the
nickel site is available only for hydrogen and not for the larger CO or
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Figure 3.4. The infrared bands in the 2120–1900cm-1 spectral region of the soluble
NAD-reducing hydrogenase (SH) and the regulatory hydrogenase (RH) from 
Ralstonia eutropha. A, Aerobic inactive SH as isolated and SH after reduction by
hydrogen in the presence of 5mM methyl viologen (MV) for 60min at 30°C (Happe
et al. 2000). B, Aerobic RH (Nia-S state) and upon reaction with H2 (Nia-C* state)
(Pierik et al. 1998b).



oxygen molecules. The resting state of the aerobically purified SH is not
active. Instantaneous full activation under hydrogen occurs only upon the
addition of a small amount (5mM) of NADH (Schneider and Schlegel
1976). With hydrogen alone, it takes at least 30min at 30°C (Happe et al.
2000). We currently assume that reducing equivalents from NADH, which
can rapidly reach the Ni-Fe site via the diaphorase module, removes a
species (possible oxygen), blocking the sixth ligand position of the nickel
atom. As a result, the infrared band from the nickel-bound CN group shifts
from 2098 to 2052cm-1 (Fig. 3.4).

The lack of any EPR signal of the Ni-Fe site and the lack of shifts in 
the bands from the Fe(CN)3(CO) moiety suggest that the Ni-Fe site is not
involved in redox changes during the oxidation of hydrogen. The presence
of nickel is essential for activity, however; and so it is proposed that the het-
erolytic cleavage of hydrogen occurs upon binding of hydrogen to Ni2+ in
the Ni-Fe site. Such a cleavage was reported for a Ni2+ thiolate complex
(Sellmann et al. 2000). Thereafter, the two reducing equivalents of the
hydride are captured by another redox factor. It was found that the flavo-
doxin fold formed by the first 170 amino acids of the small hydrogenase
subunit of the D. gigas enzyme is probably conserved in all hydrogenases
(Albracht and Hedderich 2000). This flavodoxin fold forms the main part
of HoxY. Schneider and Schlegel (1978) reported that the SH contains more
than one FMN group and that optimal activity was obtained when two FMN
molecules were bound to the SH. It was, therefore, proposed (Albracht and
Hedderich 2000) that the HoxY subunit contains this second FMN mole-
cule and that this FMN accepts the two electrons from the hydride. No
FMN has been found in purified standard [NiFe]-hydrogenase, possibly
because there is not enough space to accommodate this molecule. The expe-
rience with SH indicates that only one vacant coordination site on nickel is
sufficient for hydrogen activation. This is what I suspect for standard [NiFe]-
hydrogenases as well.

Hydrogen Sensor

Ralstonia eutropha also contains a protein called the regulatory hydroge-
nase (RH), which is required for the regulation of the biosynthesis of SH
and the membrane-bound hydrogenase in this bacterium (Lenz and
Friedrich 1998). Only when hydrogen is sensed by RH is biosynthesis of
hydrogenases started. EPR and FTIR experiments with overexpressed
crude RH (Pierik et al. 1998b) indicate that it contains a NiFe(CN)2(CO)
site, like in normal [NiFe]-hydrogenases. This is in agreement with predic-
tions from sequence analyses (Lenz and Friedrich 1998). The RH has some
very special properties, however: (1) it can exist in only two redox states
(Nia-S and Nia-C*, Fig. 3.4); (2) it does not bind CO, and the reaction with
hydrogen is not perturbed by oxygen; and (3) its activity, as measured with
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Figure 3.5. The reactions of hydrogen with the bimetallic sites in hydrogenases. A,
Enzymes with a standard Ni-Fe active site. The binding of hydrogen to the Nia-S
state leads to the Nia-C* state. It is assumed that the nickel ion is thereby oxidized
and that the electron moves to the Fe-S clusters. For unknown reasons, in RH no
further reaction with hydrogen is possible. In standard [NiFe]-hydrogenases only
the Nia-C* and Nia-SR states are in rapid equilibrium with hydrogen (Coremans 
et al. 1990; Happe et al. 1999) (See Fig. 3.1). I propose here that the enzyme shut-
tles between these two states during rapid turnover of hydrogen (thick arrows). This
is in line with the lack of such a high activity in the RH. Thus the binding of hydro-
gen to the Nia-S state brings the enzyme in the highly active Nia-C* state. The sub-
sequent reaction with a second hydrogen molecule reduces the Nia-C* state to 
the Nia-SR state: One electron goes to nickel and the other goes to the proximal
cluster. It cannot be excluded that the two electrons from hydride are transiently
stored in the Ni-Fe site (whereby Ni3+ might be formally reduced to Ni+) B, In 
the active site of the R. eutropha SH, no hydrogen binding is required to activate
the Ni-Fe site. Starting with aerobic enzyme, the only requirement is to once 
remove a blocking ligand on nickel by reduction via the NADH-dehydrogenase
module by a small amount of NADH. Thereafter, hydrogen is activated at the 
nickel atom, and the two electrons from H- are transferred to the nearby FMN.



artificial dyes, is two orders of magnitude lower than that of normal [NiFe]-
hydrogenases.

[Fe]-Hydrogenases

Early studies on [Fe]-hydrogenase I from C. pasteurianum (Erbes et al.
1975) already noted that the active enzyme is in rapid equilibrium with
hydrogen and shows two different EPR-detectable states. These observa-
tions are still valid. Without hydrogen, a sharp, rhombic EPR signal (g123 =
2.099, 2.041, 2.001) is detected. In the presence of hydrogen, this signal dis-
appears and a rather broad spectrum reminiscent to interacting [4Fe-4S]+

clusters appears. The reaction of active enzyme with hydrogen is complete
within 10ms (Erbes et al. 1975).

Conclusion

The information described in this report leads me to the representation of
the reactions of hydrogen with the [NiFe]- and [Fe]-hydrogenases shown in
Figure 3.5.
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Figure 3.5. Continued. The H2-NAD+ reaction is inhibited neither in air nor in the
presence of CO. C, The possible reactions of hydrogen with the Fe-Fe site of active
[Fe]-hydrogenases. In the oxidized state, the bimetallic center shows a S = 1/2 EPR
signal, presumably due to an Fe3+-Fe2+ pair (an Fe2+-Fe+ pair cannot be excluded).
Whether the unpaired spin is localized on iron (Pierik et al. 1998a) or elsewhere
(Popescu and Münck 1999) is not known. Hydrogen is presumably reacting at the
vacant coordination site on Fe2 (Fig. 3.1C). After the heterolytic splitting, the two
reducing equivalents from the hydride are rapidly taken up by the Fe-Fe site (one
electron) and the attached proximal cluster (one electron). Subsequently, the elec-
tron is transferred from the proximal cluster to the other Fe-S clusters in the
enzyme. Under equilibrium conditions, the proximal cluster in the active enzyme
appears to be always in the oxidized [4Fe-4S]2+ state (Popescu and Münck 1999).
Protons are not shown.
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4
Reductive Activation of Aerobically
Purified Desulfovibrio vulgaris
Hydrogenase: Mössbauer
Characterization of the 
Catalytic H Cluster

Boi Hanh Huynh, Pedro Tavares, Alice S. Pereira,
Isabel Moura, and José J.G. Moura

Hydrogenases are a class of iron–sulfur enzymes that are used by a variety
of microorganisms to catalyze the oxidation of molecular hydrogen and/or
the reduction of protons to yield hydrogen during metabolism. According
to the metals contained in their prosthetic groups, hydrogenases are
grouped into two categories: the nickel-iron-containing hydrogenases and
the all-iron-containing hydrogenases (Adams 1990; Przybyla et al. 1992).
The periplasmic hydrogenase of Desulfovibrio vulgaris (Hilldenbourough)
is an iron hydrogenase (Huynh et al. 1984) composed of a large and a small
subunit of molecular mass of approximately 46 and 10kDa, respectively
(Voordouw and Brenner 1985; Prickril et al. 1986). Nucleotide-derived
amino acid sequence analysis (Voordouw and Brenner 1985) and spectro-
scopic investigations (Grande et al. 1983; Huynh et al. 1984; Patil et al. 1988;
Pierik et al. 1992) suggested that D. vulgaris hydrogenase contains two
ferredoxin type [4Fe-4S] clusters (F clusters) at the N-terminal end of the
large subunit and a catalytic H cluster, which exhibits unusual spectroscopic
properties. X-ray crystallographic structures of two iron hydrogenases, one
isolated from Desulfovibrio desulfuricans (Nicolet et al. 2000) and the other
from Clostridium pasteurianum (Peters et al. 1999), were solved to high res-
olution, and the structure of the H cluster was revealed. The H cluster was
shown to consist of two iron clusters, a binuclear iron cluster ([2Fe]H) and
a ferredoxin type [4Fe-4S] cluster ([4Fe-4S]H), bridged by a cysteinyl sulfur
(Fig. 4.1).

The binuclear [2Fe]H cluster is believed to be the substrate binding and
activation site. It has a most unusual structure with the two iron atoms 
(Fe1 and Fe2) bridged by two thiolates of a 1,3-propanedithiol group and
a diatomic molecule, probably a CO (Peters et al. 1999; Nicolet et al. 2000).
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Each iron atom is terminally coordinated by one CO and one CN-. The
coordination of Fe1 is completed by the additional bridging cysteinyl sulfur.
For Fe2, the sixth coordination site may be empty, as in the D. desulfuricans
enzyme (Nicolet et al. 1999), or occupied by a solvent molecule, as observed
in the C. pasteurianum enzyme (Peters et al. 1999). The assignment for the
diatomic ligands is supported by infrared spectroscopic evidence (Pierik 
et al. 1998), and similar diatomic ligands have also been found for the 
corresponding binuclear [Ni-Fe] cluster of the nickel–iron hydrogenases
(Volbeda et al. 1995).

In contrast to other iron hydrogenases, the purification of which requires
strict anaerobicity owing to their sensitivity toward oxygen, the D. vulgaris
hydrogenase can be purified aerobically. The aerobically purified D. vulgaris
enzyme is inactive, however, and requires a reductive activation. Similar 
to other iron hydrogenases, the activated D. vulgaris enzyme is extremely
air sensitive. This reductive activation process is irreversible and has been
studied by electron paramagnetic resonance (EPR) spectroscopy (Patil 
et al. 1988; Pierik et al. 1992). The H cluster of the aerobically purified D.
vulgaris hydrogenase was found to be EPR silent. Upon reduction, the H
cluster displayed a rhombic EPR signal with g values at 2.06, 1.96, and 1.89
(the rhombic 2.06 signal). The intensity of this signal maximized at a redox
potential of approximately -110mV and reached a maximum concentra-
tion of 0.7 spin/molecule. Upon further lowering of the redox potential,
the rhombic 2.06 signal disappeared and was replaced by another rhombic
signal with g values at 2.10, 2.04, and 2.00 (the rhombic 2.10 signal). The
maximum accumulation of this signal was about 0.4 spin/molecule, which
occurred at -300mV. The rhombic 2.10 signal is common to all the iron
hydrogenases and has been assigned to the oxidized form of active H 
cluster (HOX-2.10) (Adams 1990). The rhombic 2.10 signal disappears below
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Figure 4.1. H cluster based on the X-ray crystallographic structures of D. desulfu-
ricans hydrogenase (Nicolet et al. 1999) and C. pasteurianum hydrogenase I (Peters
et al. 1999). Peters et al. (1999) showed a terminal water molecule to coordinate to
Fe2.



-320mV and reappears upon reoxidation of the enzyme under anaerobic
conditions. The rhombic 2.06 signal, however, did not reappear upon 
reoxidation (Pierik et al. 1992). This observation is consistent with the
irreversibility of the reductive activation process and suggests that the
rhombic 2.06 signal represents an inactive form of the H cluster (HOX-2.06).
Because both the rhombic 2.10 and the rhombic 2.06 signals are originat-
ing from an S = 1/2 system, if the conversion of HOX-2.06 to HOX-2.10 were to
represent a reduction at the H cluster, it would have to be a two-electron
reduction step. This was considered to be unlikely, and the conversion of
HOX-2.06 to HOX-2.10 was suggested to represent a redox-dependent confor-
mational change at the H cluster (Patil et al. 1988).

In an effort to obtain more information on the electronic properties of
this unusual H cluster and to gain further insights into the reductive acti-
vation process of D. vulgaris hydrogenase, we used Mössbauer spectroscopy
to characterize in detail the Fe-S clusters in samples of D. vulgaris enzyme
equilibrated at different redox potentials during a reductive titration. A
total of five samples (as-purified, -110mV, -310mV, -350mV, and CO
reacted) were studied. Details of the study are published elsewhere (Pereira
et al. 2001). Here, we present the major results obtained for the H cluster
in various oxidation states related to the reductive activation.

It is important to point out that D. vulgaris hydrogenase contains 
three multinuclear iron clusters and each cluster may exist in equilibrium
between two different oxidation states in each sample. Consequently, the
raw Mössbauer spectra are complex, consisting of overlapping spectra 
originating from different iron sites of these various clusters. For clarity, we
present only the deconvoluted spectra of the H cluster. These spectra were
prepared by removing the contributions of other iron species from the raw
spectra. Details of the analysis are available (Pereira et al. 2001).

The HOX+1 State

In the as-purified D. vulgaris enzyme, the two F clusters are in the [4Fe-
4S]2+ oxidation state. The H cluster is in a state that is one oxidizing equiv-
alent above the HOX-2.06 or HOX-2.10 state and is thus designated HOX+1. The
Mössbauer spectra of HOX+1 can be prepared from the spectra of the as-
purified enzyme by removing the contributions of the F clusters from the
raw data. Figure 4.2 shows such a prepared spectrum for HOX+1. This spec-
trum can be least-squares fitted with three equal-intensity quadrupole dou-
blets, each doublet corresponding to a pair of equivalent iron atoms of the
H cluster. The parameters obtained for the three quadrupole doublets are
DEQ = 1.24 ± 0.05mm/s and d = 0.47 ± 0.03mm/s for doublet 1, DEQ = 0.82
± 0.05mm/s and d = 0.44 ± 0.03mm/s for doublet 2, and DEQ = 1.09 ±
0.05mm/s and d = 0.16 ± 0.04mm/s for doublet 3. Spectra recorded at strong
applied fields indicate that HOX+1 has a diamagnetic ground state.
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On the basis of the Mössbauer parameters, doublets 1 and 2 are attrib-
uted to the [4Fe-4S]H cluster. The parameters determined for doublets 1 and
2, particularly the isomer shift values, indicate that the [4Fe-4S]H cluster is
in the 2+ oxidation state (Middleton et al. 1978; Trautwein et al. 1991). In
general, a [4Fe-4S]2+ cluster can be viewed as composed of two antiferro-
magnetically coupled Fe(III)Fe(II) pairs forming a diamagnetic ground
state. Doublets 1 and 2 therefore represent the valence delocalized
Fe(III)Fe(II) pairs of the [4Fe-4S]H

2+ cluster. Doublet 3 is assigned to the
binuclear [2Fe]H cluster. The observation of one single doublet for two iron
atoms indicates that the two iron atoms in [2Fe]H are indistinguishable by
Mössbauer spectroscopy and suggests they have an equivalent spin and oxi-
dation state. With the CO and CN- ligands, the iron atoms in [2Fe]H are
expected to be low spin. The small isomer shift (0.16mm/s) observed for
doublet 3 indicates that the two iron atoms are indeed low spin. The oxi-
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Figure 4.2. Mössbauer spectrum of HOX+1 (hatched marks) prepared from the
spectra of the aerobically purified D. vulgaris hydrogenase recorded at 4.2 K in a
magnetic field of 0.05 T applied parallel to the g-rays. Solid line, a least-squares fit
to the data, assuming three equal-intensity quadrupole doublets; dotted-and-dashed
line, doublet corresponding to the [2Fe]H cluster; dashed line, superposition of two
doublets (doublets 1 and 2) corresponding to the [4Fe-4S]H cluster.



dation state of the iron atoms, however, cannot be determined unambigu-
ously from the Mössbauer data because the Mössbauer parameters DEQ and
d are relatively insensitive to the oxidation state for low-spin iron ions, par-
ticularly in cases involving strong ligands, such as CO and CN- (Greenwood
and Gibb 1971; Debrunner 1989). Currently, only a limited number of iron
model complexes with mixed S/CO/CN- ligands have been synthesized, and
Mössbauer investigations have been reported for only three of them (Hsu
et al. 1997; LeCloirec et al. 1999). Compared to these model complexes,
the isomer shift of doublet 3, 0.16mm/s, is similar to the value 0.15mm/s
reported for a mononuclear low-spin Fe(II) complex (Hsu et al. 1997) and
is considerably larger than the values, 0.05 and 0.03mm/s (at 77 K), reported
for two low-spin diFe(I) complexes (LeCloirec et al. 1999). On the basis of
this comparison, the oxidation state of the [2Fe]H in HOX+1 is either diFe(II)
or diFe(III). For the latter assignment, a diamagnetic ground state can be
achieved through antiferromagnetic coupling between the two low-spin
Fe(III) ions. In addition, a diFe(I) assignment for the [2Fe]H in HOX+1 is not
favored because, if the oxidation state of the cluster were diFe(I), further
reduction of the [2Fe]H cluster (which is observed experimentally) would
be difficult, if not impossible.

The HOX-2.06 State

Analysis of the Mössbauer spectra of the D. vulgaris hydrogenase sample
poised at -110mV reveals that the F clusters are in the [4Fe-4S]2+ state,
whereas the H cluster is present in an equilibrium between HOX+1 and
HOX-2.06. The sample contains 0.37 equivalent of HOX+1 and 0.63 equivalent
of HOX-2.06. Consequently, the spectra of HOX-2.06 can be obtained from the
spectra of the -110mV sample by removing the contributions of other
species from the raw data using the parameters listed in the previous
section. Two such prepared Mössbauer spectra of HOX-2.06 are shown in
Figure 4.3. These spectra can be decomposed into three spectral compo-
nents of equal contributions: A diamagnetic quadrupole doublet and two
paramagnetic components. The diamagnetism and parameters obtained for
the quadrupole doublet (DEQ = 1.08 ± 0.05mm/s and d = 0.17 ± 0.04mm/s)
are practically identical to those of the doublet 3 of HOX+1, indicating that
this doublet is associated with the [2Fe]H cluster and that conversion of 
the diamagnetic HOX+1 to the S = 1/2 HOX-2.06 state does not involve changes
at the [2Fe]H cluster. Consequently, changes must occur at the [4Fe-4S]H

cluster.
With the quadrupole doublet assigned to the [2Fe]H cluster, the two

remaining paramagnetic components have to be arising from the [4Fe-4S]H

cluster. Detailed analysis of the magnetic components recorded under
various magnetic field supports this assignment. The parameters obtained
from the analysis are DEQ = 1.12 ± 0.05mm/s, d = 0.49 ± 0.03mm/s, h = 1.4,
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and A/gnbn = -(19.9 ± 1.0, 26.8 ± 1.5, 22.3 ± 1.0) T for component I and DEQ

= -2.30 ± 0.05mm/s, d = 0.57 ± 0.03mm/s, h = -0.3, and A/gnbn = +(15.7 ±
1.0, 9.5 ± 1.5, 17.5 ± 1.0) T for component II. These parameters are typical
for [4Fe-4S]+ clusters. Without exception, the spectra of [4Fe-4S]+ clusters
are composed of two spectral components representing two antiferromag-
netically coupled pairs of iron atoms, a valence delocalized Fe(II)Fe(III)
pair and a diferrous pair (Middleton et al. 1978; Trautwein et al. 1991). The
opposite signs of the A tensors determined for components I and II indi-
cate that the two iron pairs in the [4Fe-4S]H

+ cluster are indeed anti-
ferromagnetically coupled. Similar to other [4Fe-4S]+ clusters, component
I—which has smaller magnitudes of DEQ and d and thus represents the

40 B.H. Huynh, et al.

Figure 4.3. Mössbauer spectra of HOX-2.06 (hatched marks) prepared from the
spectra of D. vulgaris hydrogenase poised at -110mV. The data were recorded at
4.2 K in a magnetic field of 0.05 T A, or 8 T B applied parallel to the g-rays.
Theoretical simulations for the diamagnetic [2Fe]H cluster (dotted lines), the
Fe(II)Fe(III) pair (dotted-and-dashed lines), and the diferrous pair (dashed lines),
of the [4Fe-4S]H

+1 cluster are shown. The solid lines are superpositions of these three
simulated spectral components.



mixed valence pair—displays negative A values, whereas component II—
which has larger magnitudes of DEQ and d and thus represents the difer-
rous pair—shows positive A values. Consequently, on the basis of the
Mössbauer data, it can be concluded that the HOX-2.06 state is one electron
further reduced than the HOX+1 state. The reducing equivalent is localized
on the [4Fe-4S]H cluster, and the reduction of HOX+1 to HOX-2.06 has no effect
on the electronic properties of the [2Fe]H cluster.

The HOX-2.10 State

Figure 4.4 shows the Mössbauer spectra of the HOX-2.10 species. Analysis 
of the Mössbauer spectra indicates that the -310mV sample contains 0.5
equivalent of HOX-2.10 state. Compared to the HOX-2.06 spectra (Fig. 4.3), the
HOX-2.10 exhibits much reduced magnetic splittings (i.e., reduced magnetic
hyperfine interactions). Also, the quadrupole doublet representing [2Fe]H in
HOX+1 and HOX-2.06 has disappeared, indicating that the state of the [2Fe]H

cluster has been changed. Detailed analysis of the data shows that the
spectra of HOX-2.10 can be decomposed into four spectral components with
the following parameters: DEQ = 0.85 ± 0.06mm/s, d = 0.13 ± 0.04mm/s, h =
0, and diamagnetic for component A; DEQ = 0.67 ± 0.06mm/s, d = 0.14 ±
0.04mm/s, h = 0, and A/gnbn = -12.0 ± 0.5 T for component B; DEQ = 1.14 ±
0.10mm/s, d = 0.44 ± 0.03mm/s, h = 0, and A/gnbn = -6.2 ± 0.7 T for compo-
nent C; and DEQ = 1.34 ± 0.10mm/s, d = 0.44 ± 0.03mm/s, h = -0.8, and A/gnbn

= +6.2 ± 0.7 T component D. Components A and B have an intensity that is
half of that of components C and D and are attributed to the [2Fe]H cluster,
with each component representing one iron atom. Components C and D are
attributed to the [4Fe-4S]H cluster, with each component representing a pair
of iron atoms. The small isomer shift values observed for components A and
B indicate that the iron atoms in the [2Fe]H cluster remain low spin (as
expected). The diamagnetism detected for component A indicates that it
represents a low-spin Fe(II) site, whereas the paramagnetism observed for
component B indicates either a low-spin Fe(III) or low-spin Fe(I) site. In
other words, the Mössbauer data show that the [2Fe]H cluster in HOX-2.10 is
a valence localized Fe(I)Fe(II) or Fe(II)Fe(III) pair.

For [4Fe-4S] clusters, the isomer shift parameter is a good indication 
of its oxidation state (Trautwein et al. 1991; Popescu and Münck 1999). The
values 0.44 and 0.43mm/s determined for components C and D indicate
that the [4Fe-4S]H cluster in HOX-2.10 is in the 2+ oxidation state. As men-
tioned above, a [4Fe-4S]2+ cluster generally has a diamagnetic ground elec-
tronic state, which is a consequence of the antiferromagentic coupling of
the two valence delocalized Fe(II)Fe(III) pairs. It is, therefore, intriguing to
observe that components C and D display magnetic hyperfine interactions,
albeit small in magnitude. This phenomenon indicates that the [4Fe-4S]H

2+

cluster is not magnetically isolated and thus must be interacting with a
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nearby paramagnetic species. In fact, the observed A values, both in signs
and in magnitudes, can be explained by a theoretical model that assumes a
[4Fe-4S]2+ cluster exchange coupled via one of its corner iron atom to a S
= 1/2 center, such as a low-spin Fe(III) or Fe(I) (Belinsky 1996; Xia et al.
1997; Popescu and Münck 1999; Pereira et al. 2000). Consequently, the
Mössbauer data demonstrated that HOX-2.10 is composed of a [4Fe-4S]H

2+

cluster exchange coupled to an S = 1/2 mixed valence [2Fe]H cluster. In other
words, the reducing equivalent that localized in the [4Fe-4S]H

1+ cluster in
HOX-2.06 is removed from the cluster in HOX-2.10 and must be, therefore, relo-

42 B.H. Huynh, et al.

Figure 4.4. Mössbauer spectra of HOX-2.10 (hatched marks) prepared from the
spectra of D. vulgaris hydrogenase poised at -310mV. The data were recorded at
4.2 K in a magnetic field of 0.05 T A, or 8 T B applied parallel to the g-rays.
Theoretical simulations for the individual iron sites of the [2Fe]H cluster (dotted-
and-dashed lines, component A; dashed lines, component B) and of the [4Fe-4S]H

2+

cluster (dotted-and-dashed lines, component C; dashed lines, component D) are
shown above the experimental data. Solid lines, superpositions of these four simu-
lated spectral components.



cate in the [2Fe]H cluster. Because there are two alternative assignments—
diFe(III) or diFe(II)—for the [2Fe]H cluster in HOX-2.06, there are also two
possible corresponding assignments for the [2Fe]H in HOX-2.10; Fe(II)Fe(III)
or Fe(I)Fe(II), respectively.

Conclusion

The aerobically purified iron hydrogenase from D. vulgaris is inactive and
requires a reductive activation process. Previous EPR investigations indi-
cate that this process is irreversible and involves the conversion of the cat-
alytic H cluster from an EPR silent state (HOX+1) to an S = 1/2 HOX-2.10 state
via a transient S = 1/2 HOX-2.06 state (Patil et al. 1988; Pierik et al. 1992). The
HOX-2.10 state is observed in the as-purified forms of other iron hydrogenases
that are purified anaerobically (Adams 1990) and represents the oxidized
form of the active H cluster. To provide further insights into the reductive
activation process, Mössbauer spectroscopy was used to characterize the
Fe-S clusters in samples of D. vulgaris hydrogenase prepared at various
stages during a reductive activation (Pereira et al. 2001). Characteristic
parameters describing the electronic structures of several key redox states
of the H cluster were obtained from this study and the Mössbauer results
for the HOX+1, HOX-2.06, and HOX-2.10 states were presented.

Consistent with the X-ray crystallographic structure of the H cluster,
the Mössbauer spectra can be understood as originating from an exchange
coupled [4Fe-4S]H-[2Fe]H unit. In HOX+1, the system ground state is dia-
magnetic. The [4Fe-4S]H cluster is in the diamagnetic 2+ oxidation state. The
two iron atoms in [2Fe]H are low spin and have the same oxidation and spin
state. Either a diFe(II) or an antiferromagnetically coupled diFe(III) assign-
ment is possible. The data further indicate that both HOX-2.06 and HOX-2.10

are isoelectronic. Both are one electron further reduced than HOX+1. Con-
sequently, the Mössbauer data provided direct evidence to support our
previous suggestion based on the EPR studies (Patil et al. 1988) that
conversion of HOX-2.06 to HOX-2.10 does not involve reduction of the H cluster
but rather reflects a conformational change that affects the electronic prop-
erties of the H cluster. The particulars of this alteration in electronic prop-
erties were also revealed by the Mössbauer data. Compared to the states 
of the two subclusters in HOX+1, the [4Fe-4S]H cluster in HOX-2.06 is reduced
to the paramagnetic 1+ oxidation state, whereas the state of the [2Fe]H

cluster remains the same. In HOX-2.10, the [4Fe-4S]H cluster is reoxidized to
the 2+ state and the reducing equivalent is transferred to the [2Fe]H cluster,
resulting in a mixed-valence binuclear cluster (Fig. 4.5). Thus the Mössbauer
data revealed that the reductive activation of the aerobically purified D.
vulgaris hydrogenase begins with reduction of the [4Fe-4S]H cluster from the
2+ oxidation state (in HOX+1) to the 1+ oxidation state (in HOX-2.06) followed
by transfer of the reducing equivalent from the [4Fe-4S]H

1+ cluster to the
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binuclear [2Fe]H cluster (Fig. 4.5). On the basis of this realization, it is
reasonable to assume that the irreversible conformational change that acti-
vates the H cluster must alter the redox properties of either one or both
subclusters of H to promote the relocation of the reducing equivalent from
the [4Fe-4S]H cluster to the binuclear [2Fe]H cluster. Specific conformational
changes involved in this activation step, however, is not know.
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5
Iron-Sulfur Cluster Biosynthesis

Jeffrey N. Agar, Dennis R. Dean, and Michael K. Johnson

Iron-sulfur clusters constitute one of the most ancient, ubiquitous, and
structurally and functionally diverse classes of biological prosthetic groups.
For reviews see Cammack (1992), Johnson (1994, 1998), Beinert et al.
(1997), Beinert and Kiley (1999), and Beinert (2000). Indeed there are now
known to be in excess of 120 distinct types of Fe-S cluster-containing
enzymes and proteins, distributed over all three kingdoms of life, and the
list is growing rapidly.

The crystallographically defined structures of homometallic biological
Fe-S clusters, together with the known core oxidation states and corre-
sponding ground state spin states, are shown in Figure 5.1. Of particular rel-
evance with respect to the process of cluster biosynthesis, is the observation
that [Fe2(m2-S)2] rhombs can be considered the basic building block for
assembly, based on both structural and electronic considerations. Cubane-
type [Fe4S4] clusters can be assembled from two [Fe2S2] units, whereas
[Fe3S4] and [Fe8S7] clusters can be assembled from [Fe4S4] units via loss 
of one iron and cluster fusion, respectively. With the exception of the anti-
ferromagnetically coupled, valence-localized S = 1/2 [Fe2S2]+ centers,
Mössbauer studies indicate that valence-delocalized [Fe2S2]+ fragments are
integral components of all higher nuclearity clusters. The first examples of
valence-delocalized [Fe2S2]+ centers were identified and characterized in a
variant form of a 2Fe ferredoxin and shown to have ferromagnetically
coupled S = 9/2 ground states (Crouse et al. 1995;Achim et al. 1996; Johnson
et al. 1998a). Antiferromagnetic interaction between S = 9/2 [Fe2S2]+ frag-
ments and S = 2 Fe2+, S = 5/2 Fe3+, S = 5 [Fe2S2]2+, S = 9/2 [Fe2S2]+, or S = 4
[Fe2S2]0 fragments, can then be invoked to rationalize the ground state elec-
tronic properties of [Fe3S4]0,- and [Fe4S4]3+,2+,+ clusters.

The primary role of Fe-S clusters lies in mediating biological electron
transport. Accordingly, the ubiquitous [Fe2S2]2+,+, [Fe3S4]+,0, and [Fe4S4]2+,+

clusters are integral components of the respiratory and photosynthetic elec-
tron-transport chains, as well as a wide range of enzymes and proteins
involved with the metabolism of carbon, oxygen, hydrogen, sulfur, and
nitrogen. In addition, Fe-S clusters are also known to constitute, in whole
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or in part, the active sites of a diverse range of redox and nonredox
enzymes, and there is strong evidence for roles in a variety of sensing and
regulatory processes. New roles are also beginning to emerge in mediating dis-
ulfide reduction in two one-electron steps in a class of ferredoxin-dependent
disulfide reductases (Staples et al. 1998; Dai et al. 2000), generating a 
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Figure 5.1. Structures, oxidation states and spin states of crystallographically
defined Fe-S clusters. Complete cysteinyl ligand (as shown) is most common,
although a limited number of examples are known in which histidine, serine, and
aspartate residues can act as cluster ligands. The spin states denoted by a question
mark have yet to be determined, and the [Fe3S4]- cluster has been observed only as
a fragment in heterometallic [MFe3S4]+ clusters in which M is a divalent transition
metal ion.



5¢-deoxyadenosyl radical intermediate in S-adenosylmethionine-dependent
Fe-S enzymes (Johnson et al. 1998b; Cosper et al. 2000; Sofia et al. 2001),
and as the sulfur donor in the final step of biotin biosynthesis (Gibson et
al. 1999; Bui et al. 1998). However, while the functions of biological Fe-S
centers continue to proliferate, the mechanism of cluster biosynthesis, until
recently, was poorly understood. This process is central to understanding
iron metabolism in both aerobic and anaerobic organisms, as well as regu-
latory and biosynthetic processes involving cluster assembly/disassembly.

Analogs of [Fe2S2] and [Fe4S4] clusters have been synthesized from Fe3+,2+,
S2-, and thiolates by spontaneous self-assembly in aprotic media (Berg and
Holm 1982). Moreover, the [Fe2S2] and [Fe4S4] centers in many ferredoxins
and simple Fe-S proteins can be reassembled in vitro via spontaneous self
assembly by anaerobically incubating apo-proteins with Fe3+/2+ and S2- in
the presence of dithiothreitol or b-mercaptoethanol (Malkin and 
Rabinowitz 1966). However, both the transport and the internal metabo-
lism of iron in the cell are tightly regulated, owing to the insolubility of Fe3+

ion in aqueous solution at neutral pH and the ability of Fe2+ ion to interact
with oxygen and generate hydroxyl radicals, resulting in damage to a variety
of cellular components. In addition, S2- would be extremely toxic to the cell
at the levels required for efficient spontaneous self-assembly of biological
Fe-S centers. Hence the low levels and high toxicity of free Fe3+/2+ and S2-

within the cell argue strongly against spontaneous self-assembly as a viable
mechanism for the biosynthesis of Fe-S centers. However, although the
need for specific biochemical pathways for mediating Fe-S cluster biosyn-
thesis has long been recognized, significant progress in understanding this
important biosynthetic process has occurred only over past few years. Much
of the current understanding of Fe-S cluster biosynthesis comes from
studies of the organization and function of genes in the aerobic nitrogen-
fixing bacterium Azotobacter vinelandii.

This review is a summary of our recent genetic, biochemical, and bio-
physical, studies of the Fe-S cluster assembly proteins of A. vinelandii, with
particular emphasis on the role of the NifU and IscU proteins. The results
reveal insight into the mechanism of both general and nitrogenase-specific
Fe-S cluster biosynthesis in A. vinelandii and indicate a common mecha-
nism for Fe-S cluster assembly that is used throughout nature.

Fe-S Cluster Biosynthesis Genes

Studies of the organization and function of the nif genes involved with
nitrogen fixation in A. vinelandii, revealed two gene products—NifS and
NifU—that are essential for full activation of both nitrogenase component
proteins (Dean et al. 1993) (Fig. 5.2). Knockout mutants of either gene
resulted in slow diazatrophic growth and incomplete incorporation of the
Fe-S centers in both the Fe-protein and MoFe-protein, suggesting that both
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were involved in Fe-S cluster biosynthesis. This was substantiated by the
discovery that NifS is a homodimeric, pyridoxal phosphate-dependent l-
cysteine desulfurase that catalyzes the reductive conversion of cysteine to
alanine and sulfide via an enzyme-bound persulfide intermediate (Zheng et
al. 1993, 1994). The ubiquitous and essential role of NifS-like enzymes in
sulfur trafficking, in general (Kambampati and Lauhon 2000), and in Fe-S
cluster biosynthesis, in particular (Kispal et al. 1999; Li et al. 1999; Schwartz
et al. 2000), is now firmly established. X-ray crystal structures have recently
appeared for three members of this general class of enzyme (Clausen et al.
2000; Fujii et al. 2000; Kaiser et al. 2000). These structures have revealed
some interesting variations and provided additional mechanistic details,
while confirming the essential elements of the original mechanistic proposal
for cysteine desulfurization. For example, Synechocystis has a cystine C-S
lyase in which the cysteine persulfide is formed on the substrate cystine
rather than on a conserved active site cysteine residue (Clausen et al. 2000).

Because NifS provides sulfur, NifU is clearly a good candidate for mobi-
lizing iron or providing a scaffold for NifS-mediated Fe-S cluster biosyn-
thesis. Heterologous overexpression and purification of A. vinelandii NifU
yielded a homodimer of 33kDa subunits, each containing a redox-active
[Fe2S2]2+,+ cluster, Em = -254mV vs. NHE (Fu et al. 1994). The primary
sequence of NifU suggests a modular protein, with three distinct domains
(Fig. 5.3). The N-terminal domain NifU-1 is homologous with the ubiqui-
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Figure 5.2. Organization of nif-specific and general Fe-S cluster assembly (isc)
genes in A. vinelandii. The genes encoding for equivalent proteins or domains in
Saccharomyces cerevisiae are shown for comparison.



tous IscU proteins that are involved with general Fe-S cluster assembly in
almost all organisms, including A. vinelandii (Zheng et al. 1998). Each of
the three cysteines (residues 35, 62, and 106) is conserved in all NifU and
IscU proteins identified thus far. The middle domain has sequence homol-
ogy with the [Fe2S2]-containing bacterioferritin-associated ferredoxin (Bfd)
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Figure 5.3. Primary sequence of A. vinelandii (Ar) NifU showing the homology of
discrete domains with A. vinelandii IscU, E. coli (Ec) Bfd and Synechocystis (Sy)
NifU. †, conserved cysteines in A. vinelandii NifU; *, identical residues. A repre-
sentation of NifU, showing the nine cysteine residues and the segments corre-
sponding to NifU-1 and NifU-2, is also shown.



from Escherichia coli, which has a potential, albeit unproven, role in reduc-
tive release of iron from bacterioferritin (Garg et al. 1996; Quail et al. 1996).
The four conserved cysteines in this domain (residues 137, 139, 172, and
175), are therefore good candidates for the ligands to the redox active
[Fe2S2]2+,+ cluster in NifU. The C-terminal domain contains two cysteines
(residues 272 and 275) and is homologous with a small (68 residues) NifU-
like protein from Synechocystis and a domain of the Nfu1 protein from
Saccharomyces cerevisiae (Fig. 5.2). Both of these proteins have been
implicated in mediating Fe-S cluster assembly in their respective organisms
(Garland et al. 1999; Schilke et al. 1999; Nishio and Nakai 2000).

Genes encoding homologs to NifU and NifS are located within the
genomes of a wide variety of non-nitrogen-fixing bacteria (Zheng et al.
1998). In bacteria they have been designated isc genes to indicate the
proposed role of their products in general iron-sulfur cluster assembly or
repair. In accord with this hypothesis, isc genes have been shown to be
essential for A. vinelandii viability (Zheng et al. 1998) and a comparison of
the organization of the nif-specific and isc-gene cluster regions in this organ-
ism is shown in (Fig. 5.2). The NifS and IscS proteins are highly homolo-
gous, and the proposal that these pyridoxal phosphate-dependent l-cysteine
desulfurases are involved with the mobilization of sulfur for iron–sulfur
cluster assembly is further supported by the presence of a cysE-like
homologs in A. vinelandii. O-Acetylserine synthase, the product of the cysE
gene, catalyzes the rate-limiting step in cysteine biosynthesis. CysE2 is
located in another gene cluster immediately upstream from the iscSUA
genes, and cysE1 is located downstream of nifU and nifS in the nif gene
cluster (Fig. 5.3). Hence the role of the cysE1 and cysE2 gene products is
likely to be boosting the cysteine pool in response to an increased demand
for the mobilization of sulfur for Fe-S cluster formation.

IscU is one of the most conserved proteins in nature (Hwang et al. 1996)
and plays a crucial role in Fe-S cluster biosynthesis in almost all forms of
life (Zheng et al. 1998; Garland et al. 1999; Schilke et al. 1999). The in vitro
studies of A. vinelandii IscU and NifU discussed herein indicate that the
function of IscU and the N-terminal domain of NifU are to provide a 
scaffold for NifS/IscS-mediated Fe-S cluster biosynthesis. Although IscU 
is truncated, compared to NifU, and does not contain a sequence corre-
sponding to the redox-active [Fe2S2]2+,+ cluster-binding region, there is
another gene within the isc gene cluster, fdx, that encodes for a [Fe2S2]2+,+

ferredoxin (Ta and Vickery 1992; Jung et al. 1999). The primary sequence
of ligating cysteine residues (C–X5–C–X2–C–X35–C) and the spectroscopic/
redox properties of this large class of [Fe2S2]-containing ferredoxins are
similar to those of mammalian and bacterial hydroxylase-type [Fe2S2] ferre-
doxins that were previously characterized as electron donors to P450s.
While it seems likely that this [Fe2S2] ferredoxin and the [Fe2S2]-domain of
NifU both have redox functions, their specific roles in Fe-S cluster biosyn-
thesis have yet to be determined.
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A third gene, iscA, is common to both the nif and isc operons and
corresponds to the region previously termed orf6 in the A. vinelandii nif
gene cluster. The IscA gene products all contain three conserved cysteine
residues (35, 99, and 101 in both A. vinelandii IscA proteins) (Zheng et al.
1998). Although gene knockout or depletion experiments in eukaryotic
cells implicate a role for the IscA family of proteins in Fe-S cluster biosyn-
thesis (Jensen and Culotta 2000; Kaut et al. 2000; Pelzer et al. 2000), a spe-
cific function has yet to be identified. The conserved cysteines make them
candidates for iron or sulfur transport and/or for Fe-S cluster assembly or
transport. Despite the similarities between the Nif and Isc proteins involved
with Fe-S cluster biosynthesis, the process may be considerably more
complex in the Isc system. For example, there are heat-shock cognate (Hsc)
proteins and a putative regulatory protein, IscR, encoded in the isc gene
cluster, which are not present in the nif-specific genes. The hscA and hscB
genes encode proteins that have a high degree of sequence identity com-
pared to the molecular chaperone proteins encoded by dnaJ and dnaK,
respectively (Zheng et al. 1998). A specific role for these proteins as
molecular chaperones that assist in the maturation of Fe-S proteins is
implied by the recent the finding that IscU is a substrate for HscA (Hoff et
al. 2000; Silberg et al. 2001). This suggests a specialized function for HscB
in the assembly, stabilization, or transfer of Fe-S clusters formed on IscU.
The IscR protein contains a DNA-binding motif and a potential Fe-S
cluster-binding region involving three conserved cysteines and one con-
served histidine in a C–X5–C–X5–C–X2–H arrangement. Hence IscR may
be involved with regulating Fe-S cluster biosynthesis in response to cluster
incorporation or transformation at a cluster-binding domain.

In accord with the notion that Fe-S clusters are one of the most ancient
types of prosthetic group, the Isc proteins have been widely conserved in
prokarya, eukarya, and archaea. In eukaryotic cells, the Fe-S cluster
assembly proteins are located in the mitochondrial matrix, and the avail-
able evidence indicates that preformed clusters are likely to be exported
into the cytosol via an ATP-binding cassette (ABC) transporter for the
assembly of cytosolic Fe-S proteins (Kispal et al. 1999; Lill and Kispal 2000).
Saccharomyces cerevisiae is the best characterized eukaryotic system inves-
tigated thus far, and homologs of many of the bacterial isc genes have been
identified and shown to be involved in Fe-S biosynthesis on the basis of
both biochemical and genetic evidence (Strain et al. 1998; Garland et al.
1999; Kispal et al. 1999; Schilke et al. 1999; Jensen and Culotta 2000; Kaut
et al. 2000; Lange et al. 2000; Lill and Kispal 2000; Pelzer et al. 2000); e.g.,
Nfu1p contains a domain corresponding to the C-terminal domain of NifU,
Isu1 and Isu2 correspond to IscU, Nfs1p corresponds to NifS and IscS, Isa1p
and Isa2p correspond to IscA, Jac1p corresponds to HscB, Ssq1p corre-
sponds to HscA, and Yah1p corresponds to Fdx (Fig. 5.2). Hence under-
standing the function of the Isc system in prokaryotes is likely to provide
insight into iron homeostasis and Fe-S cluster assembly in mitochondria,
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with potential relevance to iron-storage diseases and the control of cellular
iron uptake.

NifU as a Scaffold for Cluster Biosynthesis

Our initial attempts to investigate the role of the NifU and IscU proteins
in cluster biosynthesis focused on A. vinelandii NifU. The Nif-specific Fe-S
cluster assembly system is likely to be simpler than the general Isc system
for two reasons: (1) it does not appear to require molecular chaperones and
(2) it is likely to be optimized specifically for the assembly of the cubane-
type [Fe4S4] clusters that are present in the Fe-protein and in the double-
cubane P-clusters. Size-exclusion chromatography demonstrated that the
homodimeric NifS and NifU proteins form a transient 1 : 1 complex
(Yuvaniyama et al. 2000), suggesting that these two proteins function in
concert to facilitate cluster biosynthesis. Mutational studies involving indi-
vidual Cys-to-Ala substitutions demonstrated that each of the first seven
cysteines (residues 35, 62, 106, 137, 139, 172, and 175) are required for
normal rates of diazotrophic growth and that two pairs of closely spaced
cysteine residues (residues 137, 139, 172, and 175) provide the ligands to the
redox-active [Fe2S2]2+,+ cluster that is present in NifU as purified (Agar 
et al. 2000b). In contrast, mutational studies indicate that the two remain-
ing cysteine residues (residues 272 and 275) are not required for full phys-
iological function of NifU. Although the C–X–X–C arrangement and the
surrounding residues suggest a redox-active disulfide, a specific role for
these two cysteines remains to be elucidated.

The modular nature of the NifU protein has been demonstrated by con-
structing plasmids encoding for the N-terminal domain (NifU-1) corre-
sponding to the IscU protein and the C-terminal domain containing the
ligands to the intrinsic or permanent [Fe2S2]2+,+ cluster (NifU-2) (Fig. 5.3).
NifU-2 was purified and found to be a homodimer containing one [Fe2S2]2+,+

per subunit (Agar et al. 2000b). Both the redox potential and the spectro-
scopic properties of the [Fe2S2]2+,+ cluster were not significantly perturbed
compared to holo-NifU (Agar et al. 2000b). The diamagnetic (S = 0) oxi-
dized cluster was characterized by absorption and resonance Raman spec-
troscopies, and the paramagnetic (S = 1/2) reduced cluster was investigated
by absorption, variable-temperature magnetic circular dichroism (MCD)
and electron paramagnetic resonance (EPR) spectroscopies. Hence the N-
terminal domain of NifU can be removed without any significant effect on
the properties of the [Fe2S2]2+,+ cluster in the C-terminal domain. As dis-
cussed above, NifU-2 is itself likely to be made up of two distinct domains,
and studies of purified fragment containing only the two C-terminal cys-
teines (residues 272 and 275) are currently in progress to address the role
of these cysteine residues.
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The possibility that the N-terminal domain of NifU is involved with mobi-
lizing iron for cluster biosynthesis was assessed by monitoring the ability of
both NifU-1 and NifU to bind either Fe2+ or Fe3+ ion (Agar et al. 2000b).
No spectroscopic evidence for Fe2+ ion binding was observed, but both
absorption and resonance Raman studies afforded evidence for binding of
up to one Fe3+ ion per NifU-1 or NifU monomer. In the case of NifU, the
spectroscopic signature of bound mononuclear Fe3+ was superimposed on
that of the indigenous [Fe2S2]2+ center. After subtracting the contributions
from the [Fe2S2]2+ center, the spectroscopic properties of the mononuclear
Fe3+ sites in NifU and NifU-1 were found to be similar, in accord with a
modular structure for NifU and Fe3+ binding exclusively within the NifU-1
domain. On the base of the frequencies and relative intensities of the Fe-S
stretching modes observed in the resonance Raman spectra (nsym = 314cm-1

and nasym = 368cm-1) and the intensities of the S Æ Fe3+ charge transfer
bands in the visible absorption spectra, the coordination environment of
the mononuclear Fe3+ site was interpreted as tetrahedral, with three cys-
teinate and one oxygenic ligand. Cys-to-Ala mutational studies of NifU-1
indicated that all three of the N-terminal cysteine residues (residues 35, 62,
and 106) are involved with ligating the mononuclear Fe3+ center, but the
nature of the oxygenic ligand has yet to be determined (i.e., water or a
protein side chain).

However, near-stoichiometric Fe3+ ion binding to NifU-1 or NifU was
observable only in experiments conducted at 2°C in anaerobic samples that
had been pretreated with dithiothreitol to ensure reduction of any intra-
subunit or intersubunit disulfides. At room temperature, <10% of the NifU-
1 or NifU was in a Fe3+ bound form, and colorimetric analysis indicates that
the remainder of the Fe is in solution was in the form of free Fe2+ ion. Hence
this mononuclear Fe3+-bound species is more likely to be an intermediate
in the reduction of Fe3+ ion by NifU or NifU-1 rather than an initial step in
cluster assembly on the NifU-1 domain of NifU. In this connection, it is
important to note that Fe3+ is rapidly reduced to Fe2+ by cysteine in aqueous
solution (Schubert, 1932). The physiological significance (if any) of the
apparent ferric reductase activity associated with the NifU-1 domain of
NifU remains to be established.

The presence of permanent [Fe2S2]2+,+ clusters in holo-NifU impeded
spectroscopic characterization of transient clusters assembled in a NifS-
mediated process. However, unambiguous evidence for NifS-directed as-
sembly of oxidatively and reductively labile [Fe2S2]2+ clusters on NifU-1 was
obtained using the combination of UV-visible absorption and resonance
Raman spectroscopies (Yuvaniyama et al. 2000). The anaerobic reaction
mixture involved NifU: ferric ammonium citrate :b-mercaptoethanol :l-
cysteine :NifS in a 50 :100 :5000 :1000 :1 ratio. The presence of catalytic
amounts of NifS facilitated meaningful UV-visible absorption results and
monitoring the time course of cluster assembly. Although ferric ammonium
citrate was used for these cluster assembly studies, control experiments
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showed that Fe3+ is rapidly reduced by a 10-fold excess of cysteine and b-
mercaptoethanol under anaerobic conditions and that ferric ammonium
citrate can be replaced by ferrous ammonium sulfate in the reaction
mixture without altering the rate or product of the NifS-directed cluster
assembly. Hence Fe2+ ion rather than Fe3+ ion is required for assembly of a
transient [Fe2S2]2+ cluster on NifU-1. Mutational studies demonstrated that
the presence of each of the cysteine residues in NifU-1 is required for
assembly of this transient cluster, and the rate of assembly was found to
depend linearly on NifS. Accurate iron and sulfide determinations were
impeded by the extreme lability of cluster during purification procedures,
but the UV-visible extinction coefficients before purification indicated that
no more than one [Fe2S2]2+ cluster was assembled per NifU-1 homodimer
under these conditions.

Several variants of NifU-1 have been investigated, and one, involving a
D37A substitution, was found to contain substoichiometric amounts of a
bound [Fe2S2]2+ cluster as purified (Yuvaniyama et al. 2000). However, the
spectroscopic properties of the cluster in this variant are distinct from those
observed in wild-type NifU-1. This is best illustrated by comparison of the
resonance Raman spectra in the Fe-S stretching region (Fig. 5.4). [Fe2S2]2+

clusters exhibit readily identifiable resonance Raman spectra using excita-
tion into the intense S Æ Fe3+ charge transfer bands (Spiro et al. 1988).
Moreover, the spectra provide a detailed monitor of the cluster environ-
ment, since the Fe-S stretching frequencies and enhancement profiles are
sensitive to cluster ligation, hydrogen bonding interactions, and the con-
formation of bound cysteine residues (Han et al. 1989a, 1989b). A com-
parison of the resonance Raman spectra of the permanent [Fe2S2]2+ clusters
in holo-NifU with the transient [Fe2S2]2+ clusters assembled in NifU-1 and
IscU reveals a similar pattern of bands; the major difference involves a
progressive increase in the corresponding frequencies. The increased Fe-S
stretching frequencies in NifU-1 and IscU can be interpreted in terms of
complete cysteinyl ligation with changes in Fe–S–C–C dihedral angles com-
pared to the permanent clusters in NifU or in terms of one or two non-
cysteinyl cluster ligands. As discussed below, Mössbauer studies of the
[Fe2S2]2+ clusters assembled in IscU strongly support the latter explanation.

Although the resonance Raman spectrum of the D37A NifU-1 as puri-
fied is characteristic of a [Fe2S2]2+ cluster, the vibrational frequencies and
enhancements of discrete bands indicate major differences in the cluster
environment compared to that assembled in NifU-1. Hence D37 is an
important residue in determining the stability and environment of the
cluster in NifU-1. It is also a potential candidate for a cluster ligand, because
it is conserved in all NifU and IscU sequences. The ability of the D37A
variant to stabilize a cluster in the NifU-1 domain of A. vinelandii NifU
(Yuvaniyama et al. 2000) prompted Cowan and co-workers to investigate
the equivalent site-specific modification in human IscU (Foster et al. 2000).
Although these authors were not successful in assembling a cluster in wild-
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type human IscU, the D37A variant was also found to contain a [Fe2S2]2+

center as purified.

IscU as a Scaffold for Fe-S Cluster Biosynthesis

The lability of transient clusters assembled in NifU and spectroscopic inter-
ference from the permanent [Fe2S2]2+,+clusters impeded detailed character-
ization of the assembled clusters and the time course of NifS-mediated
cluster assembly in holo-NifU. Hence we turned our attention to A.
vinelandii IscU. As with NifU and NifS, 1 :1 complex formation between
homodimeric IscU and IscS was demonstrated by both size-exclusion chro-
matography and chemical cross-linking (Agar et al. 2000c). Furthermore,
preliminary absorption, resonance Raman, and analytical studies provided
convincing evidence for IscS-mediated assembly of reductively labile
[Fe2S2]2+ clusters on IscU (Agar et al. 2000c). Provided the sample was
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Figure 5.4. Resonance Raman spectra 
of [Fe2S2]2+ centers in A. vinelandii. A, NifU
as isolated. B, D37A NifU-1 as isolated.
C, NifU-1 repurified after NifS-mediated
cluster assembly. D, IscU containing two
[Fe2S2]2+ clusters per dimer; purified fraction
after IscS-mediated cluster assembly. All
spectra were recorded using 457-nm excita-
tion at 17K and with 6cm-1 resolution.
Vibrational modes resulting from lattice
modes of ice have been subtracted.



manipulated under strictly anaerobic conditions, the cluster was stable and
resistant to chelating agents. Indeed samples treated with EDTA yielded
analytical data indicative of one [Fe2S2]2+ cluster per IscU dimer. A.
vinelandii IscU was therefore used for a detailed investigation of the time
course of cluster assembly (Agar et al. 2000a).

Experiments were carried out using a reaction mixture containing IscU
with a 5-fold excess of ferric ammonium citrate and 10-fold excesses of b-
mercaptoethanol and l-cysteine and IscU: IscS ratios in the range 460 :1
and 28 :1 and 1 :1 in order to vary the rate of reaction. Preparative fast
protein liquid chromatography (FPLC) was used to separate the fractions
contained in samples taken at discrete time intervals. In each case, the
results indicated a sequential time course of events involving three discrete
and FPLC-resolvable cluster-bound forms of IscU, termed fractions 2, 3 and
4 (Agar et al. 2000a): Apo-iscU Æ Fraction 2 Æ Fraction 3 Æ Fraction 4.
The entire reaction takes several hours with a 460 :1 IscU: IscS ratio but 
is completed in minutes with the more physiological 1 : 1 stoichiometry.
Cysteine and b-mercaptoethanol would be expected to reduce Fe3+ to Fe2+

under anaerobic conditions, and replacing ferric ammonium citrate with
ferrous ammonium sulfate had no significant effect on the rate or sequence
of reactions, in accord with Fe2+ rather than Fe3+ being used for cluster
assembly.

The combination of analytical, absorption, resonance Raman, and 
Mössbauer was used to establish the number, type, and properties of clus-
ters in each resolved fraction (Fig. 5.5) (Agar et al. 2000a). Fraction 2 con-
tained 2Fe atoms per IscU dimer, and the spectroscopic data indicated one
[Fe2S2]2+ cluster per dimer. Fraction 3 contained 4Fe atoms per IscU dimer,
and the spectroscopic data indicated two spectroscopically identical
[Fe2S2]2+ clusters per IscU dimer. Only one of the two [Fe2S2]2+ clusters in
Fraction 3 was removed by treatment with iron chelators, such as EDTA,
to yield a sample identical to Fraction 2. Fraction 4 contained 4Fe atoms
per IscU dimer, and the spectroscopic data indicated one [Fe4S4]2+ cluster
per IscU dimer. No apo-IscU was observed during formation of the [Fe4S4]2+

cluster, and no fractions containing either one [Fe2S2]2+ cluster and one
[Fe4S4]2+ cluster or two [Fe4S4]2+ clusters were observed. Taken together with
the sequential nature of the reaction, this suggests that the [Fe4S4]2+ cluster
is formed by direct reductive coupling of the two [Fe2S2]2+ clusters assem-
bled on IscU rather than by degradation of [Fe2S2]2+ clusters followed
reassembly as a [Fe4S4]2+ cluster or by building onto each individual [Fe2S2]2+

cluster.
The discovery that [Fe4S4]2+ clusters can be produced by IscS-mediated

cluster assembly on IscU (Agar et al. 2000a) was unexpected. In particular,
it appears to be inconsistent with the preliminary studies on IscU (Agar et
al. 2000c) and the results described above for NifU-1 (Yuvaniyama et al.
2000), both of which were interpreted in terms of [Fe2S2]2+ clusters as the
sole product of IscS- or NifS-mediated clusters assembly. However, under
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the conditions used for preliminary IscS-mediated cluster assembly on IscU,
the resulting sample would be expected to be a mixture of fractions 2 and
3, and EDTA treatment would result in a homogeneous sample containing
one [Fe2S2]2+ cluster per IscU dimer, as observed. Furthermore recent 
Mössbauer studies of NifS-mediated cluster assembly on 56Fe holo-NifU,
using 57Fe ferric ammonium citrate, show that a [Fe4S4]2+ cluster is the final
product of cluster assembly at the transient cluster-binding site. Hence the
observation of only [Fe2S2]2+ clusters in NifU-1 is likely to be a consequence
of incomplete assembly and/or truncation of the NifU-2 domain.

The spectroscopic properties of homogeneous samples of IscU contain-
ing [Fe2S2]2+ or [Fe4S4]2+ clusters provide additional insight into the proper-
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Figure 5.5. UV-visible absorption, resonance Raman, and Mössbauer spectra 
of Fe-S cluster-containing fractions of A. vinelandii IscU purified by FPLC from 
a reaction mixture containing IscU, l-cysteine, ferric ammonium citrate, b-
mercaptoethanol, and catalytic amounts of IscS (see text). A, UV-visible absorption
spectra. B, Raman spectra recorded at 17K, using 457-nm excitation with 6cm-1 res-
olution. The vibrational modes from ice have been subtracted. C, Mössbauer spectra
at 4.2K with an applied field of 50mT for samples prepared using 57Fe ferric ammo-
nium citrate. Solid line through datum points, simulated data, solid line near base-
line, the residual (experimental minus simulated data). Simulation parameters: d =
0.32mm/s and DEQ = 0.90mm/s for site 1 and d = 0.25mm/s and DEQ = 0.64mm/s
for site 2 in fraction 2; d = 0.33mm/s and DEQ = 0.92mm/s for site 1 and d = 0.26
mm/s and DEQ = 0.67mm/s for site 2 in fraction 3; two valence delocalized pairs with
d = 0.44mm/s and DEQ = 0.98mm/s for pair 1 and d = 0.44mm/s and DEQ = 1.23mm/s
for pair 2 in fraction 4.



ties and ligation of both types of cluster (Agar et al. 2000a). Both clusters
were rapidly and irreversibly lost on exposure to air or reduction with
dithionite. Nevertheless the Mössbauer spectrum of the S = 0 [Fe2S2]2+ clus-
ters provides strong evidence for one or two noncysteinyl ligands at one
iron site. The two antiferromagnetically coupled high-spin Fe3+ sites have
distinct isomer shifts and quadrupole splittings, indicating different ligand
fields. Indeed, the observed parameters are similar to those observed for
Rieske proteins, which have two histidyl ligands on one iron site (Fig. 5.5).
Although the Fe-S stretching frequencies observed in the resonance Raman
spectra argue against histidyl ligation, they are consistent with partial non-
cysteinyl (N or O) ligation for the [Fe2S2]2+ clusters in IscU (see above).
Since the [Fe2S2]2+ clusters have no more than three cysteine ligands, they
each can be subunit bridging or located within individual subunits. The
Mössbauer parameters and resonance Raman spectrum of fraction 4 are
characteristic of a [Fe4S4]2+ cluster (Fig. 5.5). Although the Mössbauer para-
meters for [Fe4S4]2+ clusters are relatively insensitive to the nature of the
ligands, the anomalously high frequency of the totally symmetric breathing
mode of the [Fe4S4] core (343cm-1, compared to 333–339cm-1 for clusters
with complete cysteinyl ligation) is best interpreted in terms of a [Fe4S4]2+

cluster with one noncysteinyl ligand (Agar et al. 2000a). Because the
[Fe4S4]2+ cluster is likely to have three cysteinyl ligands, it can also be subunit
bridging or located exclusively within one subunit.

Conclusion

In vitro studies have demonstrated that the IscU and the homologous 
N-terminal domain of NifU provide a scaffold for IscS- or NifS-mediated
assembly of both [Fe2S2]2+ and [Fe4S4]2+ clusters using Fe2+ ion as source of
iron and cysteine as the source of sulfur. Moreover, cluster assembly on
IscU has been shown to be a sequential process that proceeds via well-
defined intermediate species involving one [Fe2S2]2+ cluster per homodimer
and two [Fe2S2]2+ per homodimer. The final product, containing one [Fe4S4]2+

cluster per homodimer, is formed by reductive coupling of the two [Fe2S2]2+

clusters. Both the [Fe2S2]2+ and the [Fe4S4]2+ clusters are likely to have partial
noncysteinyl ligation, and we speculate that this is important in mediating
cluster release and/or conversion chemistry. The nature and extent of the
noncysteinyl ligation has yet to be determined, but spectroscopic studies on
the D37A variant of NifU-1 raise the possibility of D37 as a ligand to the
[Fe2S2]2+ cluster in wild-type NifU.

These observations form the basis for the working hypothesis for the
mechanism of cluster assembly on the IscU scaffold (Fig. 5.6). The proposal
that the reductive coupling of two [Fe2S2]2+ clusters to yield a [Fe4S4]2+

cluster involves disulfide formation between two of the released cysteine
residues is based on model chemistry. Holm and co-workers showed that
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reductive coupling of two [Fe2S2]2+ clusters to form a [Fe4S4]2+ cluster and a
dithiolate is a viable pathway for the synthesis of [Fe4S4]2+ clusters (Hagen
et al. 1981). Reductive disulfide cleavage is clearly an attractive proposal
for mediating release of the [Fe4S4]2+ core. Since the first and second
[Fe2S2]2+ clusters assembled on IscU differ in terms of lability, it is possible
that either a [Fe2S2]2+ or [Fe4S4]2+ core can be released and transferred intact
to an apo Fe-S protein. This scheme is presented in the spirit of a working
model that provides a basis for future experimentation. In particular, it
should be emphasized that there is currently no direct evidence for the
subunit location of either the [Fe2S2]2+ or [Fe4S4]2+ clusters (i.e., bridging or
within one subunit of the homodimer), the extent and type of the non-
cysteinyl cluster ligation, and the proposed intact transfer of either [Fe2S2]2+

or [Fe4S4]2+ clusters to apo iron–sulfur proteins. These aspects, together with
the detailed mechanism of assembly of the initial [Fe2S2]2+ cluster and the
mechanism of cluster release, are under active investigation in our labora-
tories. The role of IscA, the molecular chaperones HscA and HscB, and 
the putative regulatory protein IscR are also fascinating areas for further
investigation.

Addendum

Several notable advances have been made in understanding the biogenesis
of Fe-S clusters since this chapter was submitted for publication early in
2001. A succinct summary of the most important advances in relation to the
results presented in this chapter is presented below.

Intact transfer of a [Fe2S2]2+ cluster assembled on an IscU protein (ISU1
from Schizosaccharoyces pombe) to an apo 2Fe ferredoxin has been
demonstrated (Wu et al. 2002b). In addition, the factors determining the
rate of cluster transfer from human and S. pombe IscU-type proteins to 
apo 2Fe ferredoxins have been investigated, and the critical role of the
conserved aspartate residue in effecting efficient cluster transfer has been
established (Wu et al. 2002c). Progress has also been made in understand-
ing the mechanism of IscS-mediated assembly of [Fe2S2]2+ clusters on IscU
proteins. Direct transfer of S from IscS to IscU in bacterial systems has been
demonstrated using [35S]cysteine radiotracer studies (Urbina et al. 2001)
and mass spectrometry (Smith et al. 2001). Futhermore, the IscU protein
from Thermatoga maritima has been shown to bind ferrous and ferric ions
using fluorescence and isothermal calorimetry and these iron sites are pro-
posed to provide the nucleation sites for the assembly of [2Fe-2S]2+ clusters
(Nuth et al. 2002). HscA has been shown to interact with specific region of
E. coli IscU with a LPPVK motif that is invariant among all members of
the IscU family of proteins (Hoff et al. 2002). Clearly it will be of great
interest to investigate the effect of binding HscA on the scaffolding and
cluster transfer properties of IscU proteins.
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IscA has been shown to provide an alternative scaffold to IscU for the
assembly of [Fe2S2]2+ cluster cores in E. coli (Ollagnier-de-Choudens et al.
2001) and S. pombe (Wu et al. 2002a) and the the nif-specific IscA (NifIscA)
has been shown to provide an alternative scaffold to NifU for the assem-
bly of both [Fe2S2]2+ and [Fe4S4]2+ cluster cores (Krebs et al. 2001). However,
the need for alternative scaffold proteins for Fe-S cluster assembly has yet
to be specifically addressed. IscR has been purified from E. coli and shown
to be a [Fe2S2] cluster-containing transcription repressor of the genes encod-
ing for Fe-S cluster assembly proteins (Schwartz et al. 2001). This raises the
intriguing possibility of transcription of the isc operon being regulated by
transfer of a [Fe2S2] cluster assembled on an IscU or IscA scaffold to IscR.
Perhaps the most exciting development has been the evidence for a third
bacterial system for Fe-S clusters assembly, typified by the sufABCDSE
operon in E. coli (Takahashi and Tokumoto 2002). Although this system
appears to provide a back up for the Isc system in E. coli, it is likely to be
the only system for Fe-S cluster assembly in many archaea. The Suf system
promises to be the evolutionary ancestor of the Isc and Nif systems, but
none of the constituent proteins have been purified thus far. SufS and SufA
appear to be related to NifS/IscS and IscA, respectively, based on sequence
homology, but the roles of SuflBCDE remain to be elucidated. It will clearly
be of great interest to investigate the Fe-S cluster assembly mechanism in
the Suf system for comparison of the pathways that are now emerging for
the Isc and Nif systems.
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6
Genes and Proteins Involved in
Nickel-Dependent Hydrogenase
Expression

R.J. Maier, J. Olson, and N. Mehta

A key metabolic feature associated with many physiologically diverse
bacteria and archaea is the ability to use hydrogen as a growth substrate.
This seemingly simple process of hydrogen activation is actually a complex
operation, requiring an enzyme capable of multiple redox transitions and a
complex metal-containing active site. Apparently little variability can occur
in this active site (for hydrogen-oxidizing enzymes) without compromis-
ing catalytic efficiency. The major classes of hydrogenases that facilitate
energy input into cell metabolism are the NiFe uptake types (Friedrich and
Schwartz 1993). These enzymes are usually associated with the membrane
in close association with respiratory chain components. Their synthesis
depends on a supply of nickel, an input of hydrolyzable nucleotide triphos-
phate energy, and a mechanism to sense that the substrate hydrogen is
available. Also required are a battery of accessory proteins with putative
roles in nickel or iron binding, in maintaining the correct structure for
insertion/delivery of these metals, and in incorporating CO and CN as
ligands to the active center. The maturation process involves other proteins,
some of which presumably complex to hydrogenase during the metallo-
center assembly process (Drapal and Böck 1998). In addition to all these
factors, the regulators that act on free-living hydrogenase can differ from
those that function in the same bacterium when it is residing in the 
nitrogen-fixing symbiosis (Durmowicz and Maier 1998). In the last few
years, additional roles for NiFe hydrogenases as sensors of the redox
environment have been uncovered. Even as sensors, playing regulatory
roles in signal transduction pathways, these regulatory hydrogenases vary
little in the important structural features associated with other NiFe hydro-
genases (Pierik et al. 1998).

Hydrogenases are not the only nickel-containing enzyme, and
researchers must therefore compare the maturation of different nickel pro-
teins to obtain an integrated picture of nickel metabolism. Indeed, similar-
ities between some of the hydrogenase-related nickel-processing proteins
with urease and carbon monoxide dehydrogenase maturation factors 
have been noted, and this has facilitated interpretations of the results for
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maturation of NiFe hydrogenases. Common themes have developed and
have been reviewed (Hausinger 1997; Maroney 1999). This chapter focuses
on the recent findings on maturation of NiFe hydrogenases in some of the
best-studied aerobic organisms. Extra emphasis is placed on Bradyrhizo-
bium japonicum, the symbiont of soybeans; but in some areas, the research
on Rhizobium leguminosarum, Ralstonia eutropha, Rhodobacter capsulatus,
and Eschericia coli has been more productive and informative, so they 
are included for comparison. In addition, some recent results on nickel-
metabolism proteins in the peptic ulcer–causing bacterium Helicobacter
pylori are presented.

The motivation for studying hydrogen use in the symbiotic nitrogen-
fixing bacteria comes from studies indicating that legume yield advantages
are associated with the hydrogen uptake (Hup) phenotype (Maier and
Triplett 1996). Large amounts of hydrogen are produced by diazotrophs
under nitrogen-fixing conditions. Some diazotrophs do not evolve the
nitrogenase-produced hydrogen; these bacteria (whether symbiotic or 
not) have been found to contain an uptake hydrogenase that oxidizes
hydrogen to protons and electrons. In most cases, the electrons produced
by hydrogen activation via hydrogenase are funneled through an efficient
electron-transport chain that conserves energy. Most of the energy lost in
nitrogenase-dependent hydrogen production can thereby be recovered.
This process requires nickel and efficient nickel metabolism in the symbio-
sis for effective hydrogen oxidation/reductant recycling (Dalton et al.
1988; Brito et al. 2000). Studies on the efficiency provided to legume 
root nodules by hydrogen oxidation in rhizobia is not confined to the B.
japonicum–soybean symbiosis. For example, research on the regulation and
genetics of hydrogenase in the symbiont of peas, R. leguminosarum, has
been conducted since the late 1990s (Brito et al. 1997: Hernando et al. 1998;
Colombo, et al. 2000).

From sequencing of genes near the structural genes for NiFe hydro-
genases, researchers were able to uncover many predicted proteins with
poorly defined roles; mutagenesis of these genes revealed that many of
these proteins were important in creating a mature enzyme from the
precursor form of hydrogenase (Maier and Böck 1996a; Maier and Triplett
1996). Hydrogen-oxidizing organisms devote a considerable amount of
enzymatic processing machinery to making a mature hydrogenase, and
much of this machinery is related to proper synthesis or insertion of the
metallocenter. Thus nickel-binding and -metabolizing proteins with roles in
hydrogenase synthesis were discovered. Mutagenesis of the genes involved
in metal center processing typically resulted in a loss of hydrogenase activ-
ity, although often this phenotype could be, in part, suppressed by the addi-
tion of high levels of nickel to the growth medium (Waugh and Boxer 1986;
Jacobi et al. 1992; Du and Tibelius 1994). This result suggests that the acces-
sory proteins play roles in nickel transport, and a few such roles have been
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assigned. However, most of the accessory components seem to play roles
in maturation of the nickel-containing enzyme.

Nickel Transport for Hydrogenase Synthesis

Nickel uptake is often mediated by nonspecific divalent cation transport
systems with variable nickel specificity and relatively low Ni2+ affinity. For
organisms in which hydrogen only supplements their array of growth
substrates, perhaps this is sufficient for obtaining sufficient nickel. A few
bacteria (R. eutropha, E. coli, and B. japonicum) have been found to contain
a high-affinity Ni2+ transport system. Considering the importance of hydro-
gen oxidation to their growth and the fact that nickel can be limiting in
many natural environments, a high-affinity nickel transport system, under
the control of hydrogenase derepession, would serve the organism well. The
best-studied systems are the Nik system for Ni2+ transport in E. coli,
(Navarro et al. 1993) and the HoxN permease of R. eutropha (Eitinger and
Friedrich 1994; Eitinger et al. 1997). H. pylori also transports nickel by a
system similar to HoxN (termed NixA), but it is presumed to serve pri-
marily urease synthesis (Mobley et al. 1995). The Nik system (E. coli)
belongs to the ATP-binding cassette family of transporters, and it consists
of five subunits, whereas the HoxN (HupN in B. japonicum) is an integral
membrane protein that does not require other proteins to act as a 
nickel permease. From studies of fusions to alkaline phosphotase and b-
galactosidase, an eight-transmembrane helix model is proposed for HoxN
(Fig. 6.1). The B. japonicum homolog is 56% identical to R. eutropha HoxN,
and a similar model could be presented.

When mutant versions of HoxN are expressed in E. coli (Eitinger et al.
1997), it is found that a conserved area within both HoxN type and the inte-
gral membrane NikC types of nickel permeases, His-X4-Asp-His, is crucial
for nickel uptake activity and for urease activity. The same mutations in 
the nickel-binding motif of HoxN in R. eutropha adversely affected hydro-
genase activities, even when nickel was supplemented to the medium,
indicating the histidine-containing motif at residues 62–68 were important
for nickel transport. These correspond to residues 80–86 in HupN (Fu 
et al. 1994). For B. japonicum, hupN is organized in an operon with two
other genes, hupO and hupP. Based on mutagenesis and complementation
studies, Fu et al. (1994) concluded that all three genes were important for
nickel metabolism into hydrogenase by B. japonicum, but the most delete-
rious effect on nickel binding and hydrogenase expression was by a muta-
tion in hupN alone. The effects of the mutations were evident only in
low-nickel conditions. The predicted HupO is also likely a membrane
protein, with several potential nickel-binding sites.
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Nickel-Dependent Transcription of Hydrogenase and
Hydrogen-Sensing Mechanisms

The synthesis of hydrogenase in B. japonicum was shown to depend on 
the addition of nickel to the culture medium (Kim and Maier 1990). In 
addition to nickel, hydrogenase derepression requires incubation of cells 
in a closed gas atmosphere containing hydrogen and oxygen (Kim et al.
1991). The system is oxygen repressed, as the oxygen level cannot exceed
5% partial pressure. Subsequently, it was shown that the three environ-
mental regulators (nickel, oxygen, and hydrogen) act transcriptionally 
at the same genetic area upstream of the hydrogenase structural genes 
(Kim et al. 1991). This regulation also required integration host factor
(IHF) and s-54, but the binding sites were farther downstream, nearer 
the structural genes (Black and Maier, 1995). The three environmental
signals for (B. japonicum) hydrogenase expression are relayed via molecu-
lar signals (Fig. 6.2), which that have been identified in B. japonicum,
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Figure 6.1. Topological model for the HoxN nickel permease of R. eutropha
that is like the HupN of B. japonicum (Eitinger et al. 1997). The residues (two
histidines and one aspartic acid) in the second transmembrane segment were 
shown to be key residues for nickel transport, and this motif (His-Xaa4-Asp-His)
is conserved in nickel-transport proteins. Bold, residues studied by site-directed
mutagenesis.



but, in some cases, have been more extensively studied in other systems 
(see below). Once the original environmental signal is sensed, molecular
signals come into play, including a regulatory hydrogenase (HupUV), a 
histidine kinase sensor (HupT), and a DNA-binding response regulator
(HoxA). All three of the environmental signals shown in Figure 6.2 do 
not necessarily act in the other (hydrogen-oxidizing bacterial) systems, but
the components thus far described can account for the sensing and subse-
quent signal transduction regulatory cascade that originates with all three
signals.

The membrane-bound NiFe hydrogenase of B. japonicum was ruled out
as the sensor for these environmental components, as hup-lacZ promoter
fusions in a mutant strain lacking hydrogenase still displayed normal regu-
lation (dependency on nickel and hydrogen, and requirement for low levels
of oxygen), (Kim et al. 1991). However, an excellent candidiate regulatory
sensor for all three components is HupUV. The HupUV genes of B. japon-
icum are located immediately 5¢ of the hupSL structural genes and, by
sequence similarity, encode proteins structurally similar to HupSL. In a
mutant strain lacking HupV, neither hydrogenase activity nor hydrogenase
peptides accumulated (Black et al. 1994). In addition, regulation (both pos-
itive and negative) of hydrogenase transcription (measured with a hup-lacZ
fusion) by nickel, oxygen, and hydrogen is eliminated in the hupV mutant.
There is no evidence from either sequence or physiological studies that
HupUV itself is a DNA-binding protein. The DNA-binding protein for
activation of B. japonicum hupSL in free-living conditions is HoxA 
(Durmowicz and Maier 1997; van Soom et al. 1997), a transcription factor
in the NtrC family.

The regulatory hydrogenases HupUV of R. capsulatus (Elsen et al. 1996;
Vignais et al. 1997) and the R. eutropha homolog of HupUV (termed
HoxBC) (Lenz and Friedrich 1998; Kleihues et al. 2000) have been partially
characterized. They appear to be sensor hydrogenases, functioning as the
initial hydrogen-sensor in a two-component signaling pathway. The
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Figure 6.2. Regulators of NiFe hydrogenase. The environmental signals that act 
on hydrogenase (hydrogen uptake) expression are sensed through molecular
signals, including regulatory hydrogenase, a histidine kinase, and a response regu-
lator; the latter two represent two-component regulatory factors widespread among
bacterial molecular sensory systems.



HupUV-type sensors appear to mediate hydrogenase regulation through
HupT (Elsen et al. 1993; van Soom et al. 1999), a histidine protein kinase
with autophosphorylation capacity; all three genes (for R. capsulatus) were
shown to be co-transcribed and solely involved in negative regulation of
hydrogenase transcription under approporiate culture conditions (Elsen et
al. 1996). A key finding was that the R. capsulatus HupUV proteins were
shown to interact with hydrogen (Vignais et al. 1997), and thus it was pro-
posed that the transcriptional regulation via HupUV is triggered by its
sensing of hydrogen. Because HupUV is similar to NiFe hydrogenases and
includes the conserved cysteine-containing motifs involved in liganding of
nickel by hydrogenase, it was predicted to be capable of sensing nickel and
oxygen as well as.

In the R. eutropha system, HoxBC (the regulatory hydrogenase) was
shown to be a NiFe hydrogenase (Lenz et al. 1997), which interacts (directly
or indirectly) with HoxJ (a histidine protein kinase). Results from a single
amino acid substitution in HoxJ are consistent with the idea that autoki-
nase activity of HoxJ is needed for the response to hydrogen and that HoxJ-
mediated phosphorylation of HoxA prevents transcriptional activation.
Mutations in the phosporyl acceptor residue of the response regulator
HoxA still permitted full transcription of hydrogenase structural genes
(Lenz and Friedrich 1998), so the model is that the nonphosphorylated form
of HoxA is the one that stimulates transcription. This negative type of reg-
ulation is unlike other NtrC-like transcription regulators, even though the
kinase and the phosphate acceptor DNA-binding molecules are similar to
others of the two competing regulatory systems. In addition to this uncon-
ventional mode of action of HoxA for phopshorylated response regulators,
the regulation (amplification) of and by hoxA is unusually complex
(Schwartz et al. 1999).

The demonstration that the regulatory function of HoxBC depends on
nickel (Kleihues et al. 2000), along with the clear similarities in HoxBC and
HupUV (putative) structure and function, provides an explanation for 
the nickel- and the hydrogen-dependent regulation described years earlier
for the B. japonicum hydrogenase, which was based on mutant analysis (in
hupV) and promoter fusions to study its regulatory properties (Black, et al.
1994). The properties of the new class of NiFe hydrogenases, including low
hydrogen-oxidizing activity and a cytoplasmic location, would be expected
by their predicted roles as sensory/regulatory hydrogenases. From sequence
databases, this type of NiFe hydrogenase–mediated sensing of the redox
environment will likely be expanded to include a number of diverse bac-
teria (Kleihues et al. 2000).

Based on sequence analysis, the HupT proteins of R. capsulatus (Elsen et
al. 1993) and B. japonicum (van Soom et al. 1999) resemble the sensor kinase
proteins associated with two component regulatory systems. HupT was, in
fact, shown to autophosphorylate at a His residue (Elsen et al. 1996). With
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HupUV acting as a sensor, HupT presumably is the signaling link via phos-
phate transfer to the transcriptional activator, essentially playing the role of
HoxJ*, described above. HoxA, a response regulator of the two-component
type, is involved with hydrogenase-transcription regulation in free-living B.
japonicum (Durmowicz and Maier 1997), so it is expected that HupT (and
perhaps other proteins) is involved in the HoxA-dependent free-living hup
expression, whereas HupUV presumably plays the sensor role under both
free-living and symbiotic expression of hydrogenase. The oxygen-sensing
role mediating oxygen-dependent repression of HoxA-mediated transcrip-
tional activation could be served via a HupUV-dependent redox-sensing
mechanism, too. No oxygen binding by HoxBC could be detected; but, in
contrast to B. japonicum, the R. eutropha hydrogenase is not oxygen regu-
lated. Also, many NiFe hydrogenases are known to bind oxygen, changing
the environment of the nickel center signal as detected by spectral methods
(Albracht 1994). The regulation of hydrogenase in the soybean symbiosis
differs from that for free-living hupSL expression. For example, the FixK2

protein is involved as a transcription activator uniquely under symbiotic
conditions (Durmowicz and Maier 1998). The symbiont of peas, R. legumi-
nosarum lacks the sensing or signaling system altogether (Brito et al. 1997).

Accessory Proteins for Nickel Enzyme Synthesis

Nickel is a requirement for the growth of many microorganisms (Hausinger
1994). The biological basis for this is that nickel is a key component of
several enzymes: urease, hydrogenase, carbon monoxide dehydrogenase,
methyl coenzyme M reductase, and one class of superoxide dismutase. After
its initial sequestration, nickel, like most other metals that serve as compo-
nents for enzymes, must be mobilized by proteins to be incorporated into
its final biological sink. As indicated above, these reactions are not well
understood and can be complex, especially if other metals or metal clusters
are involved. Regarding storage of the metal, our knowledge is likewise
scant. The common themes for metallocenter assembly in nickel enzymes
include use of a protein that has a nucleotide-binding site and one or more
nickel-binding proteins with histidine-rich motifs (Hausinger 1997).

For urease assembly, significant progress has been made in identifying the
interacting accessory components by the purification of complexes of acces-
sory proteins, some of which contain apourease within the complex. In vitro,
some apourease can be activated by adding nickel ions and carbon dioxide,
the latter being incorporated into the protein to form a lysine carbamate
metal ligand (Hausinger 1997). However, in vivo three accessory proteins
are required (UreD, UreF, UreG), which have been shown to be capable 
of forming a complex with the apoenzyme (Moncrief and Hausinger 1996).
The metallocenter assembly process is facilitated by a fourth protein
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(UreE), which contains a His-rich area that sequesters nickel and is pro-
posed to deliver nickel to urease in the activation process (Colpas et al.
1999). Furthermore, GTP hydrolysis associated with UreG is important for
urease activation (Soriano and Hausinger 1999). Similarly, CODH matura-
tion requires the His-rich protein CooJ and the nucleotide-binding protein
CooC (Kerby et al. 1997). Alignment of the His-rich regions and G motifs
for a number of nickel metabolism accessory proteins is shown in Figure
6.3. The need for a motif rich in histidine residues is apparently usually
required for proper nickel donation (Fig. 6.3A), and a GTP-binding domain
associated with the same protein (the His-rich nickel donor) or as a sepa-
rate GTPase protein is a common theme (Fig. 6.3B). Of course, the metal-
locenter assembly (which may involve incorporation of additional metals
such as iron) process must maintain the correct folding of the final nickel-
containing product (Maier and Böck 1996a; Hausinger 1997). With addi-
tional concerns such as the maintenance of a certain redox state, nucleotide
binding and release, the involvement of scaffolding proteins, introduction
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Figure 6.3. Alignments of regions identified to be important in nickel accessory
proteins for maturation of the final nickel sink, the nickel-containing enzyme. A,
The His-rich regions of known or putative HypB proteins and the UreE and CooJ
proteins from various organisms. Reprinted with permission from Olson and Maier
(2000). B, Alignment of the G motifs from known or putative HypB proteins 
and the related nucleotide-binding P-loop residues (in the G1 region) of CooC and
UreG. (Adapled from Olson and Maier (2000).



of other (nonmetal) ligands, and proteolytic processing, a seemingly simple
process (e.g., metal donation into the apo-enzyme) can be complex.

Many genes proposed to encode factors involving nickel or iron metal-
locenter assembly or incorporation for hydrogenases have been sequenced,
but their roles in any specific process are poorly defined. For example, even
though it is known that each of the proteins HypC, HypD, HypB, HypE,
and HypF are required for nickel incorporation into (E. coli) hydrogenase,
their functions are largely unknown (Maier and Böck 1996a). Still, the prop-
erties of HypB, along with the phenotypes of HypB mutants, have resulted
in the conclusion that this protein plays a key role in nickel donation to
NiFe-hydrogenase (Waugh and Boxer 1986; Maier et al. 1993, 1995; Olson
et al. 1997). However, evidence for a direct role in nickel donation to apo-
hydrogenase is lacking. Processing of larger precursor forms of NiFe hydro-
genase are late events in hydrogenase maturation and, at least for E. coli
hydrogenase-3, nickel processing into the hydrogenase large subunit occurs
before specific proteolytic processing (Maier and Böck 1996b). Nickel-
dependent processing of the hydrogenase large subunit was also observed
for A. vinelandii (Menon and Robson 1994). Extracts from an E. coli
mutant lacking nickel-transport abilities were used to show that the hyp
gene products and the protease HycI (the homolog in B. japonicum and R.
leguminosarum is HupD) were required for the nickel-dependent incor-
poration of nickel into the large subunit (Maier and Böck 1996b). B.
japonicum and some other organisms that contain membrane-bound 
hydrogen-uptake NiFe hydrogenases contain an operon apparently lacking
in E. coli but involved in hydrogenase maturation/processing (Maier and
Triplett 1996). This operon is hupGHIJK which is usually organized con-
tiguously with hypAB. Like hydrogenase genes (hupSL) a s-54 binding site
is located just upstream of hupG. The organization of the B. japonicum
hydrogenase genes, including accessory genes, is shown in Figure 6.4. Not
shown is hupNOP located about 5kb from hupUV. Some of the proteins
thought to play metal-processing or enzyme-maturation functions contain
sequences that are intriguing to metallo-biochemists (Olson and Maier
1997). These include proteins that contain two zinc-finger motifs near the
N terminus and a histidine-rich sequence of HHH(A/D)H conserved in all
HypF proteins, a conserved C-X-X-C motif in all HypD, proteins, and two
C-X-X-C motifs in Hup I arranged as C-X2-C-X29-C-P-X-C (Maier et al.
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Figure 6.4. Organization of the hydrogenase genes of B. japonicum. The nickel-
transport related genes hupNOP located 5¢ of hupUV are not shown.



1997). Interestingly, a specific chaperone-type role was proposed for HypC
in the Ni-dependent maturation of E. coli hydrogenase (Magalon and Bock,
2000). The HypC was shown to bind to the precursor form of the large
subunit of hydrogenase prior to its maturation (nickel incorporation and
proteolytic processing); it was proposed that HypC associates which the
metal binding cysteinyl residues within the immature large subunit at the
time of metallocenter incorporation.

One of the most intriguing of accessory proteins needed for B. japonicum
hydrogenase synthesis is encoded by HypB (Fu and Maier 1994). The HypB
protein of B. japonicum contains an unusually histidine-rich area at its N
terminus and GTP-binding areas at the C terminus (Fu et al. 1995). This
protein binds a number of divalent metal ions. Evidence for a role of HypB
in storage of nickel came from analysis of mutants in which the N-terminal
histidine-containing area was deleted in frame (Olson et al. 1997). When
supplemented with nanomolar levels of nickel, hydrogenase activity of 
this mutant strain (JHD23H) was lower than the wild type. This phenotype
could be cured to nearly wild-type activities by adding micromolar levels
of nickel. HypB also plays a role in transcription of hydrogenase, pre-
sumably because it is involved in donation of nickel for HupUV, the regu-
latory hydrogenase. Although the JHD23H strain could express hupSL
promoter activity (Olson et al. 1997), the complete hypB deletion strain
could not. The role of HypA is not known, but it may work in asso-
ciation with HypB to mobilize nickel into hydrogenase. From analysis 
of an R. leguminosarum hypA mutant, Hernando et al. (1998) concluded
that the protein is essential for proper processing of the hydrogenase large
subunit.

Bradyrhizobium japonicum and Nickel Storage

Nickel deficiency has been shown to adversely affect the soybean root
nodule symbiosis, in particular the enzymes urease and hydrogenase
(Dalton et al. 1988), although a plant yield deficiency could not be detected
in the low-nickel environment. Limitation of the nickel available to the R.
leguminosarum–pea symbiosis resulted in lower hydrogenase activities 
of the bacteroids (Brito et al. 1994) and even of naturally occuring Hup 
rhizobia, but organisms carrying the R. leguminosarum hydrogen-uptake
(hup) genes responded to nickel supplementation with a clear increase in
bacteroid hydrogenase activity (Brito et al. 2000). It was concluded that loss
of nickel-dependent processing of hydrogenase in the symbiosis is in part
responsible for the lower hydrogenase activities in the low-nickel condi-
tions. The B. japonicum genes (hupNOP) encoding components responsi-
ble for nickel transport (Fu et al. 1994) have been studied by analysis 
of mutants, but it is not known if these genes function symbiotically. The
HypB protein of some hydrogen-oxidizing bacteria contains a histidine-rich
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domain that has been shown (for B. japonicum) to function in the storage
of nickel. Other HypB proteins with His-rich portions include those 
from A. vinelandii (Tibelius et al. 1993) and R. leguminosarum (Rey et al.
1994).

Another domain of HypB (present in all HypB proteins, including E. coli)
is responsible for GTP hydrolysis. In E. coli and B. japonicum, this activity
has been strongly correlated with the ability to incorporate nickel into
nickel-hydrogenase (Maier et al. 1993; Olson and Maier 2000). Loss of the
nickel-binding area of HypB (the His-rich area) results in decreased ability
of the cells to store nickel, and when starved of nickel, these nickelin-
deficient strains cannot synthesize much hydrogenase. It is important that
the JHD23H version of nickelin retains the ability to bind a single nickel
ion (per HypB monomer); this nickel could be important in the nickel-
donation process. The B. japoncium HypB appears to serve both a nickel
storage role and a nickel mobilization or incorporation role for hydroge-
nase activity (Olson et al. 1997; Olson and Maier 2000). The two roles of B.
japonicum HypB (nickelin) could be functionally and structurally separated
in vivo and in vitro by studying mutants with lesions introduced separately
in the two functional domains, as well as by comparing the properties of the
purified mutant versions of the protein (Olson and Maier 2000). The key
portion of the sequence of nickelin-mutant strains used in our work are
shown in Table 6.1, and the properties of these mutants, or of the purified
proteins after their expression in E. coli, are shown in Table 6.2. The nickel
storage capability and hydrogenase activities of the mutant strains and 
the GTPase and nickel binding by the pure components are of particular
interest. Strain JHKT represents the residue 119–altered version in the G
domain for GTP binding and results in a loss of GTPase activity with con-
committant loss of nickel-hydrogenase formation. Taken together, the
results are consistent with the conclusion that the histidine-rich portion 
of nickelin plays a role in storage of nickel, and a separate domain (for
GTPase activity) is involved in nickel donation.
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Table 6.1. Partial list of nickelin-mutant strains.
Amino acid sequence at Total

the N terminus amino
Strain 1 10 20 30 40 50 acids

Wild type (M) CTVCGCSDGKASIEHAHDHHHDHGHDHD 302
HGHDGHHHHHHGHDQDHHHHHDHAHGX247

D23H (M) CTVCGCSDGKASIE 
HGX247 264

DEg First 67 amino acids like wild type; amino acids 68 to 
216 deleted in frame, last 6 amino acids (at C terminus)
like wild type 73

K119T Lysine at position 119 changed to threonine 302



Requirement for Nickel-Metabolism Proteins 
in Helicobacter pylori

The peptic ulcer–causing bacterum H. pylori contains two distinct nickel-
containing enzymes. These are a membrane-bound hydrogen-uptake-type
hydrogenase (Maier et al. 1996) and urease, which is an important virulence
factor for colonization of the stomach and combating acidity (McGee et al.
1999). The membrane-bound enzyme functions in the hydrogen uptake
direction and is associated with a cytochrome-containing respiratory chain,
but whether the bacterium gleans additional energy for growth by respir-
ing hydrogen is not known. The accessory proteins for urease synthesis 
have been well studied (McGee and Mobley 1999; McGee et al. 1999) and
include components for nickel-dependent processing of the apoenzyme.
From the genome sequences of H. pylori (Tomb et al. 1997;Alm et al. 1999),
it is clear that H. pylori contains urease and hydrogenase accessory genes
that are homologous to the known ure and hyp genes, respectively. In con-
trast to most other organisms, the hyp genes of H. pylori are not clustered
but are widely dispersed throughout the chromosome. To examine the roles
of hyp genes in hydrogenase synthesis of H. pylori, gene-directed mutations
were created. Their phenotype regarding Ni-enzyme activity is shown in
Table 6.3. Mutation of hypA or hypB resulted in a hydrogenase-negative
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Table 6.2. Characteristics of full-length and mutated hypB proteins.
In vivo In vitro

HypB Hydrogenase Promoter Nickel GTPase Nickel 
Strain expressed activity (%) activity (%) storage (per mm) binding

JH HypB 100 100 Yes 0.35 8.7
JHDEg None 0 0 No — —
JHD23H HypBD23H 40 (1mM 30 (1mM No 0.35 1

nickel) nickel)
80 (100mM 60 (100mM

nickel) nickel)
JHKT HypBK119T 0 0 — 0.03 8.5

Table 6.3. Effect of nickel supplementation on hydro-
genase and urease activities.

Hydrogenase Ureas

Strain 0 5mM 0 5 mM

Wild type 0.6 ± 0.2 0.7 ± 0.1 64 ± 23 24 ± 7
hypA <0.01 0.14 ± 0.06 0.3 ± 0.1 25 ± 11
hypB <0.01 0.07 ± 0.01 1.6 ± 0.5 29 ± 9



phenotype, which could be partially restored by adding nickel to the growth
medium. It was surprising that the mutants were also urease deficient and
this phenotype could be cured by adding nickel to the medium (Table 6.3
and Olson, Mehta, Maier, 2001). Mutation of the H. pylori hydrogenase
structural genes did not yield a urease-deficient phenotype, so the effect of
hyp gene loss affecting urease is not the result of an indirect affect of lack
of functional hydrogenase.

The urease-deficient phenotype caused by hyp gene mutation could be
due to a lack of synthesis of hydrogenase protein, or to a loss of a matura-
tion step. Figure 6.5 shows an immunoblot analysis to identify the large
subunit of urease from extracts of the wild type and a hypA mutant of H.
pylori. Equal amounts of extract protein were loaded onto the gel, so it is
clear that the hypA mutant is fully capable of making apourease. Still, the
urease activities clearly demonstrate that the mutant is devoid of enzyme
activity. Because other results implicate a nickel-metabolism deficiency in
the phenotype of hypA, the most reasonable explanation for this result is
that the mutant makes a nickel-deficient urease enzyme. It seems that some
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Immunoblot of Urease Large Subunit: Cells

Grown Without Nickel Supplementation

Activity: 58 0 (mmoles/min/mg)

Wt hypA

Figure 6.5. Immunoblot of the urease large subunit. Extracts of H. pylori wild type
(WT) and a hypA mutant from cells grown without nickel supplementation were
subjected to sodium dodecyl sulfate–polyacrylamide gel electrophoresis (SDS-
PAGE) and identified by blotting with an anti-urease large-subunit antiserum.
Urease activity was 58mmolmin-1 mg-1 for the wild type and 0mmolmin-1 mg-1 for
the hypA mutant.



of the hydrogenase accessory proteins, previously connected to nickel dona-
tion for hydrogenase synthesis in other bacteria, are also playing a role in
nickel urease maturation. This surprising connection between two dissimi-
lar nickel enzymes needs to be rigorously investigated by genetic and bio-
chemical approaches.

Conclusion

The seemingly simple process of hydrogen activation by Ni-containing
hydrogenases requires an enzyme with complex redox transition attributes
and precision with respect to synthesis of its metal center. The maturation
of these enzymes requires a source of nickel oftentimes acquired by 
concentration of the metal against a gradient, and a battery of maturation
accessory proteins to ensure proper metal mobilization and incorporation.
Some of the maturation proteins associate with immature hydrogenase
during the process, and accessory proteins have roles ranging from seques-
tering/storing of nickel to serving as chaperones to maintain proper folding
presumably during metallocenter incorporation into the large subunit of
hydrogenase. The properties and roles of some Ni-metabolizing hydroge-
nase accessory proteins have similarities to the maturation proteins needed
for other nickel-containing enzymes. Indeed, in the gastric pathogen 
H. phlori, some of the hydrogenase maturation proteins serve the Ni-
dependent maturation of urease as well as that for hydrogenase. Sensor-
regulator NiFe-hydrogenases are sometimes used to ensure that the
primary hydrogenase involved in hydrogen-oxidizing energy generation is
synthesized only when the proper redox environment (such as low oxygen
and presence of hydrogen) is encountered. Due to the similarities in the
mechanisms of Ni-enzyme maturation among different bacteria and among
different Ni-enzyme sinks (urease, hydrogenase, carbon monoxide dehy-
drogenase), an integrated picture of the requirements for Ni-enzyme 
maturation should be anticipated within the next few years.
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7
Genes and Genetic Manipulations 
of Desulfovibrio

Judy D. Wall, Christopher L. Hemme, Barbara Rapp-Giles,
Joseph A. Ringbauer, Jr., Laurence Casalot, and Tara Giblin

An increased understanding of the environmental roles of the sulfate-
reducing bacteria (SRB) has stimulated interest in the metabolism of 
these anaerobic bacteria. This interest has, in turn, driven the development
of molecular tools to examine the genetic regulation of these various
processes. Much of the metabolic work has been reviewed in two books
(Odom and Singleton 1993; Barton 1995), a volume of Methods in Enzy-
mology (Peck and LeGall 1994), and additional reviews (Hansen 1994;
Voordouw 1995; Widdel 1988), but none replaces Postgate’s (1984) earlier
monograph for providing a real feel for these bacteria. Summaries of the
advances in genetic and molecular approaches, which are essentially limited
to work with Desulfovibrio strains, can be found in Voordouw (1993, 1995),
Wall (1993), van Dongen et al. (1994) and van Dongen (1995). Here, we
will focus on recent molecular tools that have been successfully used with
SRB and present some exciting observations abstracted from the prelimi-
nary genome sequencing of Desulfovibrio vulgaris Hildenborough.

Vectors

In 1989, two groups—Powell and co-workers and van den Berg and
colleagues—published the first gene transfer into Desulfovibrio strains
employing the broad host range IncQ plasmids. These plasmids were mobi-
lized via conjugation from Escherichia coli and were replicated stably in the
SRB recipients. The isolation of a small cryptic plasmid, pBG1, from Desul-
fovibrio desulfuricans G100A (Wall et al. 1993) allowed the construction of
a series of vectors compatible with the IncQ plasmids (Rousset et al. 1998)
(Table 7.1). These vectors have been used both in D. desulfuricans G20 (a
plasmid-cured, nalidixic acid resistant derivative of G100A) (Wall et al.
1993) and Desulfovibrio fructosivorans (formerly Desulfovibrio fruc-
tosovorans) (Rousset et al. 1998). The facility of conjugation between 
SRB strains and E. coli has allowed the introduction into the SRB of cloned
genes for production of redox proteins in an anaerobic, highly reducing
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environment. In particular, the D. desulfuricans strain G20 has proven valu-
able for the production of cytochromes from D. vulgaris (Voordouw et al.
1990; Pollock et al. 1991; Blanchard et al. 1993; Pollock and Voordouw
1994). The success of this heterologous expression is likely due to the rea-
sonably close phylogenetic relationship between these strains (Fig. 7.1).
Phylogenetic trees based on 16S rDNA gene sequences of the family Desul-
fovibrionaceae show a distinguishable grouping of Desulfovibrio strains
(Castro et al. 2000).

It is interesting that several Desulfovibrio strains have not yet been
demonstrated to participate in conjugation with either IncQ- or pBG1-
based plasmids for unknown reasons (Argyle et al. 1992; van Dongen 
1995). Therefore alternative techniques for gene transfer are necessary.
While progress has been made in electroporation of Desulfovibrio (Rousset
et al. 1991, 1998), the development of reliable and efficient procedures
deserves further attention. Evidence has been obtained for the presence 
of a restriction barrier that limits transformation in D. vulgaris (Fu and
Voordouw 1997). The efficiency of electroporation of plasmids into 
D. vulgaris was increased from an undetectable level to 103 transformants
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Table 7.1. Vectors for use in Desulfovibrio.
Plasmid Replicon Markersa Use Reference

pSC27 pMB1, pBG1 Mob+, KmR Cloning Rapp-Giles et al.
(2000)

pSC270 pMB1 Mob+, KmR Unstable, marker Wall 
delivery

pBMC6 pMB1, pBG1 CmR Cloning, blue-white Rousset et al. (1998)
in E. coli

pBMK6 pMB1, pBG1 KmR Cloning, blue-white Rousset et al. (1998)
in E. coli

pBMS6 pMB1, pBG1 SmR Cloning, blue-white Rousset et al. (1998)
in E. coli

pBMC7 pMB1, pBG1 Mob+, CmR Cloning, blue-white Rousset et al. (1998)
in E. coli

pBMK7 pMB1, pBG1 Mob+, KmR Cloning, blue-white Rousset et al. (1998)
in E. coli

pBMS7 pMB1, pBG1 Mob+, SmR Cloning, blue-white Rousset et al. (1998)
in E. coli

pDDCAT pMB1, pBG1 Mob+, KmR Promoter probe, English and Wall
CmR reporter

pJAR23 pMB1, pBG1 Mob+, KmR Promoter probe, Ringbauer and Wall
lacZ reporter

pDDC1 IncP, pBG1 Mob+, KmR, TcR Cosmid cloning Wickman and Wall
pSTW1 pMB1 Mob+, CmR, sacB Marker exchange Wickman and Wall 
pJRC2 IncQ Mob+, CmR, KmS Cloning Rousset et al. (1998)

a Mob+, can be mobilized during conjugation with broad-host-range plasmids; KmR, kanamycin
resistance; Km3, kanamycin sensitivity; Cm, chloramphenicol; Sm, streptomycin; Tc,
tetracycline.



per microgram DNA when plasmids were prepared from D. vulgaris versus
E. coli (Fu and Voordouw 1997). In similar experiments with D. desulfuri-
cans G20, electroporation with plasmids prepared from G20 yielded 3 ¥ 104

transformants per microgram DNA compared to about 20 for plasmids per-
pared from E. coli (Ringbauer and Wall). Mutant derivatives lacking this
restriction barrier for use in gene manipulation experiments have yet to be
identified in either strain.

Gene Fusions

A powerful genetic tool for analyzing the expression of genes and operons
is gene fusion. Unfortunately, many of the reporter genes commonly used
require aerobic conditions for appropriate protein folding or have oxygen
as a substrate (Table 7.2). Thus with strict anaerobes, a number of tran-
scription or translation fusion vectors are not readily applicable. Exceptions
are the cat reporter gene encoding chloramphenicol acetyl transferase,
which provides a relative level of antibiotic resistance, and gus when used
with the substrate 4-methylumbelliferyl glucuronide, which produces a
somewhat diffusible fluorescent product. Unfortunately, the versatile lacZ
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De sulfovibrio salexigens

De sulfovibrio africanus

De sulfovibrio desulfuricansG20

De sulfovibrio gigas

De sulfomicrobium norvegicum

De sulfovibrio desulfuricans27774
De sulfovibrio desulfuricansEssex

De sulfovibrio vulgaris

E. coli

Figure 7.1. Phylogenetic tree of 16S rDNA sequences for select strains of sulfate-
reducing bacteria. The tree was constructed with Phylip by alignment of a 190-bp
segment of each 16S rDNA sequence by Clustalw. Bootstrap analysis was repeated
100 times with SEQBOOT, and the distance matrix was prepared with DNADIST.
Sequences were loaded randomly into NEIGHBOR for neighbor-joining analysis.
The GenBank accession numbers for the sequences used were Desulfomicrobium
norvegicum M37315, Desulfovibrio africanus M37315, D. desulfuricans 27774
M34113, D. desulfuricans Essex AF192153, D. desulfuricans G20 (to be submitted),
Desulfovibrio gigas M34400, Desulfovibrio salexigens M34401, D. vulgaris M34399,
and E. coli Z83204.



gene system with its chromogenic substrate (X-gal, 5-bromo-4-chloro-
3-indolyl-b-d-galactopyranoside) needs oxygenic conditions for blue color
formation. Gene expression in the SRB can be visualized with lacZ fusions,
but color development requires transfer of SRB colonies onto aerobic
plates where the cells are no longer growing (Ringbauer and Wall). The
transfer eliminates the possibility of comparing the intensities of color
development among colonies and causes the number of colonies screened
to be limited by practical considerations. The fluorescent substrate (4-
methylumbelliferyl b-d-galactoside) is effective under anaerobic condi-
tions; however, diffusion of the fluorescent product limits the utility of this
substrate (Casalot and Wall).

Geesey and co-workers (personal communication, 2000) obtained excit-
ing results on the introduction of gfp on an IncQ plasmid into D. desulfu-
ricans G20. Contrary to expectation, a low level of fluorescence was seen
in G20 cells carrying this gene under conditions of biofilm formation on
hematite (a-Fe2O3) surfaces. This result suggests that either conditions
favorable to folding of the green fluorescent protein were achieved under
anaerobiosis in these SRB or small amounts of oxygen were accessible to
the protein inside of the bacteria. The resolution of these possibilities may
provide an additional approach to studies of gene expression in the SRB.
As yet, the field of SRB genetics awaits the introduction of a facile visible
screen for gene expression.

Mutant Construction

For genetic studies in bacteria that are not easily manipulated, a trans-
poson capable of random mutagenesis and tagging of mutated genes is
extremely valuable. Random mutagenesis of D. desulfuricans G20 was doc-
umented when derivatives of Tn5 that have increased expression of trans-
posase (Simon 1984; Wolk et al. 1991) were used (Wall et al. 1996).
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Table 7.2. Reporter genes commonly used in gram-negative bacteria.
Gene Enzyme Activity conditions

lacZ b-galactosidase X-gal (oxygen is needed for color development)
phoA Alkaline phosphatase Oxidizing conditions for enzyme folding
xylE Catechol 2,3-dioxygenase Oxygen is substrate
lux Luciferase Oxygen is substrate
gfp Green fluorescent protein Oxygen is needed for protein folding
Gus b-glucuronidase 4-Methylumbelliferyl glucuronide
cat Chloramphenicol Growth in presence of chloramphenicol

acetyltransferase



Unfortunately, the efficiency was 10-6 at best. Tn7 was then discovered to
transpose in G20 into a unique site (Wall et al. 1996). Such site-specific
transposition was described for E. coli (Craig 1991), and the recognition
sequences for insertion from the SRB and E. coli are strongly conserved
(Wall et al. 1996). The transposition efficiency of Tn7 was 100 times better
than that determined for Tn5 in G20. Therefore, a mutant of Tn7 was gen-
erated to eliminate the insertion site specificity with the hope of obtaining
a facile mutagenesis tool. Such a mutant was obtained that exhibited
random transposition. Unfortunately, the efficiency of transposition, 1–2 ¥
10-6, was again unacceptably low for creating a library of mutations for
screening (Wall et al. 1996).

An alternative to using existing transposons for mutagenesis was
successfully demonstrated for coryneform bacteria (Vertes et al. 1994). A
naturally occurring insertion element that encoded its own transposase 
was modified to contain a selectable marker. Upon introduction into a naive
background, transposition mutagenesis could be demonstrated. A candi-
date insertion element from D. vulgaris, ISD1, was identified and sequenced
by Fu and Voordouw (1998), who also recognized the possibility of this
special application. Because ISD1 was found to have interrupted a gene
being used for counterselection during genetic constructions, it was clearly
capable of active transposition. Its target sequence, AANN (Fu and 
Voordouw 1998), would appear to offer little restriction on insertion sites.
Although the frequency of transposition of this insertion element is not
known, it provides the genetic material for the development of an artificial
transposon for Desulfovibrio.

To determine the function of a gene once identified, it is important to be
able to construct well-defined mutations in the gene. Preliminary charac-
terization can be gained from plasmid insertion mutagenesis (Rapp-Giles
et al. 2000). An internal fragment of the gene to be mutagenized is cloned
in a plasmid that is unable to replicate in the target bacterium. After intro-
duction into the cell, selection for maintenance of the plasmid antibiotic
marker identifies cells in which the plasmid has integrated into the chro-
mosome by recombination in the region of the gene fragment. The chro-
mosomal copy of the gene is partially duplicated, and the two incomplete
copies are separated by plasmid sequences. This technique offers a
relatively quick method for testing the feasibility of creating mutations in
genes that may prove to be important in metabolism. However, revertants
and supressors can be generated in these plasmid-interrupted mutants,
because none of the sequences of the gene is deleted from the cell. Counter
to expectations, a mutation in cycA, the gene encoding cytochrome c3,
was successfully constructed with this technique in D. desulfuricans
G20. Although the mutant was not significantly impaired in growth 
rate with lactate as carbon and reductant source, the extent of growth 
was reduced by about 15%. It was inferred from these results that this
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cytochrome plays an important role in electron flow from lactate but that
alternative pathways also exist (Rapp-Giles et al. 2000).

Rousset et al. (1991) reported the first directed gene deletion created 
by marker exchange in D. fructosivorans. A plasmid containing a chro-
mosomal fragment spanning the genes for the [NiFe] hydrogenase was
manipulated to remove the structural genes and replace them with a
kanamycin-resistance cassette. Electroporation of D. fructosivorans with
this genetic construct resulted in a double homologous recombination,
eliminating the chromosomal copy of the hydrogenase genes. Single re-
combinants in which the plasmid was integrated into the chromosome 
were rare (Casalot, personal communication, 1999). In D. vulgaris and
D. desulfuricans G20, double recombination is the rare event. To circum-
vent this limitation to stable mutant construction, Fu and Voordouw 
(1997) had excellent success with a marker exchange mutagenesis proce-
dure adapted from Pseudomonas (Schweizer 1992). In this procedure,
a construct like that made by Rousset et al. (1991) was used—an antibi-
otic resistance cassette replaced all or part of the gene to be mutated 
in a cloned fragment of the chromosome. The vector carrying this con-
struct was unable to replicate in the SRB and, importantly, carried a 
counterselectable marker, sacB. The Bacillus subtilis sacB encodes levan-
sucrase, which generates a product toxic for Gram-negative bacteria when
the enzyme is expressed in the presence of sucrose (Reid and Collmer
1987). After introduction of the plasmid, selection of the antibiotic
resistance identified cells that had integrated the plasmid, and subsequent
enrichment for resistance to sucrose revealed cells in which a second recom-
bination event had eliminated plasmid sequences. Sucrose resistance can
result from any mechanism that inactivates the sacB gene. Therefore, the
desired constructs were identified by Southern blot analysis (Fu and
Voordouw 1997). This procedure has been quite successful for D. vulgaris
(Fu and Voordouw 1997; Keon et al. 1997; Voordouw and Voordouw 1998),
but other D. should be amenable to mutant construction by this procedure
as well.

Genome Sequence Searches

A preliminary sequence for the D. vulgaris Hildenborough genome was
released by the Institute for Genomic Research (supported by the U.S.
Department of Energy; www.tigr.org). This is a rich resource for gaining a
more comprehensive understanding of the metabolism of this bacterium
and, by extrapolation, that of physiologically similar microbes (Cordwell
1999). It must be kept in mind that the identification of a putative gene by
sequence gazing does not prove that the gene is expressed or that the
enzyme is active. However, finding possible genes for a pathway offers jus-
tification for further exploration.
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An apparently incongruous metabolic observation was the inability of
most Desulfovibrio strains to grow on hexoses, even though some strains
were shown to store polyglucose (Stams et al. 1983). This storage polymer
can be mobilized and supports NTP synthesis both aerobically and
anaerobically (Santos et al. 1993) but apparently not growth (van Niel and
Gottschal 1998). Under aerobic conditions, this polymer may provide
reducing power for oxygen consumption, thereby protecting the cell in this
toxic environment. Despite this metabolic capacity, the cells are still unable
to use glucose as a substrate. From these results it is inferred that uptake
and/or activation of hexoses must be defective. In fact, assays of all the gly-
colytic enzymes of D. gigas have revealed a complete complement of activ-
ities necessary for fermentation of glucose, with the exception of a system
for hexose transport (Fareleira et al. 1997). Searches of the D. vulgaris
genome revealed homologs of all the glycolytic enzymes (Fig. 7.2), a result
completely compatible with the biochemistry of D. gigas. Fu and Voordouw
(1998) suggested that D. vulgaris was defective in glycolysis because the
endogenous insertion element ISD1 likely prevented expression of two
genes essential for glycolysis. ISD1 was found near gap, the gene encoding
glyceraldehyde-3-phosphate dehydrogenase, and, by extrapolation from the
gene arrangements in other bacteria, the position of ISD1 would cause a
polar mutation–blocking expression of pgk (phosphoglycerate kinase) and
tpi (triosephosphate isomerase). However, an examination of the two gap
genes found in the D. vulgaris genome revealed that pgk and tpi were not
present in an operon with either gap gene. The position of ISD1 was con-
firmed to be just downstream of one of the gap genes Fu and Voordouw
(1998), but a conserved gene arrangement was not found. Thus again trans-
port or activation of hexoses may be the limitation for their use as growth
substrates by D. vulgaris.

It is interesting that an examination of TCA cycle genes (Fig. 7.3) suggests
an incomplete cycle. Possible genes for pyruvate dehydrogenase, a-ketoglu-
tarate dehydrogenase, and citrate synthase were not identified. These 
may not be present in the chromosome, or the missing genes may not be 
recognized because of low sequence similarity or because the genes pro-
viding these functions are actually novel. If both a-ketoglutarate dehy-
drogenase and citrate synthase are not present, how then does the cell 
make the essential intermediate a-ketoglutarate for glutamate production?
Further exploration of the genome uncovered sequences with strong 
similarity to the ferredoxin-dependent enzyme a-ketoglutarate synthase 
(E value 1.7E-74), an enzyme first described in the phototroph Chlorobium
limicola forma thiosulfatophilum (Evans et al. 1966; Buchanan and Arnon
1990). If functional enzymes are made from the putative genes identified
(Fig. 7.3), the partial cycle could function to make all the necessary inter-
mediates for biosynthesis, including a-ketoglutarate. The sequences found
provide justification for the conjecture that most of the cycle can operate in
reverse.
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Figure 7.2. Putative pathway for central carbon metabolism in D. vulgaris Hilden-
borough. The numbers designate the enzyme catalyzing the step (arrow). The E
values, indicating the likelihood that the similarity to the query sequence occurred
by chance, are given in parentheses below. All sequences were compared to 
E. coli genes, except where indicated. 1, glycogen phosphorylase (1.7E-15); 2,
UTP-glucose-1-phosphate uridylyltransferase (2.3E-54, Sinorhizobium meliloti); 3,
glycogen synthase (4.1E-75); 4, glycogen-branching enzyme (1.4E-175); 5, phospho-
glucomutase (2.0E-175); 6, phosphoglucose isomerase (3.7E-39, Bacillus stearot-
hermophilus); 7, phosphofructokinase (2.9E-22, Clostridium acetobutylicum);
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Figure 7.2. Continued. 8, fructose-1,6-bisphosphatase (2.0E-70); 9, fructose-
bisphosphate aldolase (4.7E-08); 10, triosephosphate isomerase (1.0E-36); 11, glyc-
erol-3-phosphate dehydrogenase (3.1E-96); 12, glycerol kinase (3.4E-156); 13,
glyceraldehyde-3-phosphate dehydrogenase (7.5E-78); 14, phosphoglycerate kinase
(1.0E-128); 15, phosphoglyceromutase (3.3E-69); 16, enolase (5.9E-133); 17, pyru-
vate kinase (6.4E-65); 18, pyruvate (H2O) dikinase (2.0E-66, D. vulgaris); 19,
pyruvic-ferredoxin oxidoreductase (2.8E-46, Archaeoglobus fulgidus); 20, hydroge-
nase (0.E-00, D. vulgaris); 21, phosphotransacetylase (3.1E-112); 22, acetate kinase
(8.3E-82); 23, pyruvate formate-lyase (7.2E-91); 24, formate dehydrogenase (1.0E-
118, D. vulgaris); 25, l-lactate dehydrogenase (1.2E-30); 26, lactate permease (1.0E-
121, D. vulgaris).
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Figure 7.3. Putative tricarboxylic acid cycle in D. vulgaris Hildenborough. The
numbers designate the enzyme catalyzing the step (arrow). The E values, indicating
the likelihood that the similarity to the query sequence occurred by chance, are given
in parentheses below. All sequences were compared to E. coli genes except for A.
fulgidus genes. 1, pyruvic-ferredoxin oxidoreductase (2.8E-46, A. fulgidus); 2, pyru-
vate formate-lyase (7.2E-91); 3, pyruvate carboxylase (5.0E-93, A. fulgidus); 4,
malate dehydrogenase (9.5E-12); 5, fumarase class II, anaerobic (1.7E-138); 6,
fumarate reductase, flavoprotein (9.6E-86); 7, succinate dehydrogenase (2.5E-78); 8,
succinyl-coA synthetase (1.7E-64); 9, a-ketoglutarate synthase (1.7E-74, A.
fulgidus); 10, isocitrate dehydrogenase (1.3E-106); 11, aconitase (2.0E-40).



An examination of the genetic neighborhood of the cytochromes pro-
vided another intriguing inference (Fig. 7.4). Immediately upstream of the
tetraheme cytochrome c3 gene are two putative genes involved in heme
modifications. These genes have strong homology with Salmonella genes
cbiH and cbiG (E values 3E-57 and 1E-30, respectively) (Roth et al. 1993).
In Salmonella, cbiH encodes precorrin-3-methylase, and the function of
CbiG is unknown. It is intriguing to speculate that these genes might
provide methylations or other modifications for the hemes in the various
cytochromes. Generally these genes are part of large operons devoted to
cobalamin biosynthesis; however, in D. vulgaris, homologs of other genes
in this pathway are apparently not nearby. In fact, immediately upstream of
these two genes is a homolog of hemL, encoding glutamate-1-semialdehyde
2,1-aminomutase (E value 1E-133), necessary for d-aminolevulinate biosyn-
thesis in the glutamate pathway. This observation, along with an apparent
absence of a classical d-aminolevulinate synthase, suggests that the C-5
pathway may be that used for heme biosynthesis in D. vulgaris.

Dilling and Cypionka (1990) reported oxygenic respiration in D. vulgaris
that was coupled to phosphorylation but could not support growth.
Although pathways involving rubredoxin have been proposed for oxygen
reduction (Chen et al. 1993a, 1993b; LeGall and Xavier 1996), gene
sequencing of D. vulgaris Miyazaki unexpectedly turned up a gene for a
putative cytochrome c oxidase-like protein (Kitamura et al. 1995). Bio-
chemical and biophysical examination of membrane-bound cytochromes
did not support expression of such a gene (Ozawa et al. 1997). In search-
ing the sequences of the D. vulgaris Hildenborough genome, not only was
a gene for subunit I of an aa3-type cytochrome c oxidase (col) (Kitamura
et al. 1995) observed but, apparently downstream, genes for subunits III,
IV, and II of that oxidase (E values 2E-49, 9E-9 and 1E-59, respectively)
were seen. These genes could hypothetically produce a proton-pumping
heme-copper respiratory oxidase homologous to the cytochrome bo3 of E.
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Figure 7.4. Arrangement of genes in the region of the cytochrome c3 structural
gene, cycA. The boxes represent open reading frames that could potentially code
for the genes indicated. hemL, glutamate-1-semialdehyde 2,1-aminomutase; cbiG,
protein of unknown function; cbiH, precorrin-3-methylase; hypoth., hypothetical
protein from Caenorhabditis elegans. All genes are transcribed from left to right.
No information about operon structure is available, except that cycA is
monocistronic in the related strain D. desulfuricans G20 (Rapp-Giles et al.
2000).



coli, which operates under high aeration. E. coli has a second respiratory
oxidase, cytochrome bd, which is maximally produced under limited aera-
tion (Gennis and Stewart 1996). Further exploration of the D. vulgaris
genome revealed putative genes for a cytochrome d ubiquinol oxidase
subunit I and a cytochrome d oxidase subunit, which have homology with
the corresponding E. coli genes (E values 1E-107 and 3E-71, respectively).
Studies by van Niel and Gottschal (1998) of the oxygen consumption of
several D. desulfuricans strains led these researchers to propose that mul-
tiple systems were likely to exist for oxygen reduction that functioned dif-
ferentially with respect to oxygen concentration. The presence of these
cytochrome oxidase genes stimulates the question of whether conditions
can be found under which they might be functional in this strict anaerobe
and whether these systems could contribute to oxygen consumption.

Conclusion

These examples of observations of sequences leave more questions than
answers but provide intriguing hints that the metabolism of this important
group of bacteria is versatile and complex.
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8
Function and Assembly of 
Electron-Transport Complexes 
in Desulfovibrio vulgaris
Hildenborough

Gerrit Voordouw

The bioenergetics of Desulfovibrio spp. have been studied extensively 
but are as yet poorly understood. Peck contributed enormously to this 
topic by showing that Desulfovibrio spp. couple proton-driven ATP syn-
thesis to sulfate respiration; by advancing models for the bioenergetics of
Desulfovibrio spp., such as the hydrogen cycling model (Odom and Peck
1981); and by studying the molecular biology of Desulfovibrio spp., leading
to the cloning and sequencing of genes for nickel-containing hydrogenases.
The sequence of the Desulfovibrio vulgaris Hildenborough genome
(www.tigr.org) will soon complete our knowledge of all redox proteins
involved in energy transformation associated with sulfate respiration. This
chapter reviews the structure and assembly of enzymes and protein com-
plexes that are active in the electron-transport pathway from hydrogen to
sulfate in Desulfovibrio.

The Components: Hydrogenases, Cytochrome c3, and 
the Hmc Complex

Desulfovibrio spp. have periplasmic, nickel-containing and iron-only hydro-
genases. A cytoplasmic NADP-reducing hydrogenase was described for 
Desulfovibrio fructosovorans (Malki et al. 1995) but is not widely distrib-
uted. Two different classes of nickel-containing hydrogenases, the NiFe- 
and NiFeSe-enzymes, are found in Desulfovibrio. The structures of 
NiFe-hydrogenases from Desulfovibrio gigas and D. vulgaris, which contain
a large (L; 60 kDa) and a small (S; 30 Da) subunit, have been determined
(Volbeda et al. 1995; Higuchi et al. 1997). It appears that the periplasmic
NiFe-hydrogenase is widespread in Desulfovibrio spp., whereas the periplas-
mic iron-only and NiFeSe hydrogenases have a more limited distribution
(Voordouw et al. 1990). The function of all periplasmic hydrogenases is likely
the uptake of hydrogen to serve as electron donor for sulfate reduction.
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Malki et al. (1997) provided genetic evidence for this. Deletion of both the
hyn genes, encoding periplasmic NiFe-hydrogenase, and the hnd genes,
encoding the cytoplasmic NADP-reducing hydrogenase, did not eliminate
the ability of the organism to use hydrogen as electron donor for sulfate
reduction. This was credited to the presence of the hyd genes, encoding
periplasmic iron-only hydrogenase. These experiments indicated a role in
hydrogen uptake for both the periplasmic NiFe and the periplasmic iron-
only hydrogenase,although this function for the latter must still be confirmed
by making the appropriate hyd deletion mutations. In contrast, van den Berg
et al. (1991) presented evidence that iron-only hydrogenase in D. vulgaris
Hildenborough has an essential role in hydrogen production in lactate
metabolism. This was not shown by deletion mutagenesis, because the
authors were unable to construct a hyd replacement mutant, but by expres-
sion of hyd antisense RNA.This decreased iron-only expression about three-
fold and led to a decreased growth rate and growth yield on hydrogen-sulfate
medium. Expression of antisense RNA also decreased the size of the hydro-
gen burst (the concentration of hydrogen in the culture head space) during
the initial stages of growth on lactate-sulfate media (van den Berg et al. 1991).

There are two problems with the proposal that iron-only hydrogenase is
essential for lactate metabolism in Desulfovibrio spp. First, the enzyme is
not present in all species and, second, it is not clear why the enzyme would
have to be located in the periplasm if its main function is to produce hydro-
gen. In their hydrogen cycling hypothesis, Odom and Peck (1981) proposed
that hydrogen production from lactate is catalyzed by an as yet unidenti-
fied cytoplasmic hydrogenase and that subsequent oxidation of this cyto-
plasmically produced hydrogen to protons by a periplasmic hydrogenase
provides the proton gradient that can drive ATP synthesis. Thus, if iron-only
hydrogenase in Desulfovibrio were essential for hydrogen production, one
would expect the enzyme to be a cytoplasmic, not a periplasmic, enzyme,
similar to CpI, the 60kDa iron-only hydrogenase of Clostridium pasteuri-
anum (Peters et al. 1998). Instead, iron-only hydrogenase in Desulfovibrio
consists of two subunits (a, 46kDa; b, 10kDa), which are homologous to
the N- and C-terminal parts of the CpI polypeptide, respectively (Nicolet
et al. 1999). This splitting is essential for export of the enzyme to the
periplasm. The b-subunit is synthesized with a 34 amino acid twin-arginine
signal sequence that allows export of redox proteins to the periplasm
through a special pore, the characteristics of which were identified (Settles
et al. 1997; Sargent et al. 1998; Weiner et al. 1998). This structural alteration
of iron-only hydrogenase in Desulfovibrio, compared to the enzyme in
Clostridium, suggests an altered function. Indeed, studies on the phenotype
of an iron-only hydrogenase-deletion mutant of D. vulgaris Hildenborough
indicated that growth with lactate and hydrogen as electron donor for
sulfate reduction was not affected, whereas lower growth yields per mole
of sulfate were obtained when hydrogen was the sole electron donor of
sulfate reduction (Pohorolic et al. 2002). Thus the primary function of
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periplasmic NiFe- and iron-only hydrogenases in Desulfovibrio appears to
be hydrogen uptake for sulfate reduction (Fig. 8.1).

In vitro studies established that electrons are transferred efficiently from
both NiFe- and iron-only hydrogenases to cytochrome c3. This small 13kDa
c-type cytochrome has four hemes (reduction potential -200 to -300mV)
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Figure 8.1. Redox proteins catalyzing electron transfer from hydrogen to sulfate
in Desulfovibrio. The cytoplasmic uptake of protons associated with the reduction
of sulfate is not shown. Hyd, hydrogenase; cyctc3, cytochrome c3; HmcA, HmcB,
HmcC, HmcE, HmcF, components of the Hmc complex; IM, inner membrane; OM,
outer membrane.



and is usually abundantly present in the Desulfovibrio periplasm. Its
structure–function properties have been studied extensively. A cyc mutant
was constructed for D. desulfuricans which showed impaired growth with
pyruvate as electron donor. Growth with lactate and, surprisingly, with
hydrogen as electron donor for sulfate reduction were not affected (Rapp-
Giles et al. 2000). This appears to be in conflict with the notion, derived
from in vitro studies, that electrons are transferred from hydrogenases to
cytochrome c3 for subsequent transfer to the sulfate reduction pathway. A
possible explanation for this dilemma is to propose that electrons are trans-
ported from hydrogenases directly to the cytochrome c3 domains of the high
molecular weight cytochrome from D. vulgaris (HmcA in Fig. 8.1). Indeed,
in vitro studies showed that such electron transport is possible, although at
a much reduced rate compared to electron transport to cytochrome c3. It is
interesting that addition of small catalytic amounts of cytochrome c3 accel-
erate greatly electron transfer from hydrogenases to the hemes of HmcA
(Pereira et al. 1998). Thus the presence of large amounts of cytochrome c3

may not be essential, and it is conceivable that transport from hydrogen to
sulfate may be able to bypass cytochrome c3 in vivo (Fig. 8.1).

The Hmc complex of D. vulgaris Hildenborough consists of six redox
proteins (HmcA–HmcF) (Rossi et al. 1993; Voordouw 1995; Keon and
Voordouw 1996). HmcA is a periplasmic high molecular weight cytochrome
containing 16 c-type hemes. Different forms of this cytochrome may be
present in other Desulfovibrio spp. For instance, D. desulfuricans ATCC
27774 has a periplasmic multiheme cytochrome with 9 hemes, arranged in
two tetra-heme clusters, with a protein fold similar to that of cytochrome
c3 and with the 9th heme located between the two c3 domains (Matias et al.
1999). This smaller cytochrome is homologous to the C-terminal region of
HmcA. HmcA also shares homology with MtrA, a c-type cytochrome with
10 hemes, thought to be part of the Fe(III) and Mn(IV) reduction system
of Shewanella putrefaciens (Beliaev and Saffarini 1998). HmcA is encoded
by the hmcA gene, the first of the hmc operon, which also includes the
hmcB, hmcC, hmcD, hmcE, and hmcF genes (Fig. 8.2). Analysis of protein
hydrophobicity reveals that HmcB–HmcE are integral membrane proteins
(Rossi et al. 1993). These contain iron–sulfur clusters, or b-type heme,
for transmembrane electron transport. HmcF is a cytoplasmic protein
containing iron–sulfur clusters. It is probably widely distributed, because
Archaeoglobus fulgidus has several homologs to this protein, one of which
is encoded as part of an operon that is similar to the hmc operon (Fig. 8.2).
The hmc-like operon of A. fulgidus is located at base pair 1,600,820 of the
genomic sequence (Klenk et al. 1997). Its gene order is different from D.
vulgaris, e.g., the hmcA homolog is the last gene of the operon. The A.
fulgidus HmcA-like protein is greatly reduced in size and contains only 6
c-type heme-binding sites. Nevertheless, the evidence that A. fulgidus has
an Hmc complex with a structure similar to that of D. vulgaris (Fig. 8.1) is
strong, because all other proteins encoded by the A. fulgidus operon share
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homology with their D. vulgaris counterparts. The presence of a membrane-
bound Hmc complex with a proposed function in electron transport from
hydrogen to sulfate may thus be a universal feature of sulfate-reducing
bacteria.

Biochemical and Genetic Evidence for Hmc Complex
Function in Hydrogen Oxidation

Pereira et al. (1998) provided biochemical evidence that electron transfer
from either iron-only or NiFe-hydrogenases to HmcA is possible, although
at a slow rate. The increase in electron-transfer rate by addition of
cytochrome c3 indicates that a more probable electron-transport path is
from hydrogen through hydrogenase and cytochrome c3 to HmcA.

Keon et al. (1997) showed that the Hmc complex is present in D. vulgaris
at its highest concentration when hydrogen is the sole electron donor for
sulfate reduction. The presence of lactate or pyruvate led to a decreased
content of the Hmc complex, as shown by immunoblotting studies. Dele-
tion of two genes downstream from the hmc operon, rrf1 and rrf2, led to a
twofold increased content of the Hmc complex and a more rapid growth
with hydrogen as the electron donor.

More direct evidence that the Hmc complex is important for hydrogen
metabolism was provided by Dolla et al. (2000), who replaced a 5kb DNA
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Figure 8.2. The gene arrangement of the hmc operon in D. vulgaris Hildenborough
and a putative hmc operon in A. fulgidus. The sequence homology of the two HmcA
proteins, which are multiheme c-type cytochromes, is also shown.



fragment encoding most of the Hmc complex with a chloramphenicol resis-
tance (cat) marker. The resulting mutant, D. vulgaris H801, did not express
either HmcA or HmcF, as judged by immunoblotting. Measurement of
hydrogen uptake activity by whole cells indicated a threefold decreased
uptake activity in the mutant strain. Yet the level of iron-only hydrogenase,
responsible for 90% of hydrogenase activity in D. vulgaris Hildenborough
(Lissolo et al. 1986), was unchanged, as shown by immunoblotting, activity
staining of native gels, and direct measurement of hydrogenase activity in
broken cells using methylviologen as an artificial electron acceptor. These
results indicate that the H801 strain is deficient in electron transport from
hydrogenases to the sulfate-reduction pathway, not in the hydrogenase
activity.

Specific growth rates and growth yields of the H801 strain were identi-
cal to the wild-type strain when lactate or pyruvate served as electron donor
for sulfate reduction. Only with hydrogen as electron donor was a clearly
reduced growth rate observed: m = 0.038h-1 for H801 and m = 0.050h-1 for
wild type. (Dolla et al. 2000) (Fig. 8.3). These results indicate that the Hmc
complex is important for growth on hydrogen, as suggested in Figure 8.1
and that there must be other transmembrane complexes that allow electron
transport from periplasmic hydrogenases to the cytoplasmic sulfate-

104 G. Voordouw

Figure 8.3. Growth of D. vulgaris wild type (WT) and H801 in liquid culture with
hydrogen as sole electron donor for sulfate reduction. Growth was at 32°C in
unstirred 300mL nephelometer flasks with 50mL defined medium under conditions
of gas exchange. Cell density in OD600 units is plotted as a function of time. Cells
of the first culture were used to inoculate a second culture at t = 100h. Wildtype: m
= 0.050h-1; H801: m = 0.038h-1.



reduction pathway. The nature of these other complexes remains to be char-
acterized. Now that the genome sequence of D. vulgaris is being completed,
these complexes can in principle be identified by genomic approaches, i.e.,
by determining whether certain gene products are upregulated in the H801
strain compared to the wild-type strain to compensate for the loss of the
hmc operon genes.

During growth of D. vulgaris, the increase in cell density (A600) as a
function of time is linearly related to a decrease in the sulfate concentra-
tion. The H801 and wild-type strains appeare to be equally efficient in
making cell mass during sulfate respiration. From the slopes of the lines in
Figure 8.4, a similar growth yield per mole of sulfate (Y = 9.7gmol-1) can
be derived for the H801 and wild-type strains. This result indicates that the
Hmc complex does not contribute to greater bioenergetic efficieny in D.
vulgaris, e.g., by coupling the transport of electrons to the pumping of
additional protons to the periplasm. This could indicate that the proton
gradient derives solely from the fact that hydrogen oxidation (producing
protons) is periplasmic and sulfate reduction (consuming protons) is cyto-
plasmic, as proposed originally by Odom and Peck (1981) and Peck (1993).
Other transmembrane electron-transport complexes that remain once the
Hmc complex is deleted may operate similarly, giving the same bioener-
getic efficiency at a lower growth rate.

A final interesting aspect of the growth phenotype of the H801 strain is
that it is much slower in forming colonies on agar plates, especially when
hydrogen serves as the electron donor for sulfate reduction. Assuming that
colony formation involves reduction of the redox potential of the environ-
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Figure 8.4. Molar growth yields of D. vulgaris Hildenborough wild type and H801
strains.



ment surrounding a cell on the agar surface, one concludes that the H801
strain is deficient in its ability to establish such a reduced redox potential.

Assembly of Redox Protein Complexes in 
Desulfovibrio vulgaris

The existence of a specialized system for the export of hydrogenases to the
periplasm, now referred to as the twin-arginine translocation (Tat) system
was first suspected through research on the iron-only hydrogenase of D.
vulgaris. After cloning and sequencing of the hydA and hydB genes, encod-
ing the a and b subunits of this hydrogenase, researchers were at first not
at all clear how this hydrogenase was exported to the periplasm, because a
typical Sec-dependent signal sequence was lacking (Voordouw and Brenner
1985). The Sec system for export of proteins to the periplasm consists of
the SecA, SecE, SecG, and SecY proteins. These translocate their protein
substrates in unfolded form through a threading mechanism, driven by
SecA-catalyzed ATP hydrolysis. The translocation is initiated by an N-
terminal signal sequence, usually 20–30 amino acids in length, which gen-
erally has a positively charged N terminus but is otherwise hydrophobic
throughout. The signal peptidase cleavage site is often at an Ala-Ala
sequence. Examples of Sec-system-dependent signal sequences are pro-
vided by those for the c-type cytochromes of D. vulgaris (Fig. 8.5). After
export to the periplasm, c-type cytochromes fold and combine covalently
with heme, which is also exported, to give the functional holo-proteins.
The details of the mechanism of c-type cytochrome assembly are not yet
clear. However, this mehanism must be similar in all prokaryotes and has 
Sec-system-mediated export as an important feature, because c-type
cytochromes are periplasmic, or membrane-bound with the c-type heme on
the external side of the cytoplasmic membrane in all prokaryotes.

In the case of iron-only hydrogenase neither the HydA not the HydB
subunit has a typical Sec-system-dependent signal sequence. However,
studies by Prickril et al. (1986) established that HydB had a complex signal
sequence of 34 amino acid residues (Fig. 8.5). Subsequent sequence analy-
sis of genes for NiFe hydrogenase of Desulfovibrio and many other species
and comparison with the N termini of the mature proteins established that
all small subunits of periplasmic hydrogenases have a complex signal
sequence of 30–50 amino acid residues (Fig. 8.5). Different from Sec-system
signal peptides these sequences all shared a conserved motif RRXFXK,
(Fig. 8.5, bold face type). These observations suggest a unique mechanism
for hydrogenase transport that involves a specialized pore, containing 
at least one protein component that recognizes the conserved motif. It 
soon became apparent that many other redox proteins use the Tat system
rather than the Sec system for translocation to the periplasm. The reasons
for this are thought to be that insertion of cofactors such as nickel or 
iron in iron-sulfur clusters is a cytoplasmic process; the insertion of c-type
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heme is the only known exception. Because cofactor insertion requires
partial or complete folding of the polypeptide chain, redox proteins cannot
be translocated through the threading mechanism of the Sec system.
Instead, the Tat system is thought to allow export of proteins in partially or
completely folded form. Early studies on export of D. vulgaris iron-only
hydrogenase expressed from a plasmid containing the hydA and hydB or
separate genes in Escherichia coli indicated that export was cooperative,
i.e., required the presence of both genes (van Dongen et al. 1988). This
implies that the signal sequence of the small subunit was able to translo-
cate the small-large subunit complex. This has been referred to as the 
hitchhiker mechanism (Rodrigue et al. 1999). In the case of translocation
of NiFe hydrogenases, the mechanism also involves C-terminal processing
of the large subunit, required for cytoplasmic nickel insertion (see Chapter
6). Hatchikian et al. (1999) showed that the large subunit of iron-only
hydrogenase is also processed at the C terminus, presumably also for 
correct assembly of the active-site iron-sulfur cluster or for export to the
periplasm.

The general nature of the Tat system became apparent when it was found
that FdhA, the catalytic subunit of formate dehydrogenase from Wolinella
succinogenes, also has a twin-arginine signal peptide (Bokrantz et al. 1991)
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Figure 8.5. Signal sequences of redox proteins translocated through either the Sec
or the Tat system. Dv-Cyc, Dv-Cyf, Dv-HmcA, Sec-dependent signal peptides of
cytochrome c3, cytochrome c553, and the 16-heme, high molecular weight cytochrome
(HmcA) from D. vulgaris; DvHHydB, DvMHydB, Tat-dependent signal sequences
of iron-only hydrogenases of D. vulgaris Hildenborough and D. vulgaris oxamicus
Monticello; Dg-HynB, Dv-HynB, Df-HynB, NiFe hydrogenases of D. gigas, D. vul-
garis, and D. fructosovorans; Db-HysB, NiFeSe hydrogenase of Desulfovibrio bac-
ulatus; Ec-FdnG, catalytic subunit of nitrate-inducible formate dehydrogenase from
E. coli; Ws-FdhA, catalytic subunit of formate dehydrogenase from W. succinogenes;
Dv-HmcB, electron-transferring subunit of the Hmc complex of D. vulgaris. See text
for details.



(Fig. 8.5). FdH requires a molybdopterin guanine dinucleotide (MGD)
cofactor for activity, which is apparently inserted in the cytoplasm. The 
fully functional enzyme is encoded by an operon that includes the fdhA,
fdhB, and fdhC genes. FdhB has sequence homology to HmcB. Both are
elecron-transferring subunits, containing four Fe4S4 clusters. This assign-
ment is based on the homology of these subunits with DmsB, the electron-
transferring subunit of E. coli dimethysulfoxide (DMSO) reductase, which
is encoded by a dmsA,B,C. operon similar to fdhA,B,C. The assignment of
four Fe4S4 clusters in DmsB is derived from the positioning of 16 conserved
Cys residues in the sequence (Bilous et al. 1988; Keon and Voordouw 1996)
and from extensive biophysical studies. FdhC is a b-type heme-containing
membrane-bound subunit similar to HmcC, HmcD, and HmcE in the Hmc
complex. Berg et al. (1991) showed similarly that FdnG, the catalytic
subunit of nitrate-inducible formate dehydrogenase from E. coli, contains
a twin-arginine signal sequence (Fig. 8.5). The FdnG, FdnH, and FdnI
subunits of this enzyme are homologous to FdhA, FdhB, and FdhC. FdnG
binds and MGD cofactor for activity, FdnH has four Fe4S4 clusters for its
electron-transfer function, and FdnI is a membrane-bound b-type heme-
containing subunit. A closer inspection of the HmcB sequence also indi-
cates the presence of a twin-arginine signal peptide (Fig. 8.5) (Keon and
Voordouw 1996), indicating the electron-transferring part of HmcB to be
periplasmic, as indicated in Figure 8.1. This subunit is firmly anchored by 
a large membrane-spanning, hydrophobic sequence at its C terminus.
Regarding HmcA as the catalytic subunit of the Hmc complex (i.e., the
subunit that may accept electrons from periplasmic hydrogenases), I note
that in the assembly of the Hmc complex the catalytic subunit is exported
by a Sec-system-dependent mechanism. Because the Sec-translocation
system allows no hitchhiking, export of the HmcB subunit, which re-
quires cytoplasmic iron-sulfur insertion, needs its own twin-arginine signal
sequence. In contrast, in the case of the FdhABC and FdnGHI transmem-
brane redox protein complexes, the catalytic subunit requires cytoplasmic
assembly. As demonstrated for periplasmic hydrogenase assembly, it is 
possible that the electron-transferring FdhB and FdnH subunits, which 
lack their own twin-arginine signal peptides, are exported together with 
the FdhA and FdnG subunits through a hitchhiker mechanism. Thus the
general topology of the FdhABC and FdnGHI complexes may resemble
that shown for the Hmc complex in Figure 8.1, the latter being structurally
more elaborate and involving three membrane-bound subunits and one
cytoplasmic subunit (HmcF).

By searching protein databases Berks (1996) uncovered 90 twin-arginine
signal peptide sequences, translocating a wide variety of redox proteins.
Sequence comparison of these signal sequences indicated that they group
functionally, not according to species (Voordouw 2000). For instance all
NiFe hydrogenase twin-arginine signal peptides group together, indicat-
ing co-evolution of enzyme and signal peptide. Genetic studies have since
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uncovered the nature of the protein components of the pore-catalyzing
twin-arginine translocation. TatB and TatC appear to be essential for this
translocation system. Mutations in the genes for these proteins are highly
pleiotropic and prevent the export of a wide variety of redox proteins in E.
coli (Sargent et al. 1998; Weiner et al. 1998; Sargent et al. 1999). Examina-
tion of the emerging D. vulgaris genome sequence indicates the pre-
sence of tatB and tatC homologs in close proximity, whereas tatA and tatE
homologs are located elsewhere on the chromosome. The finding of a tatB,C
operon in Desulfovibrio confirms the essental cooperative role of TatB and
TatC proteins (Sargent et al. 1999). The important conclusion from these
studies for the physiology of hydrogen metabolism in Desulfovibrio is that
all hydrogenases with twin-arginine sequences on the small subunit must
be regarded as peripasmic. This includes the iron-only, the NiFe, and the
NiFeSe hydrogenases, which have sometimes been proposed to be cyto-
plasmic. Thus, with the exception of the NADP-reducing hydrogenase of D.
fructosovorans, Desulfovibrio spp. may not contain a cytoplasmic hydro-
genase, and the main function of all known Tat-system-translocated
peripasmic hydrogenases appears to be in hydrogen uptake.

Conclusion

The hmc operon of D. vulgaris Hildenborough encodes a transmembrane
redox protein complex (the Hmc complex) that consists of redox pro-
teins HmcA to HmcF. HmcA is the periplasmic high molecular weight
cytochrome containing 16 c-type hemes. HmcB to HmcE are integral mem-
brane proteins, containing iron–sulfur clusters, or b-type heme. HmcF is a
cytoplasmic protein containing iron-sulfur clusters. All protein components
of the Hmc complex are either membrane bound or membrane associated.
Its proposed physiologic function is to catalyze electron transport from
periplasmic hydrogen oxidation to cytoplasmic sulfate reduction reactions.
A mutant strain, D. vulgaris H801, was constructed in which a 5kb DNA
fragment containing most of the hmc operon is replaced by the cat gene.
Growth of D. vulgaris H801 and of the wild-type strain with lactate or pyru-
vate as electron donors for sulfate reduction was similar. However, growth
of strain H801 with hydrogen as an electron donor for sulfate reduction
(acetate and CO2 as the carbon source) was significantly slower than of 
the wild-type strain. The growth yields per mole of sulfate were similar for
strains H801 and wild-type. These results prove the importance of the Hmc
complex in electron transport from hydrogen to sulfate. Electron transport
through the Hmc complex is not linked to energy conservation, leading 
to additional ATP synthesis and Desulfovibrio must have additional trans-
membrane complexes catalyzing this same function.

Mutant H801 was also found to be deficient in establishing a low-redox-
potential niche. On minimal medium plates in which hydrogen serves as the
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sole electron donor, colonies of the wild-type and H801 strains formed after
14 and 30 days, respectively. These results suggest that, in addition to trans-
membrane electron transport from hydrogen to sulfate, the redox reactions
catalyzed by the Hmc complex are important for establishment of the low-
redox-potential environment that allows single cells to grow into colonies.

Assembly of the Hmc complex requires transport of polypeptides across
or insertion of polypeptides into the cytoplasmic membrane. For periplas-
mic hydrogenases from Desulfovibrio, a mechanism was proposed more
than 10 years ago in which a single signal peptide at the N terminus of the
small subunit a allowed transport of a folded and assembled complex of 
the large and small subunits. This has been referred to as the hitchhiker
mechanism. Strong evidence for a unique mechanism was provided by the
fact that all small-subunit hydrogenase signal sequences share a consensus
sequence (RRxFxK). Database searching and genetic studies with E. coli
showed that membrane transport of all proteins binding redox cofactors
(except c-type cytochromes) is catalyzed by the twin arginine translocation
(Tat) system. Mutations in the E. coli tat operon are pleiotropic and show
defects in the export and assembly of many enzymes involved in anaerobic
respiration. Assemble of the Hmc complex requires protein export of
HmcA through the standard Sec and of HmcB through the Tat system.
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9
Iron-Sulfur Proteins in 
Anaerobic Eukaryotes

Richard Cammack, David S. Horner, Mark van der Giezen,
Jaroslav Kulda, and David Lloyd

Certain species of eukaryotes live in anaerobic environments. Some, such
as the protozoa Trichomonas vaginalis, Tritrichomonas foetus, and Giardia
intestinalis are pathogenic in humans or animals. Other ciliate protozoa and
anaerobic fungi, such as the rumen fungus Neocallimastix frontalis, inhabit
the digestive tracts of animals and insects. Some of these anaerobic eukary-
otes contain intracellular organelles known as hydrogenosomes instead of
mitochondria. Like the mitochondria, hydrogenosomes oxidize substrates
such as pyruvate, but release hydrogen instead of consuming oxygen. Gene
sequencing indicates that the hydrogenosomes share a common origin with
the mitochondria and obtained their enzymes by lateral gene transfer.
Hydrogen-producing metabolism involves the iron-sulfur proteins pyru-
vate:ferredoxin oxidoreductase (PFOR), ferredoxin, and hydrogenase.
PFOR and [Fe] hydrogenase are similar to those seen in anaerobic bacte-
ria, but the [2Fe-2S] ferredoxins of the trichomonads are similar to those
associated with monooxygenases. The iron-sulfur proteins in representative
species have been surveyed by electron-paramagnetic resonance (EPR)
spectroscopy. Hydrogenosomes from the trichomonads and N. frontalis
appear to contain similar membrane-bound proteins of the [2Fe-2S] type.
Signals have been associated with hydrogenase, PFOR, and possibly
fumarate reductase. The low redox potentials generated by PFOR are the
basis for the selective toxicity of the broad-spectrum nitroimidazole drug
metronidazole toward the anaerobic pathogens. Reduction of metronida-
zole leads to the formation of free radicals. Pathogenic strains of T.
vaginalis that are resistant to metronidazole are now emerging, and more
resistant strains have been developed in the laboratory by growth in the
presence of increasing concentrations of the drug. Examination of the
highly resistant strains shows that ferredoxin and other iron-sulfur proteins
are at lower levels or, in extreme cases, absent.

Anaerobic environments, such as swamps, marine and freshwater sedi-
ments, and the body cavities of animals, are teeming with large numbers of
single-celled eukaryotes (protists) that, like all cells, must produce ATP to
survive. Some of these protists, such as ciliates, trichomonads, and chytrid
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fungi, contain hydrogenosomes. These organelles, with double membranes,
lack cytochromes and the apparatus of the respiratory chain of mitochon-
dria. They produce energy through the metabolism of pyruvate or malate
and have the unusual property, for a eukaryotic cell, of excreting molecu-
lar hydrogen as a by-product (Embley et al. 1993; Müller 1997). In some
protists, such as Giardia and Entamoeba, the evidence for hydrogenosomes
is less clear; they may survive by anaerobic fermentations in the cytosol, or
they may contain hydrogenosomes that are more difficult to detect.

Iron-sulfur proteins are a group of enzymes and other electron carriers
that contain clusters of iron and sulfide linked directly to amino-acyl side
chains, usually cysteines. They are widely distributed in nature. Soon after
their discovery, Hall et al. (1971) proposed that they could be used to follow
the course of evolution. Studies of genome sequences have revealed that
iron-sulfur cluster binding motifs are among the most commonly recog-
nized sequences.

Iron-sulfur proteins are constituents of hydrogenosomes. It has been
shown that iron is a virulence factor T. foetus (Kulda et al. 1999) and that
the expression of metabolic enzymes of the hydrogenosome is controlled
by iron availability (Vanacova et al. 2001). Genes for the pyridoxal-5¢-
phosphate-dependent cysteine desulfurase (IscS), similar to the enzyme
responsible for sulfur insertion into mitochondrial iron-sulfur clusters, were
found in T. vaginalis and G. intestinalis (Tachezy et al. 2001). Targeting
sequences in the genes have been taken as evidence that the mature pro-
teins are situated in the hydrogenosomes.

We examined the iron-sulfur proteins involved in production of hydro-
gen in hydrogenosomes. The anaerobic eukaryotes investigated include 
the trichomonads T. vaginalis and T. foetus, which infect humans and cattle,
respectively; the diplomonad Giardia lamblia, an intestinal parasite (Fig.
9.1); and the chytrid fungus N. frontalis, a commensal organism isolated
from llama feces. The iron-sulfur proteins we detected by EPR are PFOR,
ferredoxin, and hydrogenase. PFOR is a central enzyme in the metabolism
of many anaerobes. The enzymes from different species use different forms
of ferredoxin or flavodoxin as electron carriers. Two types of metal-
containing hydrogenases are found in bacteria: the nickel-iron ([NiFe]-type)
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Figure 9.1. Whole-cell electron scanning and transmission micrographs of G.
intestinalis a, b, T. vaginalis c, d, and T. foetus e, f. A, axostyle; Aa, anterior 
axoneme; Af, anterior flagella; C, costa; Cf, caudal flagella; F, funis; G, golgi; H,
hydrogenosomes; K, kinetosomes; Lc, lateral crest; N, nucleus; P, pelta; Pa, pos-
terolateral axoneme; PAH, paraxostylar hydrogenosomes; PAJ, pelta-axostylar
junction; PC, periflagellar canal; PCH, paracostal hydrogenosomes; Pf, posterolat-
eral flagella; Pff, posterior free flagellum; Pv, peripheral vesicles; RF, recurrent fla-
gellum; UM, undulating membrane; Vd, ventral disk; Vf, ventral flagella; Vg, ventral
groove; VLF, ventrolateral flange.
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and the iron only ([Fe]-type) (Cammack et al. 2001; Vignais et al. 2001). So
far, only the [Fe]-type has been found in protozoa and fungi. The active
center of [Fe] hydrogenases, the H cluster, is a complex structure with six
iron atoms and numerous diatomic ligands. (Peters et al. 1998; Nicolet et
al. 1999). In addition, hydrogenases from different sources contain various
arrangements of secondary electron-transfer components, the [4Fe-4S] and
[2Fe-2S] clusters and flavins.

Iron-sulfur proteins can be observed by EPR spectroscopy, either in their
oxidized or in their reduced state. As a method of observing iron-sulfur clus-
ters, EPR is discriminating but not particularly sensitive; lack of a detectable
EPR signal cannot be taken as evidence of absence. However, a positive
EPR signal is good evidence for the intactness of an iron-sulfur cluster in a
protein. Moreover, EPR can be used to follow reduction of the clusters and,
by use of mediated electrochemical titrations, to estimate redox potentials.

Ferredoxins are electron-transfer proteins that can mediate between
pyruvate:ferredoxin oxidoreductase and hydrogenase. It appears that
during the course of the evolution, different types of ferredoxin were
recruited for this purpose. In clostridia, ferredoxins of the 2[4Fe-4S] 
type are used (Uyeda and Rabinowitz 1971). In T. vaginalis (Chapman
et al. 1986) and T. foetus (Marczak et al. 1983), [2Fe-2S] ferredoxins 
are used. Their axial EPR spectra at g = 1.94, 2.02 (Fig. 9.2) resemble those
of the ferredoxins that are involved in P450 monooxygenase systems.
Similar ferredoxins, with various functions, have been isolated from 
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Figure 9.2. EPR spectrum of T. vaginalis ferredoxin, recorded at 30K and
microwave frequency 9.34GHz.



organisms as diverse as humans and Escherichia coli. The structure of 
T. vaginalis ferredoxin showed that it contains a unique surface cavity, which
exposes one of the inorganic sulfur atoms of the cluster to solvent. This
cavity was proposed to be the site of interaction with metronidazole (see
below). The ferredoxins from Giardia spp. appear to be of the [3Fe-4S]
(Townson et al. 1994) or, more probably, the [4Fe-4S] type (Ellis et al. 1993);
note that [4Fe-4S] clusters are easily modified to [3Fe-4S] clusters during
extraction.

Further examination by EPR of T. foetus and T. vaginalis hydrogeno-
somes showed the presence of multiple iron-sulfur proteins, which could be
resolved by the redox potential and temperature dependence of their
signals (Ohnishi et al. 1980; Chapman et al. 1986). Altogether, eight EPR
signals of different clusters were identified in T. vaginalis, designated
centers A–H. The g = 1.94 signal was shown to include two components;
center A was membrane bound, and center B corresponded to the soluble
ferredoxin. Some indication of the type of cluster can be deduced from the
temperature dependence of the signals. [4Fe-4S] and [3Fe-4S] clusters tend
to be detectable only at temperatures <30K; [2Fe-2S] clusters are seen at
77K or higher. [3Fe-4S] clusters are detected in their oxidized state; [2Fe-
2S] and [4Fe-4S] clusters are seen in their reduced state. Some tentative
assignments of the signals are given in Table 9.1.

In the hydrogenosomal membranes, EPR spectra showed no trace of 
the highly characteristic features of the iron-sulfur clusters of complex I
(NADH:ubiquinone reductase) and the Rieske protein of complex III of
the mitochondrial respiratory chain. This is consistent with the absence of
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Table 9.1. EPR-detectable iron-sulfur clusters in T. vaginalis hydrogenosomes.
Maximum Em

b

Cluster g factors temperaturea (K) (mV) Type Assignmentc

A 2.018, 1.938 140 -125 [2Fe-2S] Fumarate
reductase (?)

B 2.025, 1.942 150 -300 [2Fe-2S] Ferredoxin
C 2.048, 1.94, 1.86 30 -285 [4Fe-4S]
D 2.085, 1.88, 1.83 25 -270 [4Fe-4S] PFOR (1)
E 2.05, 1.95. 1.89 40 -390 [4Fe-4S] PFOR (1)
F 2.05, 1.95, 1.874 25 -340 [4Fe-4S]
G 2.07, 1.95, 1.904 35 [4Fe-4S] Hydrogenase (?)
H 2.03, 1.995 25 [3Fe-4S] Fumarate

reductase (?)
[Fe] 2.10, 2.04, 2.0 100 H cluster Hydrogenase (2)

a Highest temperature at which the EPR signal was detected.
b Redox potentials are expressed relative to the standard hydrogen electrode.
c Assignment of clusters is based on Chapman et al. (1986) (1), Payne et al. (1993), and data
from Williams et al. (2) (?) tentative assignments.



a mitochondrial-type respiratory chain. There is some suggestion of an
enzyme resembling complex II (succinate:ubiquinone reductase) (Ohnishi
et al. 2000; Beinert 2002). In view of the anaerobic nature of the metabo-
lism of these species, a more likely assignment would be as a fumarate
reductase; however, this activity has not been reported. The EPR signals
from these enzymes—the [2Fe-2S] center at g = 1.94—have the character-
istic property that their signal increases in two phases as the redox poten-
tial becomes more negative. The second phase is due to the reduction of a
[4Fe-4S] cluster in the same protein subunit, which enhances the electron-
spin relaxation (Johnson et al. 1985; Cammac et al. 1986). EPR signals 
with the appropriate characteristics were detected in membranes of T.
foetus (Ohnishi et al. 1980) and Trichomonas vaginalis (centers A and H)
(Chapman et al. 1986). It is interesting that a similar signal has been
observed in membranes of N. frontalis (Fig. 9.3).

Giardia intestinalis contains PFOR and has been shown to produce
hydrogen (Lloyd et al. 2002) but has not been found to contain hydrogeno-
somes. Its iron-sulfur composition appears to be quite distinct from those
of the trichomonads. EPR showed both soluble and membrane-bound iron-
sulfur proteins of the [4Fe-4S] type (Ellis et al. 1993).
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Figure 9.3. EPR spectra of membrane preparations of T. foetus and N. frontalis,
reduced with dithionite and recorded at 30K and microwave frequency 9.38GHz.



Further identification of these clusters required separation of the pro-
teins. Hydrogenase was extracted from T. vaginalis by Payne et al. (1993).
The EPR signal of this protein showed the unique EPR signature of the
actives-site cluster of [Fe-] hydrogenases, together with center G. The
assignment as an [Fe] hydrogenase was confirmed by the sensitivity of the
enzyme activity to inhibition by carbon monoxide.

Trichomonads are sensitive to the nitroimidazole drug metronidazole
(Flagyl), one of the few drugs that is effective against anaerobic pathogens.
It forms a stable free radical on reduction, which can be observed by EPR
at room temperature and is associated with antimicrobial action (Moreno
et al. 1984; Chapman et al. 1985). Only organisms that use PFOR can
produce sufficiently low redox potentials to produce this radical, hence the
drug is selectively toxic to fermentative anaerobes (Land and Johnson,
1997). Some clinical isolates of T. vaginalis are now resistant to metron-
idazole. Kulda et al. (1993) showed that T. vaginalis cells resistant to
metronidazole can be selected by culture in the presence of increasing 
concentrations of the drug. The first stage is aerobic resistance, in which
iron-sulfur proteins are still present (Fig. 9.4). In the final stage (anaerobic
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Figure 9.4. EPR spectrum of hydrogenosomal membranes from T. vaginalis
cells with induced resistance to metronidazole, recorded at 15K and microwave 
frequency 9.35GHz.



resistance), the cells show decreasing levels of EPR-detectable iron-sulfur
proteins, consistent with the loss of their PFOR/hydrogenase pathway. The
resistant cells show decreasing levels of radical formation from metronida-
zole (Rasoloson et al. 2002). The cells can use other fermentative pathways
for growth but are increasingly sensitive to oxygen damage (Rasoloson et
al. 2001).

Evolution of Anaerobic Protists

Shortly after the discovery of hydrogenosomes in Trichomonas (Lindmark
and Müller 1973), it was suggested that they were the remains of an
endosymbiotic anaerobic Gram-positive Clostridium-like bacterium
(Whatley et al. 1979). The hypothesis was founded on the biochemical
similarities in pathways of hydrogen production between hydrogenosomes
and clostridia. This clostridium hypothesis received some indirect support
from trees based on ribosomal RNA sequences. These trees suggested 
that Trichomonas, and other parasitic protozoa, including Giardia and
Microsporidia (which had not been shown to contain any organelle at all),
branched from other eukaryotes before the symbiosis that gave rise to
mitochondria and aerobic eukaryotic metabolism (Embley and Hirt 1998).
However, more recent data suggest that Trichomonas, Giardia, and
Microsporidia all contain mitochondria-derived genes (Horner et al. 1996;
Hirt et al. 1997; Embley and Hirt 1998) and that mitochondrial chaperonins
are located within Trichomonas hydrogenosomes (Bui et al. 1996). These
new data have been taken to support an alternative hypothesis, first pro-
posed by Cavalier-Smith (1987), that Trichomonas hydrogenosomes are
biochemically modified mitochondria. This would also explain why proteins
are imported into Trichomonas hydrogenosomes using mitochondrial-like
N-terminal targeting sequences (Bradley et al. 1997).

Most available data support a mitochondrial origin for ciliate hydrogeno-
somes. In ciliates, hydrogenosomes occur in multiple lineages (Embley et
al. 1995), which are sometimes closely related to ciliates with mitochondria.
In these cases, mitochondria and hydrogenosomes closely resemble each
other in their ultrastructure and intracellular locations (Finlay and Fenchel
1989). Furthermore, the ciliate Nyctotherus ovalis was discovered to 
contain an associated genome that is unique among hydrogenosomes
studied (Akhmanova et al. 1998). Data are preliminary at present, but in
Nyctotherus there is evidence of mitochondria-derived protein translation
machinery inside the hydrogenosome.

The situation for chytrid fungi such as Neocallimastix is more controver-
sial. Originally, fungal hydrogenosomes were reported to be surrounded by
a single membrane (Marvin-Sikkema et al. 1993), which prompted the
theory that fungal hydrogenosomes were derived from peroxisomes rather
than mitochondria (which have a double membrane). Further high-
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resolution electron microscopic studies revealed a double membrane for
fungal hydrogenosomes as well (Benchimol et al. 1997; van der Giezen 
et al. 1997a). Physiologically and morphologically, fungal hydrogenosomes
resemble mitochondria rather than peroxisomes. Properties shared with
mitochondria, but not peroxisomes, include a transmembrane pH gradient
(Biagini et al. 1997; Marvin-Sikkema et al. 1994), an alkaline rather than an
acid lumen, and a transmembrane electrochemical potential. In addition,
free Ca2+ and calcium phosphate precipitates have been detected in fungal
hydrogenosomes, suggesting that fungal hydrogenosomes, like mitochon-
dria, accumulate this important intracellular messenger (Biagini et al. 1997).
They share a similar type of ATP/ADP carrier (van der Giezen et al. 2002).
Also, proteins depend on a mitochondrial-like N-terminal extension for
proper import into hydrogenosomes (Brondijk et al. 1997; van Der Giezen
et al. 1997a, 1997b, 1998; Durand et al. personal communication 1996).

Anaerobic eukaryotes that contain hydrogenosomes are not all phylo-
genetically closely related to each other. In phylogenetic trees, they are sur-
rounded by eukaryotes that contain mitochondria and, therefore, carry out
aerobic energy generation (Embley et al. 1995; Embley and Hirt 1998).
Thus hydrogenosomes have occurred repeatedly throughout eukaryote
evolution, and, if we are to better understand anaerobic eukaryote energy
metabolism, it is important to know if all hydrogenosomes have originated
in the same way. Moreover, anaerobic energy metabolism of the kind seen
in contemporary hydrogenosomes has figured strongly in recent hypothe-
ses concerning the origin of eukaryotic cells. For example, both the hydro-
gen (Martin and Müller 1998) and the syntrophic hypotheses (Moreira and
Lóez-García 1998) posit that host dependence on a hydrogen-producing
symbiont is the selective principle that forged the common ancestor of
eukaryotic cells.

Unrooted phylogenetic trees of PFOR sequences show that they fall 
into two classes: the four-subunit types (from archaea and some eubacteria)
and the homodimeric types (found in eubacteria) (Fig. 9.5A). In the case
of PFOR of eukaryotes, the most extensive phylogenetic study suggests
monophyly of the genes of Diplomonads, Trichomonads, and Entamoebae.
The apicomplexan parasite Cryptosporidium parvum has a eubacterial/
eukaryote type PFOR fused at the C terminus to a cytochrome P450 reduc-
tase/sulfite reductase-type flavoprotein component. The PFOR-like portion
appears to be monophyletic with other eukaryotic PFOR. Biochemical data
suggest that this fusion facilitates the use of NADP+ as an acceptor, rather
than ferredoxin. It is interesting that several domains (notably a well-
conserved C-terminal region) homologous to PFOR are present in the
yeasts Saccharomyces cerevisiae and Schizosaccharomyces pombe, where
they have been incorporated into an atypical sulfite-reductase complex.

The history of eukaryote hydrogenases and hydrogenase-derived genes
is perhaps even more fascinating (Fig. 9.5B). Hydrogen production has
been described in only a few eukaryote lineages: parabasalids, chytrid fungi,
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Figure 9.5. Phylogenetic trees of PFOR A and [Fe] hydrogenases B.

some hydrogenosomal ciliates, the Percolozoan Psalteromonas lanterna (in
which the activity is hydrogenosomal) and plastids of some green algae such
as Chlamydomonas (in which the activity is photosynthetically linked). Of
these organisms, putative hydrogenase genes have been characterised from

A
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Trichomonas spp., the ciliate Nyctotherus ovalis, and several algae. A gene
corresponding to an [Fe] hydrogenase was observed in the anaerobic
chytridiomycete fungus Neocallimastix sp. L2 (Voncken et al. 2002). The
genome of Spironucleus barkhanus, a flagellate closely related to Giardia,
also contains a hydrogenase-like gene.

The gene sequences of the hydrogenases appear to have developed into
other proteins. Some of the hydrogenase proteins contain domains that are

B

Figure 9.5. Continued.



homologous to subunits of mitochondrial complex I, NADH:ubiquinone
reductase, which suggests that they had a common ancestral electron-
transfer protein. In addition, the increase in genome sequencing of eukary-
otes revealed the presence of genes related to hydrogenases, currently
known as the NARF family. These genes have conserved all the features
thought to be required for the coordination of active-site clusters and are
present on all aerobic eukaryote genomes for which significant amounts of
genome data have been generated (Saccharomyces, Schizosaccharomyces,
human, Drosophila, fugu, Arabidopsis, Glycine, etc.). In the case of
Saccharomyces, gene-disruption experiments have shown the gene knock-
out to be lethal. Clearly these organisms do not produce hydrogen meta-
bolically, so the function of these gene products is intriguing.

Conclusion

The phylogeny and unexpected distribution of hydrogenase-related genes
among extant organisms suggest an ancient and crucial role for members
of this gene family in eukaryotes and are consistent with hydrogen syntro-
phy based models of eukaryogenesis. For the protists studied, the available
data are consistent with a mitochondrial origin for the hydrogenosomes.
But one needs to realize that the origin of the enzymes need not necessar-
ily be the same as the origin of the organellar structure. The hydrogeno-
somes may have originated several times in the course of evolution, with
lateral transfer of genes from other eukaryotes or anaerobic bacteria. At
present, the lack of a well-supported sister group to the eukaryotes pre-
vents discrimination between the ideas presented in the hydrogen and syn-
trophic hypotheses. Furthermore, the most parsimonious explanation of
these observations is that many eukaryotes, such as the green algae, retained
ancestral energy metabolic genes that were available for recruitment during
adaptation to anaerobic and, in at least one case, photosynthetic lifestyles,
a remarkable demonstration of the plasticity of eukaryote molecular
physiology.
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10
Oxygen and Anaerobes

Donald M. Kurtz, Jr.

Oxidative Stress in Bacteria

Aerobic microorganisms use the high-reduction potential of molecular
oxygen to generate energy during respiration. However, this high-reduction
potential also leads to adventitious production of the reactive and toxic-
reduced dioxygen species, superoxide and hydrogen peroxide (Storz and
Imlay 1999; Touati 2000). Aerobic microorganisms have developed robust
defense mechanisms to combat this oxidative stress. Two principal enzymes
are used by aerobes to deal with the immediate products of dioxygen reduc-
tion during periods of oxidative stress. Superoxide dismutases (SODs) cat-
alyze the dismutation of superoxide to hydrogen peroxide and dioxygen
(Eq. 10.1).

(10.1)

Bacterial SODs typically contain either nonheme iron (FeSODs) or man-
ganese (MnSODs) at their active sites, although bacterial copper/zinc and
nickel SODs are also known (Imlay and Imlay 1996; Chung et al. 1999).
Catalases are usually heme-containing enzymes that catalyze dispropor-
tionation of hydrogen peroxide to water and molecular oxygen (Eq. 10.2)
(Zámocky and Koller 1999; Loewen et al. 2000).

(10.2)

Both SODs and catalases are ubiquitous among aerobic microorganisms.
Obligately anaerobic bacteria cannot grow via dioxygenic respiration and

usually require complete anaerobicity for growth in the laboratory. Thus
oxidative stress defenses were historically thought to be minimal in anaer-
obes. This view applied to the sulfate-reducing bacteria, which were among
the first obligate anaerobes to undergo detailed physiologic and biologic
characterization. These bacteria characteristically derive energy for growth
using sulfate rather than dioxygen as terminal electron acceptor. Only more

2 2H O O H O catalase2 2 2 2Æ + ( )

2O 2H O H O SOD2
+

2 2 2
- + Æ + ( )
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recently was it realized that many species of sulfate-reducing bacteria are
aerotolerant. Some species have been shown to swim toward and grow near
oxic/anoxic interfaces (Marschall et al. 1993; Fu and Voordouw 1997;
Johnson et al. 1997). Evidence for dioxygenic respiration of sulfate reduc-
ers was obtained, albeit not for growth (Cypionka 2000). In hindsight, this
aerotolerance is fully consistent with the natural growth habitats of sulfate
reducers. Thus sulfate-reducing bacteria must also deal with oxidative stress
resulting from adventitious dioxygen reduction.

Oxidative Stress Protection in 
Sulfate-Reducing Bacteria

Some sulfate-reducing bacteria have been shown to contain SODs and cata-
lases, but other species do not demonstrate the expected activities for these
enzymes (Hatchikian et al. 1977; van Niel and Gottschal 1998; Dos Santos
et al. 2000). The apparent absence of these enzymes can be rationalized on
the basis that their catalytic dismutation reactions (Eqs. 10.1 and 10.2) gen-
erate dioxygen, which may be disadvantageous for strict anaerobes but
raises the question of how these organisms protect themselves against 
transient air exposure.

Evidence for an alternative oxidative stress protection mechanism in
sulfate-reducing bacteria has begun to emerge. Table 10.1 provides data on
the proteins implicated in this alternative system. All but one of these pro-
teins contain distinctive types of nonheme iron active sites. This chapter
describes recent results on three of these novel proteins: DcrH, Rbo, and
Rbr, all from Desulfovibrio vulgaris Hildenborough.

Table 10.1. Proteins implicated in an alternative oxidative stress protection system
in sulfate-reducing bacteria.
Name (acronym) Metal site(s) Probable function References

Desulfovibrio c-type heme (DcrA); dioxygen or redox Fu and
chemoreceptors A,H [(Fe2{m-O})(His)5(Glu)- sensors Voordouw
(DcrA,DcrH) (Asp)] (DcrH) (1997)

Rubredoxin [Fe(Cys)4] (I); SORa Lumppio et al.
oxidoreductase (Rbo) [Fe(His)4(Cys)] (II) (2001)

Neelaredoxin (Nlr) [Fe(His)4(Cys)] SORa Silva et al.
(1999)

Rubrerythrin (Rbr) [Fe(Cys)4]; Peroxidase Lumppio et al.
[(Fe2{m-O})(His)(Glu)5] (2001)

Rubredoxin :oxygen [(Fe2{m-O})(His)5(Glu)- dioxygen reduction Frazão et al.
oxidoreductase (ROO) (Asp)2] (2000)

a Superoxide reductase.
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Figure 10.1. The membrane topology 
proposed for D. vulgaris Hildenborough
DcrH based on hydrophathy analysis and
sequence homologies to other bacterial
chemoreceptors (Deckers and Voordouw
1996). Shaded boxes, putative membrane-
spanning (residues 9–30 and 422–431), exci-
tation (residues 653–692), and methylation
(residues 757–764) regions. The C-terminal
box (residues 824–959) indicates the Hr-
like region. Reprinted with permission
from Xiong et al. (2000), copyright 2000
American Chemical Society.

Desulfovibrio Chemoreceptor H (DcrH)

Voordouw and co-workers identified at least 12 Desulfovibrio chemore-
ceptor (dcr) genes in the genome of Desulfovibrio vulgaris Hildenborough
(Deckers and Voordouw 1994). The chemoreceptor attribution was based
primarily on the presence of excitation and methylation amino acid
sequence motifs that are homologous to proteins of known methyl-
accepting chemotaxis proteins in enteric bacteria. Thus the dcr gene family
was proposed to include a set of innermembrane-spanning proteins used
by D. vulgaris to sense and respond to specific molecules in or physical
states of its environment. These chemotaxis proteins typically contain 
a periplasmic N-terminal sensing domain, a C-terminal cytoplasmic 
transmitting domain, and a transmembrane domain linking the other two.
Transduction from the sensing to transmitting domains triggers a phospho-
rylation/methylation cascade, which results ultimately in a change in fre-
quency of flagellar motor reversal, causing the bacteria to swim either up
or down a concentration gradient of the environmental stimulus (Jurica and
Stoddard 1998; Mowbray and Sandgren 1998).

One of the hypothetical dcr gene products encodes the 959-residue
DcrH. The proposed membrane topology of DcrH is shown in Figure 10.1
(Deckers and Voordouw 1996). The presumed periplasmic-sensing domain
shows no amino acid sequence homologies to proteins of known function.
However, an amino acid sequence motif at the C terminus of DcrH was rec-
ognized that is homologous to the consensus sequence of the dioxygen-
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carrying protein hemerythrin (Hr) (Fig. 10.2) (Stenkamp 1994). In Hr, this
sequence motif is contained in a four-helix bundle tertiary structure that
surrounds an oxo-bridged diiron active site (Fig. 10.3). Hr was previously
reported only in a few marine and terrestrial invertebrates. Xiong et al.
(2000) showed that the C-terminal domain of DcrH, when expressed sepa-
rately in recombinant form in Escherichia coli, folds into a stable protein,
DcrH-Hr. The UV-vis absorption and resonance Raman spectra of DcrH-
Hr and of its azide adduct provide clear evidence for an oxo-bridged
diiron(III) site that is similar to that found in Hr. Based on UV-vis absorp-
tion spectra, exposure of the reduced DcrH-Hr to air resulted in formation
of an dioxygen adduct that is also similar to that of Hr. Finally, Xiong et al.
(2000) demonstrated by immunoblotting, using antibodies raised against
the recombinant DcrH-Hr, that a full-length DcrH is expressed in D. vul-
garis. Given the air-sensitive nature of D. vulgaris, an obvious physiologic
function to assign DcrH is dioxygen sensing.

Rubredoxin Oxidoreductase (Rbo)

Rbo, which has also been named desulfoferrodoxin (Moura et al. 1990), is
the product of the rbo gene in several sulfate-reducing bacteria (Brumlik and
Voordouw 1989). Rbo from the sulfate-reducing bacterium Desulfoarculus
baarsii was shown to complement an SOD deficiency in E. coli (Pianzzola
et al. 1996),even though this Rbo showed almost no detectable SOD activity.
In fact, Rbo has no detectable amino acid sequence homologies to known

Figure 10.2. Amino acid sequence alignment of D. vulgaris Hildenborough DcrH
residues 824–959 (top) with Phascolopsis gouldii Hr (bottom). Letters indicate
residues that are common to both sequences, which are also conserved in all known
Hr sequences; boldface indicates residues furnishing iron ligands in Hr. Reprinted
with permission from Xiong et al. (2000), copyright 2000 American Chemical
Society.
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SODs. Nevertheless, the D. baarsii Rbo was reported to reduce the steady-
state level of intracellular superoxide in the SOD-deficient E. coli strain
(Liochev and Fridovich 1997). This Rbo in vitro showed evidence for super-
oxide reductase (SOR) activity (Lombard et al. 2000), i.e., reduction of O2

-,
presumably to H2O2, without dismutation (Eq. 10.3).

(10.3)

Rbo is a homodimeric protein, each subunit of which contains two dis-
tinct mononuclear nonheme iron centers in separate domains (Fig. 10.4)
(Coehlo et al. 1997). Center I contains a distorted rubredoxin-type
[Fe(SCys)4] coordination sphere. [Fe(SCys)4] sites in proteins are known to
catalyze exclusively electron transfer, which is, therefore, the putative func-
tion for center I. Center II contains a unique [Fe(NHis)4(SCys)] site that is
rapidly oxidized by O2

-, and is, therefore, the likely site of superoxide reduc-
tion (Lombard et al. 2000).A blue nonheme iron protein,neelaredoxin (Nlr)
from Desulfovibrio gigas (Silva et al. 1999), contains an iron center closely
resembling that of Rbo center II (Table 10.1). The blue color is due to the
oxidized (i.e., Fe(III)) form [Fe(NHis)4(SCys)] site, which, in both Nlr and
Rbo, has a prominent absorption feature at ~650nm. Reduction of center
II to its Fe(II) form fully bleaches its visible absorption. These absorption
features have been used to probe the reactivity of Rbo with superoxide.

e O H H O SOR2 2 2
- - ++ + Æ ( )2

Figure 10.3. The Hr subunit and its diiron site. Dioxygen binds reversibly to the
iron labeled Fe2 (Stenkamp 1994). Reprinted with permission from Xiong et al.
(2000), copyright 2000 American Chemical Society.
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Rbo is typically isolated with center I oxidized (i.e., Fe(III)) and center
II reduced (i.e., Fe(II)). This semireduced form is called pink Rbo (Rbopink)
to distinguish it from the gray color of fully oxidized Rbo, in which both
centers I and II are Fe(III) (Rbogray). Using pulse radiolysis coupled with a
rapid response spectrophotometer, Coulter et al. (2000a) confirmed that 
D. vulgaris Rbo has no SOD activity, at least none that can outcompete
spontaneous disproportionation of superoxide. Nevertheless, these authors
found that center II of Rbopink reduces superoxide at a nearly diffusion-
controlled rate (1.5 ¥ 109 M-1 s-1) at pH 7.8, forming a transient intermedi-
ate with an absorption feature at 600nm. This intermediate decays at 
~40s-1 to a form that is indistinguishable from Rbogray. This latter step must
involve processes internal to Rbo, since its rate was found to be indepen-
dent of superoxide concentration. These authors also determined a one-to-
one stoichiometry for superoxide generated by pulse radiolysis to Rbogray

produced, which is consistent with the one-electron SOR reaction (Eq.
10.3). The proposed SOR reaction cycle for center II based on these kinet-
ics is shown in Scheme 10.1. The 600nm intermediate is formulated as a
ferric-peroxo species that decays to the resting Rbogray form with loss of
H2O2. Center II could then be re-reduced by center I, although the rates
and electron donors for this portion of the SOR catalytic cycle have not yet
been characterized.

The 40s-1 conversion of the 600nm intermediate to Rbogray (Scheme 10.1)
might seem too low to compete with spontaneous disproportionation 
of superoxide, which occurs with a second-order rate constant of ~5 ¥
105 M-1 s-1 at pH 7 (Bielski and Cabelli 1991). However, in aerobic bacterial
cells such as E. coli, the steady-state concentration of superoxide is esti-

Figure 10.4. The D. vulgaris Rbo dimer (Coehlo et al. 1997). Spheres, iron atoms
in centers I and II. The model was generated via RASMOL (Sayle and Milner-White
1995) and coordinates from 1DFX in the Protein Databank.



mated to be ~10-10 M (Gort and Imlay 1998). Even if we assume that D.
vulgaris could tolerate an order of magnitude higher (e.g., ~10-9 M) steady-
state intracellular superoxide, the first-order rate constant for spontaneous
superoxide disproportionation would be ~5 ¥ 10-4 s-1, or several orders of
magnitude lower than 40s-1. Furthermore, since 10-9 M is equivalent to ~1
molecule per 10-15 L bacterial cell (Gort and Imlay 1998), the intracellular
Rbo concentration is expected to be at least an order of magnitude higher
than the steady-state superoxide concentration. Under these conditions, the
first-order rate constant for reaction of Rbopink with superoxide, even at the
diffusion-controlled rate of 1.5 ¥ 109 M-1 s-1, would then be only ~2s-1, or an
order of magnitude slower than the subsequent first-order conversion of
the 600nm intermediate to Rbogray (Scheme 10.1). Thus, based on these esti-
mates, this internal conversion of the 600nm intermediate is unlikely to
limit SOR turnover of Rbo in vivo.

While Rbo had previously been shown to protect against superoxide
stress when expressed heterologously in E. coli, this role for Rbo had 
not been established in any native organism. The availability of a Drbo
strain of D. vulgaris allowed Lumpio et al. (2001) to investigate whether
Rbo could protect against superoxide stress in the native organism. Figure
10.5 shows that, under the study’s conditions of air exposure, the Drbo strain
was significantly more sensitive to paraquat-induced superoxide stress than
to air alone relative to wild type (Lumppio et al. 2001). The survival of wild-
type cells exposed to [air + 10mM paraquat] for 4h decreased by a factor
of ~2 relative to the same cells exposed to air alone. However, the survival
of the Drbo [air + paraquat]-exposed cells after 4h decreased by a factor of
~500 relative to air-only exposed cells. Paraquat had no effect on the anaer-
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Scheme 10.1.



obic growths of either strain, nor did the Drbo strain show any hypersen-
sitivity to hydrogen peroxide exposure. Thus, while the D. vulgaris Drbo
strain had previously been found to be more air-sensitive than wild type
(Voordouw and Voordouw 1998), this air sensitivity is greatly magnified by
intracellular production of superoxide. The SOD activities of cell extracts
of the Drbo strain were indistinguishable from those of wild type. These
results were the first to demonstrate a specific role for Rbo in counteract-
ing superoxide stress in a native organism and, together with the results 
presented above, suggest that Rbo does so via its SOR activity.
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Figure 10.5. Viabilities of D. vulgaris wild-type and Drbo strains following expo-
sure to either air or air plus 10mM paraquat. A, the surviving colony-forming units
(CFUs) vs the times of either air or air plus paraquat exposure. B, The same data
as percent survival of the air plus paraquat–exposed cells normalized to the sur-
vivals of the air-exposed cells. The greater absolute survivals for the air-only exposed
Drbo strain relative to wild type is an artifact due probably to the greater initial cell
density used for the Drbo than for the wild-type strain in these experiments.
Reprinted with permission from Lumppio et al. 2001, copyright 2001 American
Society for Microbiology.
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Rubrerythrin (Rbr)

Another novel nonheme iron protein, Rbr, has also been implicated in
oxidative stress defense in anaerobic microbes. Rbr is a homodimeric
protein that contains both a rubredoxin-like [Fe(SCys)4] center and a non-
sulfur, oxo-bridged diiron site (deMaré et al. 1996). The best characterized
Rbr is that from the anaerobic sulfate-reducing bacterium, D. vulgaris
Hildenborough. Prominent features of the tertiary structure and metal sites
of this representative Rbr are shown in Figure 10.6. Desulfovibrio vulgaris
contains a second Rbr-like protein, called nigerythrin (Ngr) (Pierik et al.
1993), and the Rbr and Ngr genes are separately transcribed (Lumppio 
et al. 1997).
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Figure 10.6. Structural features of D. vulgaris Rbr (deMaré et al. 1996). A, Rbr
subunit with protein backbone and iron atoms (spheres). B, Diiron-oxo site with
amino acid side chain ligands. Models generated via RASMOL (Sayle and Milner-
White 1995) and coordinates from 1RYT in the Protein Databank.
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Diiron-oxo sites similar to those in Rbr are known to activate dioxygen
in other enzymes. However, the reaction of fully reduced (i.e., all-Fe(II))
Rbr with dioxygen was found to be relatively sluggish compared to those
of the dioxygen-activating enzymes (Coulter et al. 2000b). Fully reduced
Rbr is oxidized relatively rapidly by H2O2, but no catalase activity has been
detected for Rbr or Ngr (Pierik et al. 1993). The specific SOD activities for
several Rbrs were also found to be extremely low relative to those of known
SODs (Coulter et al. 1999). A Possible in vivo connection to the relatively
rapid reaction of fully reduced Rbr with H2O2 vs. oxygen was the observa-
tion that an H2O2-resistant mutant of the microaerophile Spirillum volutans
showed constitutive overexpression of a protein whose molecular weight
and partial amino acid sequence were homologous to those of Rbr (Alban
et al. 1998). This S. volutans mutant also demonstrated high NADH perox-
idase activity relative to the wild-type strain but retained the wild-type air
sensitivity (Alban and Krieg 1998).

Coulter et al. (1999, 2000b) showed that, in vitro, D. vulgaris Rbr has the
ability to function as the terminal component of an NADH peroxidase, cat-
alyzing the reduction of hydrogen peroxide to water (Eq. 10.4).

(10.4)

Ngr also exhibited this NADH peroxidase activity in vitro. For these studies,
since the authors have not yet identified a native NADH:Rbr oxidoreduc-
tase, they substituted a nonnative iron-sulfur flavorotein reductase, BenC,
from Acinetobacter sp. ADP1. Thus BenC and Rbr together catalyze Eq.
10.4, with estimated turnover numbers of ~2000min-1 for Rbr homodimer.

Since a Drbr strain of D. vulgaris was not available, Lumpio et al. (2001)
tested the ability of Rbr and Ngr to protect appropriate E. coli strains
against either superoxide–induced or hydrogen peroxide–induced oxidative
stress. As shown Figure 10.7A, D. vulgaris Rbr was not able to rescue the
SOD-deficient E. coli strain from superoxide stress, whereas D. vulgaris
Rbo was able to do so. Conversely, Figure 10.7B shows that D. vulgaris
Rbr and Ngr were able to increase viability of an E. coli calatase-deficient
strain exposed to H2O2, whereas Rbo actually reduced the viability
(Lumppio et al. 2001). It is important to note that the protection afforded
the catalase-deficient strain by Ngr and Rbr presumably occurred in com-
petition with at least some of the 30 or more endogenous E. coli proteins,
whose expressions are induced in response to peroxide stress (Rocha and
Smith 1998).

Rbo and Rbr as an Oxidative Stress Defense 
System in Desulfovibrio vulgaris

Although Rbr and Rbo are located on separate operons in D. vulgaris,
genes encoding Rbo- and Rbr-like proteins are located within what appear
to be the same operon or gene cluster in several other anaerobic bacteria

NADH +H H O NAD H O+
2 2

+
2+ Æ + 2

10. Oxygen and Anaerobes 137



and archaea (Das et al. 2001; Lumppio et al. 2001). This genetic proximity
suggests a functional relationship between Rbo and Rbr. Given the results
discussed above, one logical possibility is that Rbo and Rbr are comple-
mentary components of an alternative oxidative stress defense system (Fig.
10.8). During periods of air exposure, superoxide would be generated by
adventitious oxidation of various redox enzymes. Both periplasmic and
cytoplasmic compartments are shown in Figure 10.8, because superoxide is
not membrane permeable at neutral pH. Lumppio et al. (2001) discovered
a gene encoding a homolog to FeSODs in D. vulgaris; that encodes an N-
terminal signal peptide, implying a periplasmic localization. The putative
SOD is, therefore, suggested to remove superoxide generated within the
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Figure 10.7. Tests of the ability of D. vulgaris Rbr, Ngr, and Rbo to protect E. coli
against oxidative stress. A, Aerobic growth over time of an aerobically grown SOD-
deficient E. coli strain (QC774) containing plasmids expressing either nothing
(pCYB1), Rbo (pRbo), Rbr (pRbr), or Nlr (pNlr). B, Percent survival after 30min
exposure to 2.5mM H2O2 of an aerobically grown catalase-deficient E. coli strain
containing different plasmids. Reprinted with permission from Lumppio et al.
(2001), copyright 2001 American Society for Microbiology.

A

B



periplasmic space (Fig. 10.8). No Rbo gene or protein, including that from
D. vulgaris, shows any evidence for a signal peptide and is, therefore, sug-
gested to catalyze reduction of cytoplasmically generated superoxide. The
resulting hydrogen peroxide, plus other internally or externally generated
hydrogen peroxide (because the uncharged H2O2 is membrane permeable),
is then suggested to be catalytically reduced to water via the peroxidase
activity of Rbr.

The immediate electron donor to both Rbo and Rbr is suggested to be
the small electron-transfer protein rubredoxin, on the basis that the rubre-
doxin gene is co-transcribed with the Rbo gene in D. vulgaris and with Rbr
genes in other anaerobes (Lumppio et al. 2001). The ultimate intracellular
source of electrons in the SOR and peroxidase reactions of Rbo and Rbr,
respectively, remain to be determined. Desulfovibrio vulgaris also contains
a heme catalase, which, since it lacks a signal peptide, is presumed to be
cytoplasmic. Because heme catalases typically have Michaelis constants for
hydrogen peroxide in the millimolar to molar range (Zámocky and Koller
1999), the D. vulgaris catalase might complement the housekeeping func-
tion of Rbr by minimizing the effects of exposure to occasionally large
bursts of extracellularly generated H2O2. The Rbr gene in D. vulgaris is
co-transcribed with another gene, designated fur (Lumppio et al. 1997),
which encodes a protein showing highest sequence homology to PerR, a
peroxide-responsive regulatory protein in some other bacteria (Bsat et al.
1998; Zou et al. 1999). The product of the fur-like gene may, therefore,
regulate the Rbo/Rbr oxidative stress response in D. vulgaris.
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Figure 10.8. Proposed model for an Rbo/Rbr oxidative stress protection system in
D. vulgaris. Rub, rubredoxin; Kat, heme catalase; Per, product of the fur-like gene.
Reprinted with permission from Lumppio et al. (2001), copyright 2001 American
Society for Microbiology.



Conclusion

Some aspects of the proposed Rbr/Rbo oxidative stress defense system in
D. vulgaris resemble those recently suggested for oxidative stress protec-
tion in the anaerobic hyperthermophilic archaeon Pyrococcus furiosus
(Jenney et al. 1999). Pyrococcus furiosus contains an Nlr-like protein with
superoxide reductase activity as well as an Rbr, the genes for which are
tandemly located. The microorganismic segregation of SOD/catalase
between aerobes and anaerobes appears to be less distinct than for
Rbo/Rbr, which, as noted above, have so far been found only in air-sensitive
microbes (Kirschvink et al. 2000). The latter segregation suggests that the
Rbo/Rbr oxidative stress protection system is well suited to protection of
anaerobic life in an aerobic world.
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11
One-Carbon Metabolism in
Methanogenic Anaerobes

James G. Ferry

Anaerobic microbes convert complex organic matter to the one-carbon
compounds CH4 and CO2, a process essential to the global carbon cycle.
The process requires a consortium of at least three interacting metabolic
groups, the first two of which are primarily from the Bacteria domain and
convert the organic matter to hydrogen, CO2, formate, and acetate. The
third group, the methanoarchaea, is found exclusively in the Archaea
domain and converts the metabolic products of the first two groups to CH4.
One-carbon reactions play important roles in the metabolism of all three
metabolic groups, but these reactions are dominant in the methanoarchaea.
About two thirds of the nearly 1 billion tons of biologically produced CH4

generated each year originates from reductive demethylation of acetate in
the acetate fermentation pathway. The remaining one third is contributed
by reduction of CO2, with electrons originating from formate or hydrogen
in the CO2-reduction pathway. This chapter presents general features of 
the two pathways with a focus on recent developments regarding the en-
zymes catalyzing one-carbon reactions. The reader is referred to review 
articles that provide a more detailed background for these enzymes (Ferry
1999; Thauer 1998) or emphasize other aspects of the methanogenic path-
ways, including the bioenergetics (Schafer et al. 1999).

Cofactors

The cofactors involved in the methanogenic pathways are shown in Figure
11.1. Except for molybdopterin, the cofactors are largely confined to the
methanoarchaea and Archaeoglobus fulgidus, which is a sulfate-reducing
anaerobe from the Archaea domain. Coenzyme M, methanofuran, and
factor F430 are unique structures first discovered in the methanoarchaea.
Factor III and H4MPT resemble vitamin B12 and tetrahydrofolate (H4F),
respectively, the latter two of which are commonly found in the Bacteria
domain. Although H4MPT closely resembles H4F at the corresponding posi-
tions where C-1 fragments bind, thermodynamic differences confer differ-
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ent properties (Maden 2000). Methyl groups are more readily oxidized 
on H4MPT than on H4F, and the redox reactions for H4MPT-dependent
enzymes are coupled to more negative reductants than the pyridine nu-
cleotides that are generally used in H4F-dependent pathways. These dif-
ferences are the result of the properties of the arylamine nitrogen N-10 on
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Figure 11.1. Structures of cofactors required for catalysis of one-carbon reactions
in methanogenic pathways.



the two carriers. In H4F, N-10 is subject to electron withdrawal by the car-
bonyl group of p-aminobenzoate; whereas in H4MPT, an electron-donating
methylene group is present in this position. Although H4MPT is the car-
rier of C-1 fragments between formyl and methyl oxidation levels in the
methanoarchaea, H4F serves this function in the Bacteria domain. The only
known exceptions are the aerobic proteobacterial methylotrophs (Vorholt
et al. 1999). The methylotroph Methylobacterium extorquens AM1 contains
a pathway for the oxidation of formaldehyde involving a methenyl-H4MPT
cyclohydrolase (Pomper et al. 1999) and a NADP-dependent methylene-
H4MPT dehydrogenase (Hagemeier et al. 2000).

A phylogenetic analysis of H4MPT-dependent enzymes reveals distinct
archaeal and bacterial branches of the tree that are clearly related; however,
the results still do not resolve whether a common ancestor contained
H4MPT-dependent enzymes or the methylotrophs acquired genes from the
Archaea domain. Nonetheless, analysis of the genomic sequences from the
Bacteria domain indicate that only the methylotrophic proteobacteria
harbor H4MPT-dependent enzymes are consistent with lateral transfer from
archaeal donors (Vorholt et al. 1999).

Coenzyme M was shown to function as the central cofactor of aliphatic
epoxide carboxylation in Xanthobacter strain Py2, an aerobe from the Bac-
teria domain (Allen et al. 1999). The organism metabolizes short-chain
aliphatic alkenes via oxidation to epoxyalkanes, followed by carboxylation
to b-ketoacids. An enzyme in the pathway catalyzes the addition of coen-
zyme M to epoxypropane to form 2-(2-hydroxypropylthio)ethanesulfonate.
This intermediate is oxidized to 2-(2-ketopropylthio)ethanesulfonate,
followed by a NADPH-dependent cleavage and carboxylation of the b-
ketothioether to form acetoacetate and coenzyme M. This is the only
known function for coenzyme M outside the methanoarchaea.

Reactions Common to Both Pathways

The two major methanogenic pathways have in common the transfer of a
methyl group from methyl-H4MPT or methyl-H4SPT (where H4SPT is a
close analog of H4MPT) to coenzyme M (HS-CoM) and reductive demethy-
lation of the CH3-S-CoM to methane (Fig. 11.2; Table 11.1). The transfer
reaction (AC1) is coupled to the generation of a sodium gradient (high
outside) catalyzed by a membrane-bound methyltransferase (Mtr). Methyl-
CoM methylreductase (Mcr) catalyzes the demethylation reaction (AC2)
with HS-CoB as the electron donor. The heterodisulfide CoM-S-S-CoB is
formed as a consequence of the demethylation reaction. Reduction of the
heterodisulfide to the corresponding sulfhydryl forms (AC3) of the cofac-
tors is catalyzed by heterodisulfide reductase (Hdr). Although the demethy-
lation reaction has a large negative change in free energy, it is not coupled
to energy generation; however, a proton gradient is generated by passage
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of electrons through a membrane-bound electron-transport chain termi-
nating in reduction of the heterodisulfide. Thus reduction of the het-
erodisulfide CoM-S-S-CoB, which is common to all pathways, drives the
phosphorylation of ADP by way of a chemiosmotic mechanism that pro-
vides ATP for growth.

Methyl-H4MPT:coenzyme M methyltransfrase (Mtr) is an integral 
membrane-bound complex made up of eight subunits. MtrA contains factor
III, the methylation of which is an intermediate in the reaction. It is hypo-
thesized that sodium ion translocation is coupled to a conformational
change in MtrA when Co1+ is methylated and histidine binds as a lower
axial ligand (Gottschalk and Thauer 2001). Hippler and Thauer (1999)
showed that MtrH is the subunit that transfers the methyl group from
Methyl-H4MPT to MtrA.
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Figure 11.2. General features of the CO2-reduction and acetate fermentation path-
ways showing reactions unique and common to each.

Table 11.1. Reactions common to the CO2-reduction and acetate fermentation
pathways for methane formation and enzymes that catalyze them.
Reaction Enzyme Abbreviation

5-methyl-H4MPT + HS-CoM Æ N5-methyltetrahydromethanopterin: AC1
CH3-S-CoM + H4MPT coenzyme M methyltransferase

CH3-S-CoM + HS-CoB Æ Methyl-coenzyme M methylreductase AC2
CH4 + CoM-S-S-CoB

CoM-S-S-CoB + 2e- + 2H+ Æ Heterodisulfide reductase AC3
HS-CoM+ HS-CoM



Mcr contains two coenzyme F430 prosthetic groups. A high-resolution
structure of the enzyme from Methanobacterium thermoautotrophicum,
complexed with either HS-CoM plus HS-CoB or CoM-S-S-CoB, lead to a
proposed reaction mechanism in which the nickel atom of F430 is methy-
lated with CH3-S-CoM followed by protonolysis to methane (Ermler et al.
1997). The structure also revealed five modified amino acids at or near the
active site, four of which are methylated and the other is a thioglycine
forming a thiopeptide bond. It was shown that the methyl groups derive
from the methyl group of methionine, and not by a fortuitous methylation
with CH3-S-CoM, which suggests a functional role for the modified residues
(Selmer et al. 2000). The presence of modified residues in the crystal struc-
ture of the Methanosarcina barkeri enzyme further supports this proposal
(Grabarse et al. 2000). The recombinant enzyme has not been produced
precluding site-directed replacement of residues to test the proposed
functions.

The Carbon Dioxide Reduction Pathway

The one-carbon reactions and enzymes unique to the carbon dioxide reduc-
tion pathway are shown in Figure 11.2 and Table 11.2. Electrons required
for the reductive reactions are derived from the oxidation of either hydro-
gen or formate, catalyzed by hydrogenase or formate dehydrogenase.

(11.1)4 2H CO CH H O2 2 4 2+ Æ +
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Table 11.2. Reactions unique to the CO2-reduction pathway and enzymes that
catalyze them.
Reaction Enzyme Abbreviation

CO2 + MF + 2e- + 2H+ Æ Formylmethanofuran dehydrogenase C1
formyl-MF

Formyl-MF + H4MPT Æ Formylmethanofuran: C2
5-formyl-H4MPT + MF tetrahydromethanopterin

formyltransferase
5-formyl-H4MPT + H+ Æ N5,N10-methenyltetrahydromethanopterin C3

5,10-methenyl- cyclohydrolase
H4MPT+ + H2O

5,10-methenyl-H4MPT+ + N5,N10-methylenetetrahydromethanopterin C4a
F420H2Æ5,10 methylene- dehydrogenase; F420 dependent
H4MPT +F420 + H+

5,10-methenyl-H4MPT+ + N5,N10-methylenetetrahydromethanopterin C4b
H2Æ5,10-methylene- dehydrogenase; hydrogen dependent
H4MPT + H+

5,10-methylene-H4MPT + N5,N10-methylenetetrahydromethanopterin C5
F420H2Æ 5-methyl- reductase
H4MPT + F420



(11.2)

In the first reductive step, the molybdopterin-containing formyl-
methanofuran dehydrogenase (Fmf) functions reversibly to reduce CO2

to the formyl level; however, the electron donor is unknown. In M. barkeri,
the genes encoding the five subunits form a transcription unit and are
cotranscribed with a gene (fmdF) predicted to encode a polyferredoxin,
which is a candidate for the electron donor (Vorholt et al. 1996). FmdB 
has a deduced sequence similar to the formate dehydrogenase of
Methanobacterium formicicum, previously shown to contain molybdopterin
(Johnson et al. 1991), a result suggesting FmdB is the catalytic subunit 
containing the cofactor. N-carboxymethanofuran (carbamate) formation
from unprotonated methanofuran and CO2 is the first step in the reduction.
The formation of the carbamate proceeds spontaneously, and under phys-
iologic conditions, the rate is similar to the maximal rate of methane 
formation (Bartoschek et al. 2000). Furthermore, the rate of carbamate for-
mation is not enhanced by purified formylmethanofuran dehydrogenase.
Thus it appears that an enzyme-catalyzed carbamate formation is not
required.

The crystal structure of the homotrimeric cyclohydrolase (Mch) from
Methanopyrus kandleri (Grabarse et al. 1999) reveals a new a/b fold
distinct from the human H4F-dependent bifunctional dehydrogenase/
cyclohydrolase. However, the archaeal and eucaryal structures are related
by both having two a/b domains (A and B) with a large hydrophobic 
pocket between them, which is postulated to be the active site. Unfor-
tunately, the archaeal structure was not obtained with the substrate bound,
precluding meaningful predictions of the mechanism, although a binding
site was hypothesized based primarily on sequence conservation and two
clusters of basic residues that each bind a phosphate molecule. The basic
residues are proposed to interact with the negatively charged a-
hydroxyglutarylphosphate of the substrate.

Two genetically distinct methylene-H4MPT dehydrogenases were
described: one coenzyme F420 dependent (Mtd), catalyzing reaction C4a,
and another hydrogen dependent (Hmd), catalyzing reaction C4b. Coen-
zyme F420 is an obligate two-electron carrier (Em = -350mV) that donates
or accepts a hydride ion. Characterization of the hydrogen-dependent
dehydrogenases from several strains indicates that the enzymes contain no
iron or nickel, nor do they have other characteristics of classical hydroge-
nases; however, evidence has been presented for a tightly bound thermola-
bile cofactor of <1000Da (Buurman et al. 2000). The genomic sequences 
of M. thermoautotrophicum (Smith et al. 1997) and Methanococcus jan-
naschii (Bult et al. 1996) predict two additional putative hmd genes (hmdII
and hmdIII). When grown under hydrogen-limiting conditions, synthesis of
Hmd in Methanothermobacter marburgensis (formerly M. thermoau-
totrophicum strain Marburg) is constant, whereas Mtd is higher (Afting et

HCOO 4H CH 3CO H O4 2 2
- ++ Æ + + 2
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al. 2000). In addition, a classical nickel-containing F420-dependent hydroge-
nase (Frh) with high affinity for hydrogen is induced. Under nickel limita-
tion, the synthesis of Frh is repressed; however, Mtd and Hmd (with a
10-fold lower affinity for hydrogen than Frh) are induced. It was also shown
that the regulation of all three enzymes is at the transcriptional level,
although additional translational or posttranslational mechanisms of regu-
lation cannot be ruled out.

These results support the previous hypothesis that Frh and Mtd function
to reduce methylene-H4MPT when hydrogen is limiting, whereas Hmd pro-
vides this function when hydrogen is not limiting (Afting et al. 1998). These
results also suggest that under nickel limitation, Hmd and Mtd function in
tandem to oxidize hydrogen and reduce F420, consistent with the observa-
tion that the two enzymes catalyze the conversion in vitro. Afting et al.
(2000) reported that the transcription of hmdII is up-regulated and hmdIII
is down-regulated under hydrogen limitation, suggesting a role in hydrogen
metabolism, although neither enzyme has hydrogenase activity.

The crystal structures of the methylene-H4MPT reductases from M. kan-
dleri (kMer) and M. thermoautotrophicum (tMer) have been determined
(Shima et al. 2000) in the homodimeric (kMer and tMer) and homote-
trameric (kMer) states, revealing a core TIM-barrel fold with three inser-
tion regions for the subunit from each species. It is proposed that the
oligomeric structures are physiologically relevant. Although neither
enzyme was crystalized with the substrates, binding sites were proposed 
for F420 and H4MPT in a cleft formed by insertions 2 and 3, plus the C-
terminal end of the TIM-barrel. A most interesting feature is an unusual
cis-peptide bond between Gly 64/Ile 65 (kMer) and Gly 61/Val62 (tMer) in
the hypothetical F420 binding site, which is of postulated importance based
on the high conservation of this region in all reductases sequenced to date.
Production of the recombinant enzyme and a crystal structure with the sub-
strates bound will be necessary to determine the mechanism. Although
methylene-H4F reductase has functional similarity to Mer, the structures
share no similarity, suggesting a distant relationship within the TIM-barrel
family; however, the structures of Mer and luciferase have common features
(including the nonprolyl cis-peptide bond), suggesting a common TIM-
barrel ancestor.

Carbonic anhydrases, which catalyze the reversible hydration of CO2

(CO2 + H2O Æ HCO3- + H+), are widely distributed in the Bacteria and
Archaea domains, suggesting the enzymes have diverse functions in pro-
caryotes (Smith et al. 1999). The genomes of M. jannaschii and M. ther-
moautotrophicum contain open reading frames (ORFs) with deduced
sequences having high identity to carbonic anhydrases from both the b- and
g-classes (Smith et al. 1999). Both species are autotrophic and, therefore,
have a high CO2 requirement for both methanogenesis and cell carbon syn-
thesis; thus it has been proposed that carbonic anhydrases may play a role
in the acquisition of CO2 (analogous to the role proposed in plants) and/or
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interconversion between CO2 and HCO3
- to supply the appropriate sub-

strate to enzymes in methanogenic and CO2 fixation pathways. The b-class
carbonic anhydrase from M. thermoautotrophicum (Cab) has been pro-
duced in Escherichia coli as a homotetramer with one zinc per subunit
(Smith and Ferry 1999; Smith et al. 2000). Kinetic analyses indicate a zinc-
hydroxide-catalytic mechanism (Smith et al. 2000). The overall enzyme-
catalyzed reaction occurs in two distinct half reactions. The first half 
reaction is the interconversion of CO2 and HCO3

- (Eqs. 11.3 and 11.4) and
involves nucleophilic attack of the zinc hydroxyl ion on CO2. This is fol-
lowed by exchange of zinc-bound HCO3

- with water. The second half 
reaction corresponds to intramolecular proton transfer steps leading to 
protonation of solvent buffer (Eqs. 11.5 and 11.6), which regenerates the
zinc-hydroxide at the active site.

(11.3)

(11.4)

(11.5)

(11.6)

where E is the enzyme and B is the buffer.
The crystal structure (Strop et al. 2001) reveals a homodimer with the

zinc atom ligated by the sulfur atoms of two cysteines (Cys 32 and Cys 90)
and the nitrogen atom of a histidine (His 87), as is the case for the plant-
type enzyme (Fig. 11.3). The active site contains an HEPES buffer mole-
cule in a position that implicates involvement of Asp 34 in the transport of
protons after ionization of the zinc-bound water.

+ + - + - ++ Æ̈ +H-E-Zn -OH B E-Zn -OH BH2 2

E-Zn -H O H-E-Zn -OH2
22+ + + -Æ̈

E-Zn -HCO H O E-Zn -H O HCO3 2 2 3
2 2+ - + -+ Æ̈ +

E-Zn -OH CO E-Zn -HCO2 2
3

+ - + -+ Æ̈
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Figure 11.3. The active site of Cab. Reprinted with permission from Strop et al.
(2001), copyright 2001 American Society for Biochemistry and Molecular Biology.



Fermentation of Acetate

Approximately two thirds of the methane produced in nature derives from
the methyl group of acetate.

(11.7)

The reactions unique to the pathway for Methanosarcina thermophila are
shown in Figure 11.2 and Table 11.3. In the pathway, the carbon-carbon
bond of acetate is cleaved, followed by reduction of the methyl group to
methane with electrons originating from oxidation of the carbonyl group
to carbon dioxide; thus the pathway is a true fermentation.

Acetate kinase (Ack) and phosphotransacetylase (Pta) function together
to activate acetate to acetyl-CoA before cleavage by the CO dehydroge-
nase/acetyl-CoA synthase complex (Cdh). Both enzymes have been hyper-
produced in E. coli in an highly active form, leading to a crystal structure
for Ack and site-specific replacement of residues to investigate the catalytic
mechanisms. The crystal structure (Buss et al. 2001) of Ack is an a2-
homodimer, consistent with the enzyme purified from M. thermophila.
Features of the overall fold suggest Ack is the newest member of the sugar
kinase/Hsc70/actin superfamily of phosphotranferases, and possibly the
common ancestor to all kinases. The active site cleft is identified by bound
ATP, although only the a- and b-phosphates are observable (Fig. 11.4). The
b-phosphate points away from the active site, possibly the consequence of
charge repulsion by a sulfate ion in the active site, resulting from the crys-
tallization conditions. It is proposed that the sulfate ion occupies the site 
of the g-phosphate of ATP. Site-directed mutagenesis was used to re-
place active-site residues individually to probe the catalytic mechanism.
The results of kinetic and biochemical analyses of each variant (Singh-
Wissmann et al. 1998; Ingram-Smith et al. 2000; Singh-Wissmann et al. 2000)
suggests a direct in-line mechanism in which the transition state phosphate
is stabilized by Arg 91 and Arg 241 (Fig. 11.4).

The CO dehydrogenase/acetyl-CoA synthase (Cdh) complex cleaves the
C-C and C-S bonds in the acetyl moiety of acetyl-CoA, oxidizes the car-

CH CO H O CH HCO3 2 2 4 3
- -+ Æ +
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Table 11.3. Reactions unique to the acetate fermentation pathway and enzymes
that catalyze them.
Reaction Enzyme Abbrevation

CH3COO- + ATP Æ CH3CO2PO3
-2 + Acetate kinase A1

ADP
CH3CO2PO3

-2 + HS-CoA Æ Phosphotransacetylase A2
CH3COSCoA + Pi

CH3COSCoA + H4SPT + H2O Æ CO dehydrogenase/acetyl-CoA A3
CH3-H4SPT + 2e- + 2H+ + CO2 + synthase
HS-CoA

CO2 + H2O Æ HCO3
- + H+ Carbonic anhydrase A4



bonyl group to CO2 (CO dehydrogenase activity), and transfers the methyl
group to H4SPT (reaction A3). The five-subunit complex contains three
enzyme components. The nickel/iron-sulfur (Ni/Fe-S) component contains
the CdhA and CdhB subunits. The corrinoid/iron-sulfur (Co/Fe-S) compo-
nent contains the CdhD and CdhE subunits. The third component is the
CdhC subunit. There are three metal clusters (A, B, and C) in the Ni/Fe-S
component. Cluster A (Ni-X-[Fe4S4], where atom X is unknown) is the pro-
posed site for cleavage of the C-C and/or C-S bonds of acetyl-CoA based
on analogy with the well-characterized function for cluster A in the aceto-
genic clostridia. The methyl group is transferred to the factor III corrinoid
of the Co/Fe-S component, where H4SPT is methylated. The carbonyl group
is thought to be oxidized on cluster C, which also has the composition Ni-
X-[Fe4S4]. Cluster B is a conventional Fe4S4 center proposed to shuttle elec-
trons from cluster C to a ferredoxin.

The deduced sequence of cdhC identifies a cysteine motif identical to that
in the well-characterized clostridial CO dehydrogenase/acetyl-CoA syn-
thase proposed to bind cluster A. Murakami and Ragsdale (2000) showed
that dissociation of CdhC from the complex by protease treatment results
in loss of an electron paramagnetic resonance (EPR) signal diagnostic of
cluster A, confirming the proposed cluster A in CdhC. The decrease in the
EPR signal correlates with a loss in the CO/acetyl-CoA exchange reaction,
implicating a function for CdhC in cleavage of the C-C and/or C-S bonds.
Thus the questions are raised as to why two A clusters are present in the
complex and why an association of CdhC is necessary for C-C and C-S bond
cleavage. One explanation, consistent with these results, is that C-S bond
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Figure 11.4. The active site of acetate kinase. Reprinted with permission from Buss
et al. (2001), copyright 2001 American Society for Microbiology.



cleavage occurs on cluster A in CdhC with transfer of the acetyl group to
cluster A on CdhA where the C-C bond is cleaved.

The carbonic anhydrase (Cam) in M. thermophila cells is elevated several
fold when the energy source is shifted to acetate, suggesting a role for this
enzyme in the acetate-fermentation pathway. It is proposed that Cam func-
tions outside the cell membrane to convert CO2 to a charged species (reac-
tion A4) thereby facilitating removal of product from the cytoplasm. Cam
is the prototype of a new class (g) of carbonic anhydrases, independently
evolved from the other two classes (a and b). The crystal structure of Cam
reveals a novel left-handed parallel b-helix fold (Kisker et al. 1996). Apart
from the histidines ligating zinc, the activesite residues of Cam have no rec-
ognizable analogs in the active sites of the a- and b-classes. Kinetic analy-
ses establish that the enzyme has a zinc-hydroxide mechanism similar to
that of Cab (Alber et al. 1999).

The crystal structure of the cobalt-substituted enzyme was obtained with
bicarbonate bound to the metal (Iverson et al. 2000). The structure shows
Asn 202 and Gln75 hydrogen bonded to the metal-bound bicarbonate,
suggestzing potential roles for these residues in either transition-state 
stabilization or orientation and polarization of CO2 for attack from the 
zinc-hydroxyl (Fig. 11.5). The crystal structure also shows three discrete
conformations for Glu 84, suggesting a role for this residue in the transfer
of protons out of the active site; indeed, kinetic analyses of Glu 84 variants
combined with chemical rescue experiments establish this residue as criti-
cal for proton transfer (Tripp and Ferry 2000). The location of Glu 62 adja-
cent to Glu 84 suggests a potential role in proton transfer as well. Although
kinetic analyses of site-specific variants establish an essential role for Glu
62 in the CO2 hydration steps (Eqs. 11.3 and 11.4), the results were incon-
clusive regarding an additional role in proton transfer (Eqs. 11.5 and 11.6).
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Figure 11.5. The active site of cobalt-substituted Cam complexed with bicarbon-
ate. Reprinted with permission from Iverson et al. (2000), copyright 2000 American
Chemical Society.



Conclusions

One-carbon reactions play large roles in the two major pathways for
methane formation in nature. Several of the enzymes catalyzing these reac-
tions have novel features, contributing to a larger understanding of bio-
chemistry and microbial biology. The crystal structures for many of these
enzymes are known, providing insight into the reaction mechanisms. The
entire sequence of the genomes of several CO2-reducing and acetate-
fermenting methanoarchaea have been published or are nearing comple-
tion, an advance that will surely lead to the identification of still more novel
proteins and enzymes involved in these pathways.
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12
Selenium-Dependent Enzymes 
from Clostridia

William T. Self

Stickland (1935) initially described the reductive deamination of glycine to
ammonia and acetate in cultures of Clostridium sporogenes. During the
purification of the enzyme responsible for this reaction—glycine reductase
(GR) from Clostridium sticklandii—it was noted that GR activity was
barely detectable in the later stages of growth of batch cultures in a defined
medium (Turner and Stadtman 1973). The addition of selenium in the form
of selenite overcame this loss in activity and suggested selenium might be
required for GR. To investigate this possibility, cultures of C. sticklandii
were supplemented with selenium in a radiolabeled form, 75Se-selenite.
Protein A, one of the three chromatographically separable components of
GR, was purified and, in fact, was labeled with 75Se (Turner and Stadtman
1973). This was the first report of a purified enzyme that contained sele-
nium and began the work to define both the nature of selenium in proteins
and the mechanism of incorporation of selenium into these selenoproteins.

A report by Flohe et al. (1973) revealed selenium was also present in
bovine glutathione peroxidase. Soon after, Andreesen and Ljungdahl
(1973) also detected selenium in formate dehydrogenase (FDH) from 
Clostridium thermoaceticum (renamed Moorella thermoacetica). These
seminal reports of selenium-requiring enzymes stimulated interest in defin-
ing the biological role for selenium in proteins. In the years since these
initial studies were published, the pathway for selenium incorporation into
proteins has been well defined in Escherichia coli (Böck et al. 1991).
However, the mechanism and regulation of incorporation of selenium into
proteins in mammals is only now beginning to be understood at the bio-
chemical level. Much of the groundwork for the current research in this
area has been laid by numerous investigators studying selenoproteins from
the genus Clostridium.

Table 12.1 summarizes the selenoenzymes isolated from clostridia, which
fall into three major categories. The first group is the amino acid reductases,
such as GR, sarcosine reductase (SR), betaine reductase (BR), and proline
reductase (PR). The second class of selenoenzymes includes FDH.
Although a number of clostridial species are suspected to contain a 
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selenium-dependent FDH, only the NADP-dependent tungsten-containing
enzyme from C. thermoaceticum has been purified and characterized
(Yamamoto et al. 1983). A third class of selenoenzymes in clostridia is 
selenium-dependent molybdenum hydroxylases. These hydroxylases are
key enzymes in the metabolism of purinolytic clostridia and specialize in
the fermentation of purines, such as adenine, xanthine, and uric acid. These
selenoenzymes are unique in that those studied to date do not contain sele-
nium in the form of selenocysteine but in the form of a labile cofactor, which
has yet to be fully characterized. Although a number of other enzymes have
been studied from clostridia that are involved in the metabolism of sele-
nium, this chapter is a brief summary of the selenium-dependent enzymes
listed in Table 12.1.

Glycine Reductase

Glycine reductase, which catalyzes the reductive deamination of glycine to
ammonia and acetate, was shown to produce one equivalent of ATP from
ADP in extracts of C. sticklandii (Stadtman 1966). GR consists of three
chromatographically separable fractions, termed A, B and C. Figure 12.1
shows the requirement for selenium supplementation for optimal GR activ-
ity in large-scale cultures of C. sticklandii. The determination that protein
A was labeled with 75Se demonstrated the need for added selenium in a 
so-called rich culture medium. Selenium-deficient extracts of C. sticklandii
could be complemented by purified selenoprotein A with restoration of GR
activity. This complementation confirmed the requirement for selenium for
protein A activity in the overall reaction of GR. The remaining components
of GR (fractions B and C) were found to be associated with cell membranes
during fractionation, and thus the use of osmotic shock was employed to
obtain an enriched pool for separation of these proteins. Studies using puri-
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Table 12.1. Selenium-dependent enzymes from Clostridiaceae.
Enzyme Organism(s) Reference

Glycine reductase protein A C. sticklandii Turner and Stadtman (1973)
C. purinolyticum Garcia and Stadtman (1991)
C. litorale Kreimer and Andreesen (1995)

Glycine reductase protein B E. acidaminophilum Wagner et al. (1999)
C. litorale Kreimer and Andreesen (1995)

Proline reductase C. sticklandii Kabisch et al. (1999)
Formate dehydrogenase C. thermoaceticum Yamamoto et al. (1983)
Nicotinic acid hydroxylase C. barkeri Dilworth (1982)
Xanthine dehydrogenase C. acidi-urici Wagner et al. (1984)

E. barkeri Schräder et al. (1999)
C. purinolyticum Self and Stadtman (2000)

Purine hydroxylase C. purinolyticum Self and Stadtman (2000)



fied components of the B and C fractions determined that protein B con-
tained a pyruvate cofactor (Arkowitz and Abeles 1991) and that protein C
was involved in the production of acetyl-phosphate (Arkowitz and Abeles
1989). Thus the overall reaction of GR is as follows:

(12.1)

Dithiothreitol can be used as the source of electrons for the reaction in
vitro, although it is widely held that the reduction of the GR in vivo is linked
to the pool of reduced nucleotides (NADH or NADPH). A more detailed
description of the characterization of each component of the GR is given
below.

Selenoprotein A
Selenoprotein A is a small, acidic protein that contains selenium in the form
of selenocysteine (Cone et al. 1976). The determination that selenium is
present in the polypeptide in the form of selenocysteine was the first chem-
ical identification of the selenium moiety in any selenoprotein. Numerous
selenoenzymes have been studied since this initial report, and in almost all
cases (with the exception of the selenium-dependent molybdenum hydrox-
ylases) selenium is found in the form of selenocysteine. The cloning and
sequencing of the gene for selenoprotein A revealed, as expected, a TGA
codon within the coding sequence (Garcia and Stadtman 1991). The occur-
rence of a TGA to encode selenocysteine was described earlier during the
analysis of the genes encoding selenium-dependent FDH-H of E. coli
(Zinoni et al. 1986).

NH CH COO Pi e CH COOPO NH3 2 3 3
2

42- - - ++ + Æ +
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Figure 12.1. Requirement for selenium in glycine reductase activity in C. sticklandii
when cultured in a defined medium. Data from Turner and Stadtman (1973).



Selenoprotein A is remarkably heat stable, as seen by the loss of only
20% of activity on boiling at pH 8.0 for 10min (Turner and Stadtman 1973).
Although selenoprotein A contains one tyrosine and no tryptophan
residues, it contains six phenylalanine residues and thus has an unusual
absorbance spectrum (Cone et al. 1977). Upon reduction, a unique absorp-
tion peak emerges at 238nm, presumably due to the ionized selenol of
selenocysteine, which is not present in the oxidized enzyme. The activity of
selenoprotein A was initially measured as its ability to complement frac-
tions B and C for production of acetate from glycine, in the presence of
reducing equivalents (e.g., dithiothreitol). Numerous purification schemes
were adopted for isolation of selenoprotein A, all of which employed the
use of an anion exchange column to exploit the strongly acidic character of
the protein.

In addition to C. sticklandii, GR selenoprotein A was purified from other
clostridial species, including C. purinolyticum (Sliwkowski and Stadtman
1988) and Clostridium litoralis (Dietrichs et al. 1991) as well as the closely
related species Eubacterium acidaminophilum (Dietrichs et al. 1991). Each
of these proteins is similar in size and composition of amino acids, and
current evidence suggests these contain selenium in the form of selenocys-
teine. Selenoprotein A from both C. litoralis and E. acidaminophilum was
purified using its ability to further stimulate a thioredoxin reductase (TrxR)-
like flavoprotein activity (Dietrichs et al. 1991). This enhancement of the
TrxR-like activity implicated a TrxR-like enzyme as a possible link to the
pool of reduced nucleotides. In support of this theory, genes encoding com-
ponents of GR of Clostridium litorale were reported to be flanked by genes
encoding both thioredoxin (Trx) and TrxR (Kreimer and Andreesen 1995).
Although selenoprotein A is the best characterized component of GR, its
catalytic role is better discussed in the context of the role for proteins iso-
lated from fractions B and C.

Glycine Reductase Protein B
The initial report that GR protein A was a selenoprotein also included the
separation of the remaining components of GR into two fractions using
DE-32 ion exchange chromatography (Turner and Stadtman 1973), termed
fractions B and C. Protein B was partially purified in and was noted to be
a large molecule, based on its mobility in nondenaturing polyacrylamide gel
electrophoresis (PAGE), with a molecular weight of 200,000–250,000. It 
was found to be sensitive to borohydride treatment and hydroxylamine,
both known to inhibit carbonyl-dependent enzymes. The sensitivity to these
reagents was reduced in the presence of glycine (Tanaka and Stadtman
1979), indicating protein B may be interacting with the substrate glycine.
Moreover, protein B directed a slow exchange of tritium from tritium-
labeled glycine into water, suggesting a Schiff’s base intermediate was being
formed. This early work on the role for protein B not only demonstrated
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that glycine was interacting with protein B, but also indicated that fraction
C was required for ATP generation (discussed below).

Eubacterium acidaminophilum not only reductively deaminates glycine
to ammonia and acetate but also expresses enzymes capable of reductively
deaminating sarcosine and betaine when cells are cultured in the presence
of formate (Hormann and Andreesen 1989). One would expect that the
enzymes catalyzing the latter two reactions might be similar to GR. In fact,
the substrate-specific protein B for sarcosine reductase was purified and
found to be similar to GR protein B from C. sticklandii (Meyer et al. 1995).
Apparently, this organism has evolved means to use different amino acids
as electron acceptors and preferentially expresses each in response to con-
ditions in the environment.

In addition to SR, components of GR from E. acidaminophilum have also
been isolated. In a study outlining the purification of the substrate-specific
protein of GR, the genes encoding GR proteins from E. acidaminophilum
were also sequenced. Unexpectedly, a TGA codon was uncovered in a gene
encoding a subunit of protein B as well as the genes encoding selenopro-
tein A, indicating selenocysteine is present in both A and B proteins of GR
(Wagner et al. 1999). In agreement with the sequence, purified GR protein
B obtained from cells grown in medium containing 75Se was labeled with
selenium. The labeled protein, approximately 47kDa, is apparently present
in a complex with two other proteins, approximately 22kDa and 25kDa, to
make up the components of protein B. The latter two smaller proteins are
encoded by one gene, grdE, which is subsequently cleaved after translation
(Wagner et al. 1999). The genes encoding protein B components for sarco-
sine and betaine reductase have also been cloned from this organism, and
sequence analysis revealed a gene encoding a protein similar to the 47kDa
protein from GR, which also contains a TGA codon (Andreesen et al.
1999). A reaction mechanism to explain the need for selenocysteine in a
substrate-specific protein B had not previously been considered but has
been proposed (Andreesen et al. 1999). Further biochemical analysis of
purified components of GR and its close relatives (sarcosine and betaine
reductases) from this organism are needed to elucidate the role for seleno-
cysteine in these subunits and determine more specifically the catalytic
mechanism of these enzymes.

Glycine Reductase Protein C
Early attempts at purification of the protein C component of the GR
complex focused on the reconstitution of all three components to generate
acetate in the presence of glycine. However, a critical discovery was made
in regard to the overall reaction mechanism of GR by Arkowitz and Abeles
(1989) when it was determined that acetyl phosphate was generated by GR
in the presence of inorganic phosphate. This result explained the nature of
the one equivalent of ATP generated (through acetate kinase) and signifi-
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cantly altered the methods employed for purification of protein C. Stadt-
man (1989) showed that acetyl phosphate, normally generated by reaction
of the proposed acetyl-thiol ester intermediate on protein C with phos-
phate, could be decomposed in the reversible back reaction with arsenate
to form acetyl arsenate. Spontaneous decomposition of the unstable arse-
nate ester to acetate resulted in net hydrolysis of acetyl phosphate. Inhibi-
tion of protein C activity by alkylation supported a role of a thiol group in
the reaction. In studies using the Se[14C]carboxymethyl derivative of
selenoprotein A as substrate, Stadtman and Davis (1991) showed that it was
decomposed to [14C]acetate by protein C in the presence of arsenate and
confirmed that prior alkylation of protein C in the absence of acetyl phos-
phate inhibited the reaction.

The critical discovery that acetyl phosphate is generated and the infor-
mation gained from several studies of each of the components of GR
allowed an enzyme mechanism to be proposed (Arkowitz and Abeles
1991). However, with the current knowledge that one of the subunits of
protein B also contains selenium, further work is needed to characterize the
intermediates of the reaction and to explain the role of an additional
selenocysteine residue. Whether this additional selenocysteine residue in
protein B might serve as a direct reductant of the postulated thioselenide
derivative of selenoprotein A and possibly serve as a link to the Trx-TrxR
system is unknown. It should also be noted that the selenium-limited cul-
tures that were initially studied during analysis of selenoprotein A (Turner
and Stadtman 1973) apparently contained active fractions of proteins B and
C, suggesting the role for selenium in protein B may not prove to be
absolutely necessary for enzyme catalysis.

Proline Reductase

Clostridium sticklandii also expresses a proline reductase that can reduc-
tively cleave proline to d-aminovalerate (Seto and Stadtman 1976). PR was
first purified by Seto and Stadtman (1976) by following the decomposition
of proline in the presence of dithiothreitol or NADH. They found PR 
to have a denatured mass of approximately 30kDa (sodium dodecyl
sulfate–polyacrylomide gel electrophoresis; SDS-PAGE) and a native size
of approximately 300kDa. The addition of selenite to the growth medium
of C. sticklandii did increase the specific activity of PR in extracts by three-
fold; however, no selenium was detected in the purified enzyme. It should
be noted that this purified enzyme had lost the ability to couple reduction
of proline to NADH and thus probably was missing one or more compo-
nents of the complete enzyme complex.

In a more recent report, Kabisch et al. (1999) noted the purification of
PR, also from C. sticklandii. The purified enzyme contained three subunits
(SDS-PAGE), two of which were labeled with fluorescein thiosemicar-
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bazide, indicating the presence of pyruvoyl groups. Previously, a pyruvate-
containing peptide isolated from the N-terminal region of PR (Seto 1980)
after mild alkaline hydrolysis was generated by cleavage between the Ser
and Glu residues. The genes encoding the subunits of proline reductase 
were also cloned and sequenced and found to encode a selenoprotein. The
native size of the proline reductase complex was determined to be 870kDa,
in contrast to the smaller size determined previously (300kDa). Despite 
the apparent disparities in the two reports, a simple analysis of the 
assay of enzyme activity may reveal the differences. In the earlier work,
the decomposition of proline was monitored instead of production of d-
aminovalerate, and cell extracts were treated with detergents before chro-
matographic separation. In the more recent work no detergent was used,
and the production of d-aminovalerate was followed. However, stoichio-
metric conversion of proline to d-aminovalerate had been established
earlier (Stadtman and Elliott 1957). Nevertheless, PR is now known to be a
complex of proteins, including a selenoprotein, which greatly resembles the
GR enzyme complex. Further study of this enzyme in regard to the detailed
reaction mechanism is needed to define a role for selenium in the reaction.

Formate Dehydrogenase

Soon after the report that the GR of C. sticklandii contained selenium,
Andreesen and Ljungdahl (1973) reported the partial purification of 
a NADP-dependent FDH from the thermophilic anaerobe C. ther-
moaceticum. Determination that FDH activity increased with the addition
of selenium during growth of this organism in part sparked the experiments
to test the effect of selenium on GR (Turner and Stadtman 1973). FDH
activity of C. thermoaceticum not only responded positively to the addition
of selenium to the culture medium during growth but also increased on
addition of tungsten and molybdenum. These findings confirmed the obser-
vations made many years before (Pinsent 1954) that selenite and molyb-
date were required for formation of FDH by E. coli and related organisms.
Selenium, in the form of 75Se, cochromatographed with FDH activity in 
this initial study. A more detailed study describing the purification of 
FDH (FDH is exquisitely sensitive to oxygen inactivation) confirmed the
enzyme contained both selenium and tungsten in stoichiometric amounts
(Yamamoto et al. 1983). Molybdenum was not present in stoichiometric
amounts, but the level of FDH activity did increase significantly in extracts
when molybdate was added to the medium. This suggested that expression
of FDH may be regulated by the presence of molybdenum, although it is
not needed for enzyme activity.

SDS-PAGE analysis of purified FDH revealed two subunits and, in com-
bination with native PAGE, suggested a a2b2 structure. Selenium was not
released from the protein during denaturing gel electrophoresis and was
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found exclusively in the a-subunit. A recent entry in the Genbank database
reveals that the gene encoding the a-subunit has been cloned and
sequenced and contains a TGA codon encoding selenocysteine (accession
number 1658401). Thus the selenium-dependent FDH from C. ther-
moaceticum is similar to other selenium-dependent FDH enzymes studied
in E. coli (Böck and Sawers 1996), with the exception that a tungsten 
cofactor is present instead of a molybdenum cofactor. In E. coli FDH-H,
selenium was determined to be directly coordinated to the Mo atom in 
the molybdenum cofactor molybdopterin guanine dinucleotide, both 
by spectral analysis (Gladyshev et al. 1994b) and by structural analysis
(Boyington et al. 1997). Most likely the selenium atom in FDH from C.
thermoaceticum is closely associated with the tungsten molecule in this

enzyme. Perhaps future studies of selenium- and tungsten-dependent 
FDH enzymes from clostridia, such as that described above, could further
probe the differences between tungsten- and molybdenum-dependent FDH
isoenzymes.

Selenium-Dependent Molybdenum Hydroxylases

Xanthine oxidase (XO) was the first enzyme studied from the family of
enzymes now known as the molybdenum hydroxylases (Hille 1999). XO,
which catalyzes the hydroxylation of xanthine to uric acid is abundant in
cow’s milk and contains several cofactors, including FAD, two Fe-S centers,
and a molybdenum cofactor, all of which are required for activity (Massey
and Harris 1997). Purified XO has been shown to use xanthine, hypoxan-
thine, and several aldehydes as substrates in the reduction of methylene
blue (Booth 1938), used as an electron acceptor. Early studies also noted
that cyanide was inhibitory but could only inactivate XO during preincu-
bation, not during the reaction with xanthine (Dixon 1927). The target of
cyanide inactivation was identified to be a labile sulfur atom, termed the
cyanolyzable sulfur (Wahl and Rajagopalan 1982), which is also required
for enzyme activity.

A group of clostridia that efficiently ferments purines, such as xanthine
and uric acid, were initially studied in Barker’s laboratory (Barker and Beck
1941). Xanthine dehydrogenase (XDH) was purified from one of these
organisms (Bradshaw and Barker 1960) and found to be similar to bovine
XO. During the study of XDH from other strains of purinolytic clostridia
it was reported that XDH activity responded positively to selenium addi-
tion to the culture medium (Wagner and Andreesen 1979), suggesting sele-
nium might be required for XDH activity. In addition to XDH, other
related molybdenum hydroxylases have been investigated from these puri-
nolytic clostridia, and a brief overview of the need for selenium in each is
given below.
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Xanthine Dehydrogenase

Clostridium acidi-urici and Clostridium cylindrosporum were characterized
in regard to their ability to ferment purines to ammonia, CO2, and acetic
acid (Barker and Beck 1941). A critical enzyme in the pathway for use of
purines as carbon and energy sources in these organisms is XDH. Purified
from C. cylindrosporum by Bradshaw and Barker (1960), XDH contained
significant iron, molybdenum, and flavin as cofactors and used xanthine and
other purine derivatives as substrates. C. cylindrosporum XDH was similar
to the well-studied bovine XO (Massey and Harris 1997), and these authors
likely never suspected their purified enzyme contained selenium. However,
later analysis of the growth of C. acidi-urici and C. cylindrosporum and
activity of XDH in extracts of these organisms (Wagner and Andreesen
1979) indicated that inclusion of selenite resulted in a 14-fold increase in
XDH activity, suggesting that XDH enzymes from both organisms required
selenium for activity.

The first description of a selenium-containing XDH was reported in an
analysis of the purification of XDH from C. acidi-urici. In that report, XDH
was shown to contain 0.13 mole of selenium per mole of enzyme (Wagner
et al. 1984). Electron spin resonance of a dithionite-reduced form of XDH
revealed a spectrum similar to the analogous desulfo-XO prepared by incu-
bation with cyanide. These results suggested the selenium atom that occurs
in XDH is analogous to the cyanolyzable sulfur previously described in XO
(Wahl and Rajagopalan 1982). In addition, these results demonstrated that
selenium is required for activity and, as the authors suggest, significant
amounts of a labile form of selenium may have been lost during purifica-
tion. A more recent report on the purification of XDH from Eubacterium
barkeri, a nicotinic acid fermentor originally described by Stadtman et al.
(1972), revealed selenium was present in a molar ratio of 0.24 :1 with
respect to each set of three unique subunits (Schräder et al. 1999). Sele-
nium was removed from the native enzyme by treatment with cyanide, and
the loss of selenium resulted in concomitant loss in activity. XDH activity
could be restored by incubation with selenide and a reducing agent, similar
to the technique used to restore activity of XO using sulfide (Wahl and
Rajagopalan 1982).

Another study (Self and Stadtman 2000) described the purification of
XDH from C. purinolyticum, a purine-fermenting strain originally isolated
as an adenine-fermentor (Dürre et al. 1981). Selenium was labile (cyanolyz-
able) and required for XDH activity. Similar to XDH from E. barkeri, XDH
from C. purinolyticum consisted of three subunits (determined by SDS-
PAGE). However, XDH from C. purinolyticum was significantly stable
when isolated under aerobic conditions. Although these reports solidify the
previously speculative data that selenium is present as a labile cofactor in
clostridial XDH, the exact nature of selenium and the molecules to which
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this selenium is bound within the active site of XDH remain unknown and
the focus of current investigation.

Nicotinic Acid Hydroxylase
Another selenium-containing molybdenum hydroxylase that has been iso-
lated from Clostridium barkeri (identical to Eubacterium barkeri) is nico-
tinic acid hydroxylase (NAH). Clostridium barkeri was isolated initially as
a fermentor of nicotinic acid and thus NAH is a key enzyme in the efficient
fermentation of nicotinic acid as a source of carbon and energy. NAH 
contained selenium when purified from cells labeled with 75Se-selenite.
However, this label was lost during denaturing gel electrophoresis and also
on heating of the enzyme (Dilworth 1982). Exhaustive analysis of selenium-
labeled alkylation products of NAH under various conditions revealed 
selenium was bound as a labile cofactor (Dilworth 1982), and not as seleno-
cysteine. This report was the first to describe a selenium-dependent enzyme
that did not contain selenium in the form of selenocysteine.

NAH is composed of four subunits (SDS-PAGE) and contains a molyb-
denum cofactor (Dilworth 1983). Analysis of the electron paramagnetic 
resonance (EPR) spectra of the molybdenum center of NAH revealed a
coordination of molybdenum to selenium (Gladyshev et al. 1994b). Appar-
ently NAH is much like other selenium-dependent molybdenum hydroxy-
lases such as XDH from C. barkeri and other purinolytic clostridia. Whether
or not the selenium is present as a ligand of molybdenum or is coordinated
to molybdenum while being bound to another molecule (e.g., sulfur of cys-
teine) is still not known. The nature of the selenium cofactor and the mech-
anism of its incorporation into NAH are most likely similar to XDH and
thus also require more study.

Purine Hydroxylase
In addition to the molybdenum hydroxylases mentioned above, a new 
selenium-dependent hydroxylase with specificity for purine and hypoxan-
thine as substrates, termed purine hydroxylase, was uncovered during purifi-
cation of XDH from C. purinolyticum (Self and Stadtman 2000). Purified
PH was labeled with 75Se and was not reduced in the presence of xanthine
as a substrate. As with other selenium-dependent molybdenum hydro-
xylases, selenium was removed by treatment with cyanide with parallel 
loss in catalytic activity. Selenium was also efficiently removed in the pres-
ence of low ionic strength buffer during final dialysis of PH, indicating that
ionic strength affects the stability of the labile selenium cofactor in this
enzyme.

The subunit structure of PH, an a4b4g4d4 (SDS-PAGE and gel permea-
tion chromatography), is similar to that of the NAH (Gladyshev et al.
1994a). Comparative kinetic analysis of PH and XDH from C. puri-

166 W.T. Self



nolyticum revealed that XDH was specific for xanthine, and PH acted most
efficiently on either purine or hypoxanthine. The products of the reaction
of purine with PH were hypoxanthine and xanthine, based on high-
performance liquid chromatography (HPLC) analysis, demonstrating that
PH can efficiently hydroxylate either the two or the six positions of the
purine ring (Fig. 12.2). A revised pathway for hydroxylation of purines 
in C. purinolyticum to include PH is shown in Figure 12.2. It should be 
noted that this organism will not grow in the absence of adenine (Dürre 
et al. 1981). Thus the production of hypoxanthine from adenine and 
therefore the hydroxylation of hypoxanthine may be critical to this or-
ganism’s niche in the metabolism of purines. It is possible that other 
purinolytic anaerobes, some eukaryotes or members of the archea may
possess an enzyme similar to PH with specificity for hypoxanthine in the
process of purine degradation. This possibility as well as the further 
study of the nature of and delivery of selenium to PH is currently under
investigation.

Conclusion

This brief description of selenium-dependent enzymes, studied from both
amino acid and purine-fermenting members of the genus Clostridium,
emphasizes the significant effect these investigations have had on selenium
biochemistry. The study of basic metabolic pathways in bacteria can lead to
a significant base of knowledge, which is drawn on by cell biologists and
biochemists alike to further their research in mammals. Both the nature of
selenium within selenoenzymes as well as the pathway for incorporation of
selenium have been well established in E. coli and related organisms, and
the information gained in these studies helps guide selenium research in all
areas, even today. It is hoped, even in this era of biological science domi-
nated by DNA sequence data, that the biochemical characterization of
enzymes and pathways from bacterial sources will continue to lead basic
science in the future.
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13
How the Diverse Physiologic
Potentials of Acetogens Determine
Their In Situ Realities

Harold L. Drake and Kirsten Küsel

The in situ activity of a cell is determined by which physiologic traits 
are expressed under in situ conditions. Thus the ecological impact of
acetogens is determined by the in situ manifestation of their physiologic
potentials. Since their physiologic capabilities are diverse, it must be antic-
ipated that the in situ activities of acetogens are likewise diverse. Indeed,
because acetogens constitute a phylogenetically diverse bacteriologic
group, it should be anticipated that they can inhabit, and have an effect on,
diverse habitats. The intent of this chapter is to outline recent work that
highlights what is known about the realities of acetogens in both test tubes
and ecosystems.

Acetogenic Bacteria and the Acetyl-CoA Pathway

Acetogens are obligately anaerobic bacteria capable of reducing CO2

to acetate via the acetyl-CoA pathway (also referred to as the Wood-
Ljungdahl pathway) (Fig. 13.1). The acetyl-CoA pathway consists of two
reductive branches that together reduce CO2 to acetyl-CoA, is a terminal
electron-accepting process, conserves energy, and can serve as a source of
usable carbon for the synthesis of biomass (Wood and Ljungdahl 1991;
Drake 1994; Ljungdahl 1994). The overall reduction of CO2 to acetate with
hydrogen has a free energy change of approximately -100kJ per mole
acetate synthesized. Energy is conserved by generating either proton- or
sodium-dependent chemiosmotic potentials that can be coupled to the syn-
thesis of ATP by ATPases or used for energy-dependent processes, such as
active transport (Das and Ljungdahl 2000; Müller et al. 2001). As noted
below, use of this pathway is not the only option acetogens have relative to
the conservation of energy.

171



Phylogenetic Diversity: Who Has the 
Acetyl-CoA Pathway?

To date, there are 19 bacterial genera that can use the acetyl-CoA pathway
and be termed acetogens: Acetitomaculum, Acetoanaerobium, Acetobac-
terium, Acetohalobium, Acetonema, Caloramator, Clostridium, Eubac-
terium, Holophaga, Moorella, Natroniella, Natronoincola, Oxobacter,
Ruminococcus, Sporomusa, Syntrophococcus, Thermoacetogenium, Ther-
moanaerobacter, and Treponema (Drake et al. 2003). Based on their 16S
rRNA gene sequence similarities, these genera are not tightly clustered phy-
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Figure 13.1. The acetyl-CoA pathway showing reactions central to the initial reduc-
tion of CO2 and the synthesis of acetyl-CoA (shaded). THF, tetrahydrofolate; Co-
protein, corrinoid protein; brackets, the C1 unit is bound to a cofactor or structurally
associated with an enyzme.



logenetically but are widely dispersed throughout the domain Bacteria.
Together with taxonomically unclassified isolates, the total number of
known acetogenic species approximates 100. Acetate-producing organisms
that do not use the acetyl-CoA pathway are sometimes incorrectly referred
to as acetogens; thus one should take special note of how this term is being
applied relative to the description of an organism. Two additional less
obvious points should also be noted when considering whether an organ-
ism is an acetogen: Bacteria not previously identified as acetogens (i.e., true
users of the acetyl-CoA pathway) might nonetheless be acetogens, and the
in situ acetogenic capacity of a bacterium can be lost when the organism is
cultivated in the laboratory (Küsel et al. 2000, 2001).

Use of the acetyl-CoA pathway by nonacetogens and members of the
domain Archaea for biomass synthesis or the oxidation of acetate demon-
strates that this pathway is a fundamental process of the Prokaryotes and
is widely dispersed (Wood and Ljungdahl 1991; Drake 1994). It has been
postulated that the pathway was the first autotrophic process of the planet,
and it is estimated that acetogenesis yields trillions of kilograms of acetate
globally each year. Thus it is now recognized that the acetyl-CoA pathway
is important to the global carbon cycle. These more recent considerations
of the acetyl-CoA pathway are in marked contrast to earlier times when
acetogens and acetogenesis were considered little more than a biological
curiosity.

Metabolic Versatility: What Acetogens Do in Test Tubes

What are the realities of acetogens when cultivated in test tubes, i.e.,
when cultivated under our terms in the laboratory? Historically important
answers to these questions were found when the first two acetogens
Clostridium aceticum (Wieringa 1936) and Moorella thermoacetica (origi-
nally Clostridium thermoaceticum) (Fontaine et al. 1942) were isolated. Two
unique physiologic features were observed with these organisms: the stoi-
chiometric conversion of glucose to acetate (Eq. 13.1) and the hydrogen-
dependent reduction of CO2 to acetate (Eq. 13.2).

(13.1)

(13.2)

Reactions 13.1 and 13.2 are now recognized as the hallmark signatures of
acetogens. During many decades of research, these two reactions were
emphasized in evaluating the realities of acetogens in test tubes and in
studies that ultimately resolved the enzymology of the acetyl-CoA pathway
(Drake 1994; Ljungdahl 1994). In retrospect, the high phylogenetic diver-
sity of acetogens strongly suggests that acetogens harbor diverse physiologic
potentials that are not indicated by Eqs. 13.1 and 13.2. Indeed, they do.

4H 2CO CH COOH 2H O2 2 3 2+ Æ +

C H O 3CH COOH6 12 6 3Æ
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Sources of Reductant
In Eq. 13.1, glucose is oxidized and decarboxylated via glycolysis and pyru-
vate ferredoxin oxidoreductase, and the resulting eight reducing equiva-
lents are used to synthesize acetate via the acetyl-CoA pathway (Fig. 13.1).
Six reducing equivalents are used in the methyl branch of the pathway to
reduce CO2 to the methyl level, and two reducing equivalents are used in
the carbonyl branch of the pathway to reduce CO2 to the carbonyl level. In
Eq. 13.2, the eight reducing equivalents required to reduce CO2 to acetate
are derived from hydrogen via hydrogenase.

Work in more recent years has demonstrated that acetogens are capable
of using diverse substrates as a source of reductant. It is beyond the scope
of this chapter to delineate fully the wide range of substrates that can be
utilized by acetogens. Oxidizable substrates include CO, hydrogen, carbo-
hydrates, alcohols, carboxylic acids (including dicarboxylic acids), aldehy-
des, substituent groups of aromatic compounds, and numerous other
organic and halogenated substrates (Drake 1994; Schink 1994). Although
acetogens can use a wide range of substrates and participate in complex
trophic linkages with other organisms, acetogens do not appear to be able
to use complex polymers, such as lignin or cellulose.

Certain one-carbon substrates, such as CO and the methoxyl group of
aromatic compounds, are particularly well suited for use by acetogens
because they are readily incorporated into either the carbonyl or the methyl
branches of the acetyl-CoA pathway. In this regard, acetogens appear to be
specialized in the use of substituent groups of aromatic compounds. Use of
such substituent groups can have regulatory effects on the flow of carbon
and reductant in the cell. For example, use of the aldehyde group of certain
lignin-derived aromatic compounds by Clostridium formicoaceticum
inhibits the cell’s ability to use fructose (Frank et al. 1998). In the presence
of both fructose and a usable hydroxybenzaldehyde, reductant for the syn-
thesis of acetate from CO2 is preferentially derived from the aldehyde
group of hydroxybenzaldehyde (Fig. 13.2).

Use of Diverse Terminal Electron Acceptors
Acetogens can also use a diverse number of terminal electron acceptors
substrates (Drake 1994; Drake et al. 1997); these acceptors and the result-
ing reduced end products include:

(13.3)

(13.4)

(13.5)

(13.6)

(13.7)nitrite ammoniumÆ

nitrate nitriteÆ

methoxylated phenylacrylates methoxylated phenylpropionatesÆ

fumarate succinateÆ

carbon dioxide acetateÆ
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(13.8)

(13.9)

(13.10)

(13.11)

(13.12)

Each acetogen displays a different propensity relative to the use of alter-
native electron acceptors. However, a few generalizations can be made.

First, most if not all acetogens can produce more than acetate as their
sole reduced end product. Thus referring to acetogens as homoacetogens is
usually a misnomer. Acetogens can facilitate the homoacetogenic conver-
sion of a substrate to acetate, but doing so depends on the condition of
growth. For example, the classic homoacetogen M. thermoacetica preferen-
tially reduces nitrate instead of CO2 by repressing a membranous
cytochrome b that is essential to electron flow on the methyl branch of the
acetyl-CoA pathway (Fröstl et al. 1996); thus, in the presence of nitrate,
acetate is not synthesized via the acetyl-CoA pathway (Fig. 13.3). Hydro-

protons hydrogen gasÆ

acetaldehyde ethanolÆ

pyruvate lactateÆ

dimethylsulfoxide dimethylsulfideÆ

thiosulfate sulfideÆ
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Figure 13.2. The preferred flow of reductant from aromatic aldehydes to the 
acetyl-CoA pathway by the acetogen C. formicoaceticum. THF, tetrahydrofolate;
brackets, the C1 unit is bound to a cofactor or structurally associated with an enzyme.



genase activity is also strongly affected by nitrate. Although the function of
hydrogenase(s) during heterotrophic growth on sugars is unknown, it is
likely that at least one function is as an oxidoreductase in the intracellular
management of sugar-derived reductant rather than as a classic hydrogen-
producing or -consuming hydrogenase. Nitrate might also have other reg-
ulatory effects on the acetyl-CoA pathway (Arendsen et al. 1999). Another
example is Peptostreptococcus productus. This co-called homoacetogen
shifts reductant flow away from the acetyl-CoA pathway to classic fermen-
tation and the production of lactate, succinate, ethanol, and formate when
grown with high concentrations of fructose or conditions that limit the use
of extracellular CO2 (Misoph and Drake 1996).

Second, the availability of CO2 can influence the ability of an acetogen
to engage an alternative terminal electron-accepting process. However,
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Figure 13.3. The nitrate-dependent blocks (shaded) in the flow of reductant and
carbon when M. thermoacetica is cultivated under nitrate-dissimilating conditions.
THF, tetrahydrofolate; Co-protein, corrinoid protein; brackets, the C1 unit is bound
to a cofactor or structurally associated with an enzyme.



even in the presence of CO2, alternative electron acceptors can be used,
and in many cases simultaneously to the use of CO2. For example, C.
formicoaceticum can simultaneously reduce CO2 to acetate and phenyl-
acrylates to phenylpropionates (Misoph et al. 1996).

Third, thermodynamically, the ability of acetogens to use diverse electron
acceptors indicates that they can accommodate a wide range of redox con-
ditions. For example, the ability of M. thermoacetica to use nitrate indicates
that this organism does not require stringently reduced conditions (-300
mV) to grow and might be found in habitats with fluxuating redox condi-
tions. Indeed, this organism is easily isolated from aerated soils (Goessner
et al. 1998).

Finally, the reduction of certain electron acceptors might not always be
coupled to the conservation of energy.

Life in the Presence of Oxygen
The diverse physiologic capabilities of acetogens in the laboratory indicate
that their trophic relationships and adaptation strategies in the real world
are not exclusively determined by their ability to use the acetyl-CoA
pathway. Because acetogens colonize habitats with unstable redox condi-
tions, such as well-aerated soils, it is likely that they are, by one means or
another, able to cope with oxygen. Indeed, acetogens have the ability to
consume trace levels of oxygen (Küsel et al. 2001; Karnholz et al. 2002).
Acetogens such as M. thermoacetica, Acetobacterium woodii, Clostridium
magnum, and Sporomusa silvacetica can tolerate and consume 0.5–2%
oxygen in the headspace of culture tubes. The ability of acetogens to reduce
oxygen is dependent on numerous enzymes and does not appear to be
coupled to the conservation of energy; rather this physiologic capacity is
likely used to reduce trace levels of oxygen that are inhibitory to growth in
their respective habitats (Das et al. 2001; Drake et al. 2002).

It is obvious enough that acetogens, like methanogens, can form impor-
tant trophic links to other anaerobes under strictly anoxic conditions; such
information has contributed significantly to our understanding of how ace-
togens influence the flow of carbon in anoxic habitats, such as gastroin-
testinal tracts of animals and water-saturated soils and sediments (discussed
below). However, how acetogens orient themselves with other bacteria in
soils or other habitats subject to fluxuations in oxygen is not well under-
stood. Because acetogens would likely prefer anoxic niches as habitats, they
might be members of microcommunities (microcolonies) that contain
nonacetogens that are capable of rapidly consuming oxygen but do not
compete with the acetogens for the same substrate. Indeed, given the type
of microzone in which an acetogen would likely prefer in a habitat like soil,
the best nonacetogenic partner would be a microaerophile. Such a trophic
relationship was documented for two soil bacteria that were isolated
together in mixed culture (Gößner et al. 1999). One organism (Thermicanus
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aegyptius) is a microaerophile that converts small-chain carbohydrates to
products that are subsequently used by the acetogen M. thermoacetica
(Fig. 13.4). This trophic relationship would be of obvious advantage to an
acetogen in aerated soils.

Diverse Habitats and Environmental Realities

Acetogens can seemingly be isolated from all habitats. Most isolates have
been obtained from obligately anoxic habitats, such as freshwater or marine
sediments, sewage sludge, and gastrointestinal tracts (Drake 1994; Drake et
al. 2003). Although acetogens appear to be present in practically all strictly
anoxic environments, we know relative-little about their diverse in situ
activities in these habitats. In contrast to methanogens, which produce a gas
that can be easily evaluated to assess their in situ activities, the activities of
acetogens are far more difficult to assess under field conditions. Acetate,
the main characteristic product of acetogens, is also produced by a variety
of facultative and obligate anaerobes and is subject to complex turnover
dynamics in the presence of electron acceptors.

In anoxic environments with low amounts of sulfate or usable Fe(III),
the microbial degradation of organic matter occurs via a complex network
of trophic links that collectively terminate in the production of methane
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Figure 13.4. Postulated trophic inter-
action of the microaerophile T. aegyp-
tius and the acetogen M. thermoacetica
(used with permission; Gößner et al.
1999).



(McInerney and Bryant 1981). The main processes in which acetogens
participate are highlighted in Figure 13.5. Acetogens compete with primary
fermentors for monomeric compounds and with secondary fermentors 
for typical fermentation products, such as lactate, ethanol, and hydrogen
(Schink 1994). In the case of hydrogen, acetogens compete with Fe(III)
reducers, sulfate reducers, and methanogens.

The standard free energy change for methanogenesis from hydrogen and
CO2 is more exergonic than that of acetogenesis (DG¢0 = -135.6kJ per mole
methane and DG¢0 = -104.6kJ per mole acetate, respectively). However,
certain conditions compromise or inhibit methanogenesis (Fig. 13.5). In a
complex ecosystem, the metabolic interactions of the anaerobic populations
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Figure 13.5. Flow of carbon in habitats deficient in inorganic terminal electron
acceptors (e.g., sulfate and iron). Reaction C is catalzyed exclusively by acetogens.
Shaded, reactions facilitated by acetogens and other fermentative microorganisms;
thick arrows, reactions A–C in which acetogens participate; Arrow size does not 
correlate quantitatively with carbon flow. Based in part on the 3-stage model of
McInerney and Bryant (1981).



are influenced by physical and chemical parameters (e.g., pH, temperature,
periodic oxygenation, spatial arrangements, and different microbial popu-
lation sizes) that can favor acetogens. For example, in a spatially hetero-
genic system, acetogens would be more competitive for hydrogen by
positioning themselves near hydrogen-producing cells. Thus, under certain
circumstances, the acetogenic conversion of hydrogen and one-carbon sub-
strates to acetate can be a significant process (Fig. 13.5; reaction C).

Little information about the spatial distribution of acetogens in
ecosytems has been published. Although community structure can been
assessed with molecular probes, the phylogenetic diversity of acetogens
makes such an assessment difficult (Lovell and Hui 1991). Nonetheless, in
the past several years, the presence and in situ activities of acetogens have
been detected in hypersaline sediments, deep aquifers, oxic soils, and plant
roots, demonstrating that acetogenesis is an underlying process in ecosys-
tems previously unrecognized as habitats of acetogens.

Gastrointestinal Tracts
Acetogenesis is an ongoing process in the gastrointestinal tract of humans
and other animals. However, the extent to which acetogenesis from H2-CO2

or from organic substrates contributes to the overall turnover of organic
matter differs among host species. In ruminants, the production of CH4 is
the predominant terminal electron sink during the microbial anaerobic
degradation of organic matter in the rumen (Mackie and Bryant 1994). The
molar proportions of short-chain fatty acids produced in the rumen approx-
imate 63% acetic, 21% propionic, 14% butyric, and 2% higher acids.
Between 60 and 80% of the daily metabolizable energy intake in rumi-
nant animals is derived from short-chain fatty acids by absorption.
Methanogenic bacteria are the predominant hydrogen users in the rumen
(Hungate 1976; Bryant 1979). Theoretically, it would be beneficial to the
host animal if hydrogen and CO2 were converted to acetate rather than to
CH4, as this would minimize the loss of usable energy from the host. Some
studies indicate that acetogenic bacteria capable of using hydrogen grow
preferentially on organic substrates in the rumen (Leedle and Greening
1988). Depending on the host animal investigated and the substrate used,
the numbers of acetogenic bacteria in the rumen vary between 106 and 109

acetogens per gram ruminal content, whereas the numbers of methanogens
in the rumen approximate 108–109 methanogens per gram ruminal content
(Leedle and Greening 1988). Several acetogenic hydrogen-using acetogenic
strains were isolated from the rumen (Rieu-Lesme et al. 1996). However,
to date, information on the diversity and ecology of acetogens in the rumen
is inadequate for the successful manipulation of this ecosystem and the
selective rerouting of reductant to acetate rather than CH4.

In humans, dietary components not absorbed in the upper digestive tract
reach the colon where they are fermented to acetate, propionate, butyrate,
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hydrogen, and CO2. It has been assumed that 95% of the short-chain fatty
acids produced are absorbed and used by the host. The daily intestinal pro-
duction of 10–30g acetate may be partly attributed to the activity of ace-
togens. The formation of [1,2-14C]acetate from [3,4-14C]glucose by fecal
microbes supports the hypothesis that acetogenesis is an ongoing pro-
cess in the human colon (Miller and Wolin 1996). Between 30 and 50% of
Europeans harbor large populations of methanogens, and methanogenesis
is probably the main hydrogenotrophic pathway in this population; in con-
trast, the reduction of CO2 to acetate is a major colonic process of non-CH4

excreting humans (Bernalier et al. 1996). The capacity of acetogens of the
human gut to synthesize [13C]acetate from 13CO2 was demonstrated (Lajoie
et al. 1988). In non-CH4 excreting humans, fecal populations of hydrogen-
using acetogens are higher than in CH4-excreting humans. Thus hydrogen-
dependent acetogenesis appears to be quantitatively important in the
presence of low numbers of methanogens (Leclerc et al. 1997).

Termites have a diverse and dense hindgut microbial community that aids
in digestion and is the source of fermentation products such as acetate,
hydrogen, and CH4. The symbiotic hindgut microflora of the wood-feeding
lower termites includes cellolytic protozoa and bacteria that effect an ace-
togenic fermentation of the wood polysaccharides ingested by the termite
(Brauman et al. 1992). In the extracellular hindgut fluid of Reticulitermes
flavipes, acetate constitutes 94–99% of the total short-chain fatty acid pool.
Cellulose is fermented by the protozoa in the central region of the hindgut
to acetate, hydrogen, and CO2; acetogens then convert the hydrogen and
CO2 to acetate (Breznak 1994).

The in situ spatial distribution of acetogens appears to contribute to their
success in consuming hydrogen in termite gut ecosystems. Attachment of
hydrogen-using acetogenic spirochetes of the genus Treponema to termite
gut protozoa likely facilitates the interspecies transfer of hydrogen; under
in situ conditions, hydrogen concentrations are likely in excess of the hydro-
gen threshold values (i.e., the lowest concentration of hydrogen that 
acetogens can use for the reductive synthesis of acetate from CO2) for
acetogens (Leadbetter et al. 1999). Thus acetogenesis outcompetes
methanogenesis for reductant in wood- and in grass-feeding termites. In
contrast, acetogenesis from hydrogen and CO2 appears to be of little sig-
nificance in fungus-growing and soil-feeding termites, which evolve CH4

(Brauman et al. 1992). In the soil-feeding termite Cubitermes spp.,
methanogens and acetogens coexist within the posterior hindgut, which has
low hydrogen partial pressures in situ; in contrast, the anterior gut regions
accumulate hydrogen. Although acetogens are not able to outcompete
methanogens for hydrogen in termite gut homogenates, under in situ con-
ditions, substrates other than hydrogen might support the growth of aceto-
gens in the hindgut, or a cross-epithelial hydrogen transfer from anterior
gut regions might create microniches favorable for hydrogen-dependent
acetogenesis (Tholen and Brune 1999).
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Anoxic Sediments, Water-Logged Soils, and Aquifers

Acetogenic bacteria are ubiquitous in anoxic aquatic habitats such as fresh-
water, estuarine, and marine sediments. In some freshwater sediments,
parameters like pH and temperature seem to favor acetogenesis over
methanogenesis. Acetogens can outcompete methanogens for hydrogen at
the in situ pH of 6.2 and more acidic pH values in lake sediments (Phelps
and Zeikus 1984). At low pH, hydrogen-consuming methanogens appear to
be more restricted than hydrogen-consuming acetogens, and the flow of
carbon and reductant goes primarily through acetate to CH4. Similarly, in
permanently cold sediments, acetogenesis precedes acetotrophic methano-
genesis (i.e., the production of CH4 from acetate). At low in situ tempera-
tures, acetogens successfully compete with methanogens for hydrogen in
certain lake sediments and in sediments polluted with papermill waste
water. Hydrogenotrophic methanogens can be activated only at higher
incubation temperatures (Conrad et al. 1989; Nozhevnikova et al. 1994).
The isolation of psychrophilic or psychrotrophic acetogens from those
habitats (Kotsyurbenko et al. 1996) underlines the potential importance 
of acetogenesis in cold habitats.

Flooded rice paddy soils and tundra wetland soils can also have low tem-
peratures that improve the in situ competitiveness of acetogens (Conrad et
al. 1989; Nozhevnikova et al. 1994). In paddy soils, approximately 80% of
the CH4 formed is derived from acetate, and acetogens appear to be impor-
tant in the turnover of acetate in such soils (Chin and Conrad 1995). Ace-
togenic bacteria in the soil of laboratory microcosms containing rice plants
approximate 103–105 cells per gram of dry soil, and Sporomusa might be an
important acetogenic genera in such soil (Rosencrantz et al. 1999).

In some marine sediments, the sulfate concentration in pore waters can
vary owing to seasonal thermal stratification, and the flow of carbon and
reductant can shift from the reduction of sulfate to methanogenesis
(Hoehler et al. 1999). During this transition period, the concentration of
acetate increases, which might be due to a temporary decoupling of acetate-
producing and -consuming processes (Sansone and Martens 1982). Hydro-
gen concentrations of the sediment are elevated at the beginning of this
transition period, making the acetogenic reduction of CO2 more favorable.
Thus acetogenesis might be an important transient process in marine sedi-
ments and in other ecosytems that undergo such geochemical fluctuations
(Hoehler et al. 1999).

Carbon-limited, low-temperature environments (e.g., deep subsurface
aquifers) might also be favorable habitats for acetogens. Acetate accumu-
lates and sulfate is reduced in microcosms containing subsurface sandstones
and shales (Krumholz et al. 1997). The acetogen Acetobacterium psam-
molithicum and the sulfate reducer Desulfomicrobium hypogeium were
isolated from such subsurface material by enrichment with hydrogen.
Experimental results suggest that sulfate reduction is the dominant 
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hydrogen-consuming process and acetogens produce acetate via the degra-
dation of low molecular weight organic compounds in these subsurface
habitats (Krumholz et al. 1999).

In deep granitic groundwater containing hydrogen and CH4, acetogens
and acetotrophic methanogens dominate the viable cell counts of various
physiologic groups (Kotelnikova and Petersen 1997). Acetogens approxi-
mate up to 104 cells per milliliter of groundwater. In radiotracer experi-
ments, 14CH4 and [14C]-acetate were formed from 14CO2, and [14C]-acetate
was converted to 14CH4. Thus acetogenesis appears to be an ongoing process
in this hydrogen-based autotrophic biosphere.

Hypersaline Environments
The anaerobic decomposition of organic matter in the sediments of hyper-
saline ecosystems (e.g., inland lakes or marine salterns) has received 
relatively little attention. However, short-chain fatty acids and hydrogen
accumulate in such sediments (Oren 1988), indicating that interspecies
hydrogen transfer is inhibited or limited during decomposition. Thus 
hydrogen-dependent acetogenesis might be more favorable when the con-
centration of hydrogen is elevated. To maintain cell turgor at high salt
concentrations, some bacteria accumulate organic osmolytes like betaine.
Halophilic, hydrogen-using acetogens (e.g., Acetohalobium arabaticum)
can convert betaine to trimethylamine and acetate (Zavarzin et al. 1994).
Two new haloalkaliphilic acetogenic bacteria, Natroniella acetigena and
Natronoincola histidinovorans (Zhilina et al. 1998), were isolated from soda
lakes; both isolates use glutamate, which is also accumulated by moderate
halophiles. The capacity of halophilic acetogens to use betaine and gluta-
mate indicates that acetogens are important in the turnover dynamics of
osmoprotective compounds in hypersaline habitats.

Seagrass Roots
Biogeochemical processes occur at accelerated rates in the rhizosphere.
Based on phospholipid fatty acid and most probable number analyses, the
seagrass rhizosphere of certain marine sediments contain significantly
higher numbers of sulfate-reducing and acetogenic bacteria than do 
adjacent, unvegetated sediments (Küsel et al. 1999b). Acetogenic O-
demethylation activity (i.e., the capacity to use the methoxyl group of
certain aromatic compounds) is tightly associated with seagrass roots.
Hybridization of root thin sections with 33P-labeled nucleic acid probes for
Acetobacterium and Eubacterium limosum reveal intracellular bacteria that
hybridize with these probes. The bacteria that hybridize with the acetogen
probe form clusters and occur mostly in the rhizoplane and outermost
cortex (Küsel et al. 1999b).
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Root homogenates of the seagrass Halodule wrightii contain approxi-
matlely 104 culturable hydrogen-using acetogens per gram fresh-weight
root. The hydrogen-using acetogen RD1 was isolated from the highest
growth-positive dilution of a root homogenate (Küsel et al. 2001).
Phylogenetically, RD1 is closely related to Clostridium glycolicum, a 
saccharolytic fermentor not previously known to be an acetogen. Although
seagrasses are rooted in highly reduced, anoxic habitats, an oxygen 
gradient is generated around the roots owing to the transport of oxygen
that is produced by leaf photosynthesis during the day. RD1 tolerates up
to 6% oxygen in the head space of liquid cultures (Küsel et al. 2001). During
the glucose-dependent growth of RD1 in the presence of oxygen, ethanol
and hydrogen become significant end products, indicating that, under higher
redox conditions, carbon flow switches from acetogenesis to classic fer-
mentation. Thus seagrass rhizosphere and roots appear to be colonized by
acetogens that have a high tolerance to transient, root-generated oxygen
gradients.

Aerated and Well-Drained Soils
Although acetogens are obligate anaerobes, the environmental roles 
of acetogens are not restricted to highly reduced, permanently anoxic 
habitats. Anoxic sites occur in terrestrial soils when the consumption of
oxygen exceeds its supply, thus yielding oxygen-free microzones. Anoxic
microzones occur in soil aggregates and litter (Sextone et al. 1985; Van 
der Lee 1999). Litter and soil have tremendous spontaneous capacities to 
form acetate from endogenous matter under anoxic conditions, indicating
that a subcommunity of the microflora can respond rapidly to anoxic con-
ditions (Küsel and Drake 1995, 1996; Peters and Conrad 1996; Wagner et
al. 1996). In soils and litter, supplemental hydrogen, CO, and ethanol are
converted to acetate in stoichiometries, which approximate those associated
with hydrogen-, CO-, and ethanol-dependent acetogenesis, demonstrating
that acetogens are members of the acetate-forming microflora of soils and
litter.

The number of cultured anaerobes from both forest mineral soil and litter
is identical with the number of cultured acetate-producing anaerobes. In
soil or litter that has a relatively neutral pH, hydrogen-using acetogens
dominate the cultured obligate anaerobes and, for both soil and litter, range
from 8 ¥ 103 to 1 ¥ 105 hydrogen-using acetogens per gram dry material
(Küsel et al. 1999a) Acidic forest soils have similar ranges for hydrogen-
using acetogens (Peters and Conrad 1995). The actual number of soil 
acetogens is likely much higher than these values indicate, because many
acetogens grow poorly or not at all on H2-CO2. Nonetheless, it is significant
to note that only 1% of the hydrogen-using acetogens in soil and litter are
detected after pasteurization. This finding indicates that a large percentage
of the spore-forming, hydrogen-using acetogens are in a vegetative, active
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state or that the dominant hydrogen-using acetogens present in soil and
litter are not spore formers (Küsel et al. 1999a).

At in situ temperatures, acetate is a stable end product in anoxic micro-
cosms, and acetotrophic methanogenesis is induced only after extended
incubation periods (Küsel and Drake 1995). Acetogenic activities are rela-
tively stable when soils are subjected to oxic drying or varying fluxes of
oxygen (Wagner et al. 1996). The capacity of the forest soil acetogen 
S. silvacetica (Kuhner et al. 1997) to grow in the presence of low con-
centrations of oxygen indicates that it is well adapted to aerated soils
(Karnholz et al. 2002). The capacity of soils to form acetate from H2-CO2

is enhanced by high temperatures (Küsel and Drake, 1995; Wagner et al.
1996), suggesting that soils that are subject to elevated temperatures might
also harbor thermophilic acetogens. The isolation of different strains of M.
thermoacetica from high-temperature Kansas and Egyptian soils (Goessner
et al. 1998) demonstrates that this classic, thermophilic acetogen is geo-
graphically wide spread in aerated soils.

The temporal and spatial variability of oxygen and other terminal elec-
tron acceptors in soils suggests that the consumption of acetate might be
linked to oxidative processes. Oxygen and nitrate are rapidly consumed
when added to preincubated anoxic litter or soil microcosms (Küsel and
Drake 1995; Wagner et al. 1996). The consumption of oxygen and acetate
is concomitant to the production of CO2, according to the following stoi-
chiometry: CH3COOH + 2O2 Æ 2CO2 + 2H2O. The rate of acetate con-
sumption exceeds the rate of formation under anoxic conditions, indicating
a high turnover dynamic under in situ conditions. The oxidation of acetate
in soil might also be linked to other anaerobic processes, such as denitrifi-
cation, the dissimilation of nitrate to ammonium, or the reduction of Fe(III)
to Fe(II) (Küsel and Drake, 1995; Wagner et al. 1996; Küsel et al. 2002). For
example, Hawaiian soils of volcanic origin contain large amounts of
reducible Fe(III), and the acetate formed during the consumption of hydro-
gen appears to be anaerobically oxidized to CO2 via the reduction of Fe(III)
to Fe(II). Theoretically, the acetate formed in anoxic microzones of aerated
soils is subject to a rapid turnover by virtue of the diffusion of oxygen into
formerly anoxic zones or the transport of acetate with the soil solution into
zones in which electron acceptors (e.g., nitrate, Fe(III), or oxygen) are
present (Fig. 13.6). As such, acetate constitutes an important trophic link
between different anaerobic and aerobic microbial populations that are col-
lectively involved in the breakdown of organic matter in aerated soils.

Conclusion

For many decades, the capacity of acetogens to reduce CO2 to acetate 
and the thermodynamics of the acetyl-CoA pathway casts the acetogens as
somewhat obscure specialists and thermodynamically disadvantaged
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relative to other obligately anaerobic microbes, such as methanogens and
sulfate-reducing bacteria. However, extensive laboratory observations indi-
cate that acetogens are highly robust and capable of engaging numerous
metabolic processes that make them versatile and competitive under a wide
range of in situ conditions. Thus they exist in a wide range of habitats.
Although it seems fair to conclude that the activities of acetogens impinge
on more processes than originally conceived, it is obvious that more work
is needed to fully resolve all of their in situ activities.
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Figure 13.6. Model of the trophic relationships between acetate-forming and 
-consuming processes in a soil aggregate that contains nitrate, reducible Fe(III),
and oxygen (modified from Drake et al. 1997).
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14
Electron-Transport System 
in Acetogens

Amaresh Das and Lars G. Ljungdahl

Most anaerobic bacteria conserve energy by substrate-level phosphoryla-
tion from the metabolism of glucose via the glycolytic fermentation. Some
anaerobic bacteria also possess the ability to conserve energy from the
metabolism of nonfermentative substrates such as acetate, formate,
methanol, and CO. The energy is generated via chemiosmosis or electron-
transport (ET) coupled phosphorylation. In this process, a variety of ter-
minal electron acceptors are used, e.g., metal ions, oxides of carbon,
nitrogen, and sulfur. The reduction of the terminal electron acceptors by
the ET chain results in the generation of a transmembrane gradient of H+

or Na+, which is subsequently used by a membrane-bound ATP synthase 
to synthesize ATP from ADP and inorganic phosphate (Pi) (Senior 1988).
Based on the nature of the compounds being used as the terminal electron
acceptor, the anaerobic bacteria are further classified into several groups.
Acetogens and methanogens use CO2 as a terminal acceptor, nitrate reduc-
ers use nitrate or nitrite, and sulfate reducers use sulfate or dimethyl sul-
foxide as terminal acceptor.

The acetogenic bacteria Moorella thermoacetica, Moorella thermoau-
totrophica, and Acetobacterium woodii specialize in the use of C-1 com-
pounds, e.g., CO2/H2, CO, methanol, or formate. The C-1 compounds are
metabolized into acetate via the acetyl-CoA pathway, which is described in
several reviews (Ljungdahl 1986; Ragsdale 1991;Wood and Ljungdahl 1991;
Drake 1994) and previous chapter by Drake and Küsel. However, under
certain growth conditions, such as in the presence of nitrate or dimethylsu-
foxide (DMSO), acetate is not produced as the metabolic end product
(Seifritz et al. 1993; Ljungdahl 1994; Fröstl et al. 1996;Arendsen et al. 1999).
Instead, ammonia and dimethyl sulfide are produced as the final end prod-
ucts. This chapter reviews various aspects of the energy metabolism associ-
ated with the use of CO2, nitrate, and DMSO as terminal electron acceptors,
along with some discoveries demonstrating that at least some acetogens are
oxygen tolerant.
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Use of C-1 Compounds and the Conservation of Energy
via the Acetyl-CoA Pathway

From classical growth studies, it was established that acetogens conserve
energy from CO2 fixation via the acetyl-CoA pathway (Andreesen et al.
1973; Ljungdahl 1994). When acetogens grow autotrophically, no net ATP
is generated at the substrate level via the acetyl-CoA pathway. Therefore,
energy must be generated by a chemiosmotic mechanism. Calculations of
Gibbs free energy (DG0¢) for reactions of the acetyl-CoA pathway indicate
a net gain of free energy of -95kJ/mol (Diekert and Wohlfarth 1994).
Anaerobic bacteria require -60 to -80kJ per mol of free energy for the syn-
thesis of 1mol of ATP (Thauer et al. 1977). Therefore, at least 1mol of ATP
could be synthesized via chemiosmosis using the free energy generated
from reactions of the acetyl-CoA pathway. It is unclear how the acetyl-CoA
pathway is involved in the generation of chemiosmotic energy in acetogens.
Some enzymes of the acetyl-CoA pathway are partially associated with 
the membrane, e.g., carbon monoxide dehydrogenase/acetyl-CoA synthase.
(CODH/ACS) and methylene-H4-reductase in M. thermoautotrophica
(Hugenholtz et al. 1987) and methyl transferase in A. woodii (Müller and
Gottschalk 1994). The bifunctional CODH/ACS is the key enzyme of the
acetyl-CoA pathway. Its structure was recently elucidated by crystallo-
graphic analysis (Doukov et al. 2002). It is a2b2 heterotetramer. The
CODH-reaction is catalyzed by the b subunit and acetyl-CoA synthesis 
by the a subunit, which contains a Ni-Fe-Cu center. The CO was found 
to reduce cytochromes and menaquinone in membranes associated with
CODH/ACS (Ivey 1986; Das et al. 1989) and generate a proton gradient
(DpH) in membrane vesicles of M. thermoautotrophica that could drive
amino acid uptake (Hugenholtz and Ljungdahl 1989, 1990). These findings
provide the circumstantial evidence for the function of a membrane-bound
ET chain in the generation of chemiosmotic energy.

However, the membrane of A. woodii lacks cytochromes or
menaquinone. The chemiosmotic energy is most likely generated by the
activities of a membrane-bound methyl transferase in this bacterium
(Müller and Gottschalk 1994). The primary ion for the chemiosmotic
energy in M. thermoacetica is H+ (Ivey and Ljungdahl 1986) and that in 
A. woodii is Na+ (Heise et al. 1992). The difference in the ionic specificity
is reflected in the properties of their ATP synthases. Thus the ATP synthase
from M. thermoacetica and M. thermoautotrophica pump protons (Das 
et al. 1997) while that from A. woodii is a Na+-pump (Heise et al. 1992;
Redlinger and Müller 1994).
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Electron-Transport Pathway Linked to the Use of CO2

as a Terminal Electron Acceptor in Acetogens

Membranes of M. thermoacetica contain two b-type cytochromes:
cytochrome b560 (E0¢ -200mV) and cytochrome b554 (E0¢ -48mV) and a
menaquinone MK7 (E0¢ -74mV) (Das et al. 1989). The reductions of
cytochromes and menaquinone by CO via membrane-bound CODH/ACS
(Ragsdale and Kumar 1996) suggest that the acetyl-CoA pathway could be
linked to membrane ET in acetogenic bacteria. In the ET pathway,
menaquinone is placed between the two cytochromes in the following
order: cytochrome b560 Æ MK7 Æ cytochrome b554 (Das et al. 1989). Appar-
ently, reducing equivalents generated from the oxidation of CO via the
acetyl-CoA pathway provide electrons to the ET chain. The other physio-
logic electron donor is hydrogen, and the transfer of electrons from the
oxidation of hydrogen is presumably catalyzed by a membrane-bound
hydrogenase.

The mechanism of the transfer of electrons from the oxidation of CO or
hydrogen to the ET chain is not clear. A ferredoxin (E0¢ -365mV) is most
likely used as redox mediator between substrates, and the ET (Ljungdahl
1994; Ragsdale and Kumar 1996). A flavoprotein was partially character-
ized from membranes of M. thermoacetica (Ivey 1986). It has a low redox
potential (E0¢ -221mV); therefore, it might be a redox mediator between
the ferredoxin and the cytochrome b560. Rubredoxins were proposed as the
terminal electron acceptors for the ET chain (Das et al. 1989). M. ther-
moacetica contains two rubredoxins: Rd I and Rd II (Yang et al. 1980). They
have redox potentials (Rd I: E0¢ -27mV; Rd II: E0¢ +20mV) that are high
enough to accept electrons from cytochromes and menaquinone. Electron
paramagnetic resonance (EPR) spectra of reduced membranes indicated
the presence of a rubredoxin or rubredoxin-like protein in membranes of
M. thermoacetica (Hugenholtz et al. 1989).

Several features of the components of ET chain found in acetogens have
been reviewed (Ljungdahl 1994). Table 14.1 lists all known components of
the ET chain and their subcellular locations. Some components were dis-
tributed in membranes and cytosols, e.g., CODH, methylene-H4F-reductase,
ferredoxin, and rubredoxin. They may provide important links between the
soluble and membrane-bound ET systems. Figure 14.1 presents a model of
the ET chain, slightly modified from the previously proposed model. Many
features of this ET chain, including the roles of ferredoxin, flavoprotein,
methylene tetrahydrofolate (MTHF), and rubredoxin, have not been tested
experimentally. The possibility exists that other electron carriers are in-
volved, and their genes could be clustered. This was further evidenced from
our recent finding that the genes for oxidative stress protection proteins 
in M. thermoacetica are clustered (discussed below).
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Table 14.1. Components of the ET chain and their subcellular locations in M.
thermoacetica.
Membrane only Cytosol only Both membranes and cytosol

Menaquinone Ferredoxin I Ferredoxin II
Cytochrome b554 Type A flavoprotein (FprA) Flavoprotein/flavodoxin
F1F0 ATP Rubrerythrin High molecular weight rubredoxin (Hrb)

synthase Rubredoxin oxidoreductase CODH/ACS
High molecular weight Methanol dehydrogenase

rubredoxin
Formate dehydrogenase Hydrogenase

NADH dehydrogenase
Cytochrome b560

Methylene-THF reductase
Methyl transferase

Figure 14.1. Proposed electron-transport pathway in the acetogenic bacteria M.
thermoacetica and M. thermoautotrophica. Cyt., cytochrome; MTHFDH, methylene
tetrahydrofolate dehydrogenase; Fd, ferredoxin; Fp, flavoprotein; H2ase, hydrogenase.



Oxidation of hydrogen or CO by membrane-bound dehydrogenases
generates a proton gradient (DpH) in membrane vesicles of M.
thermoautotrophica. Apparently, acetogens contain several hydrogenases.
Hugenholtz and Ljungdahl (1989) reported a membrane-bound hydroge-
nase in M. thermoautotrophica. It oxidizes hydrogen with benzyl viologen
as electron acceptor and generates a proton gradient. No membrane ET
was involved in this process. Drake (1984) demonstrated a soluble hydro-
genase in M. thermoacetica. The latter was shown to reduce b-type
cytochromes in membranes, but whether this reaction is coupled to gener-
ation of a proton gradient has not been investigated.

Electron-Transport Pathway Linked to Use of Nitrate,
DMSO, and Thiosulfate as Terminal Acceptors

Acetogenic bacteria could conserve energy-using nitrate, thiosulfate, and
DMSO as terminal acceptors (Ljungdahl 1994; Fröstl et al. 1996). Cultures
grown in the presence of these compounds produced negligible amount of
acetate, even in the presence of CO2. The Gibbs free energy (DG0¢) for the
reduction of CO2, thiosulfate, DMSO, and nitrate are -12kJ mol-1, -18.9kJ
mol-1, -93kJ mol-1, and -63kJ mol-1, respectively (Thauer et al. 1977).
Therefore, from a thermodynamic standpoint thiosulfate, DMSO, and
nitrate are preferred over CO2 as terminal acceptors. Nitrate was shown to
have a negative effect on the transcription of the genes encoding the acetyl-
CoA pathway enzymes, resulting in 50–70% reduction at the protein levels
of several key enzymes of the acetyl-CoA pathway (Arendsen et al. 1999).
One of the distinct features of nitrate-grown cells is the absence of
cytochromes in membrane (Seifritz et al. 1993). This is surprising, because
nitrite reductase, which catalyzes the reduction of nitrite to ammonia in the
final step of nitrate reduction, is a cytochrome c–dependent enzyme in many
species, including anaerobic bacteria (McEwan et al. 1991; Lin and Stewart
1998). Apparently, M. thermoacetica has a novel type of nitrate-reduction
system not common to other bacteria. Unlike nitrate-grown cells, DMSO-
grown cells of M. thermoacetica contain cytochromes in membranes. The
cytochrome content was estimated to be fourfold to fivefold higher in mem-
branes of methanol-plus-DMSO-grown cells than in membranes of
methanol-plus-CO2-grown cells (Das and VanHoek, personal communica-
tion, 1996). Therefore, cytochromes are most likely involved in the reduc-
tion of DMSO in acetogens. The difference spectra of oxidized and
dithionite-reduced cytochromes in membranes of M. thermoacetica were
virtually identical whether cells were grown in the presence of DMSO or
CO2. This suggests that similar cytochromes are involved in both CO2 and
DMSO reduction. In the absence of cytochromes, ferredoxin, flavodoxin, or
menaquinone is likely involved as a redox mediator in nitrate reduction.
The involvement of menaquinone in the reduction of DMSO or nitrate was
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demonstrated in many bacteria, including anaerobic bacteria (McEwan et
al. 1991; Lorenzen et al. 1994). Ferredoxin and flavoprotein were shown to
be redox mediators in the assimilatory nitrate reduction in several species,
including those from the genera Klebsiella, Bacillus, and Synechococcus
(Lin and Stewart 1998).

Electron-Transport Pathway Linked to the Use of
Oxygen in Moorella thermoacetica

Oxygen metabolism often generates O2
- (superoxide) and H2O2 (hydrogen

peroxide), which leads to oxidative stress in microorganisms. In aerobic bac-
teria, O2

- and H2O2 are effectively removed by the enzymes superoxide dis-
mutase (SOD) and catalase, respectively. These enzymes are often absent in
anaerobic bacteria, and they have not been detected in M. thermoacetica.
Studies indicate that the nonheme iron proteins such as rubrerythrin (Rbr)
and rubredoxin oxidoreductase (Rbo) (also called desulfoferrodoxin or
superoxide reductase, SOR) provide a novel oxidative stress protection
system that is confined to air-sensitive bacteria and archaea (Alban et al.
1988; Chen et al. 1993; Jenney et al. 1999; Romao et al. 1999). Table 14.2 lists
the functions of these proteins in several anaerobic microorganisms. Both
Rbr and Rbo have been shown to restore aerobic growth in sod- strains of
Escherichia coli (Lehmann et al. 1996; Pianzolla et al. 1996). Furthermore,
deletion of the rbo gene led to increased sensitivities toward oxygen and
superoxide in Desulfovibrio vulgaris (Voodrouw and Voodrouw 1998).

We sequenced the genes encoding Rbr and Rbo from M. thermoacetica.
They were present in a novel cluster containing three additional genes
encoding rubredoxin (Rub), type A flavoprotein (FprA), and a high mole-
cular weight rubredoxin (Hrb) (Das et al. 2001). The structural genes of
these proteins are organized in two divergently oriented clusters: Cluster I
carries two genes in the order rbo-rub, and cluster II has three genes in the
order rbr-fprA-hrb (Fig. 14.2). Northern blot hybridization experiments
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Table 14.2. Proposed functions of rubrerythrin, rubredoxin oxidoreductase,
rubredoxin, high molecular weight rubredoxin, and type A flavoprotein in different
bacteria.
Protein Functions Organism References

Rbr Catalase Spirillum volutans Alban et al. (1988)
SOD Clostridium perfringens Lehman et al. (1996)

Rbo SOD Desulfarculus baarsii Lombard et al. (2000)
SOD Desulfovibrio vulgaris/E. coli Pianzolla et al. (1996)

Rub Oxygen reduction Desulfovibrio gigas Chen et al. (1993)
FprA Oxygen reduction D. gigas Gomes et al. (1997)
Hrb/FprA Oxygen reduction Moorella thermoaceticum



revealed cluster I and cluster II as two separate operons (Fig. 14.2). Analy-
sis of the deduced amino acid sequences of these proteins revealed the pres-
ence of highly conserved iron-binding motifs. They were identified as
CX2CX29CX2C for the single FeS(Cys)4 site in Rub; EX30–34EX2HXnEX30–34

EX2H and CX2CX12CX2C for the di-iron and FeS(Cys)4 sites, respectively,
in Rbr; and CX2CX15CC and HX15HX9HX40CX2H for the FeS(Cys)4 and
Fe(NHis)4SCys centers, respectively, in Rbo. The Hrb contains two separate
motifs: a rubredoxin motif [FeS(Cys)4] at the C-terminal end and a flavin
motif at the NH2-terminal end. The FprA also has two separate motifs: a
flavin motif and a di-iron center.

Three other proteins with similar domain structure as that of FprA were
reported in other bacteria (Wasserfallen et al. 1995; Gomes et al. 1997,
2000). The recombinant CthFprA and CthHrb, overexpressed in E. coli,
were purified and characterized. Both FprA and Hrb were found to be
present as dimers. Metal/cofactor analysis of the purified proteins revealed
the presence of 2mol each of iron and flavin (FMN) per mole dimer of Hrb
and 4mol of iron and 2mol FMN per mole dimer of FprA. The EPR spectra
of the purified proteins indicated that iron is present in a di-iron center in
FprA and as a Fe(Cys)4 cluster in Hrb.

FprA alone had a low level of NADH oxidase activity with oxygen as a
terminal electron acceptor. Addition of Hrb stimulates the oxidase activity
of FprA, and NADH supported 10-fold higher oxidase activity than
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their products.



NADPH. The redox potentials of the purified Hrb and FprA were esti-
mated to be -140 and -60mV, respectively. These values are consistent with
the idea of Hrb being a redox mediator in the reduction of FprA by NADH
and suggest the following electron transport pathway for the reduction of
oxygen by the Hrb/FprA couple: NADH Æ Hrb Æ FprA Æ O2. Apparent
Km and Vmax values of the NADH oxidation reaction were determined to
be 2.1mM and 1125mmol NADH oxidized per minute per micromol FprA
monomer, respectively. When oxygen was measured under identical condi-
tions, Vmax was 527mmol oxygen consumed per minute per micromol
monomer, i.e., the ratio of NADH oxidized per oxygen molecule reduced
is 2 : 1 and supports the following reaction, catalyzed by Hrb/FprA couple:

(14.1)

Aerotolerant growth of M. thermoacetica in the absence of any reducing
agent was reported (Karnholtz et al. 2002). We found that M. thermoacetica
could reduce traces of oxygen, but the cultures did not grow until all dis-
solved oxygen was reduced. Levels of transcripts of rbr, fprA, and hrb were
up-regulated in cells grown in the absence of reducing agent, indicating a
possible role of the corresponding proteins in oxidative stress protection.
However, no appreciable change in the protein concentrations of Rbr,
FprA, and Hrb were observed in extracts of cells grown in the presence or
absence of reducing agent. Rbo was not detectable in extracts of M. ther-
moacetica, whether cells were grown in the presence or absence of reduc-
ing agent. Several new proteins were specifically expressed when cells were
grown in the absence of any reducing agent.

NADH oxidase activity was reported in extracts of M. thermoacetica
(Karnholtz et al. 2002). We found that the cytosolic fractions of M. ther-
moacetica have significantly higher NADH oxidase activity than that of the
membrane fractions. Consistent with these results, membrane and cytoso-
lic fractions of M. thermoacetica were found to reduce oxygen. The reduc-
tion of oxygen by membranes was inhibited by the respiratory inhibitors
rotenone and HQNO. This suggests the involvement of the ET chain in the
reduction of oxygen. Analyses of the proteins in subcellular fractions of 
M. thermoacetica by western blotting experiments revealed the presence of
Hrb in membranes while FprA and Rbr in the cytosol. This suggests a pos-
sible link of Hrb with the ET chain in the reduction of oxygen.

ATP Synthases of Gram-Positive Anaerobic Bacteria

ATP synthesis is the final step in the conservation of energy via chemios-
mosis. This step is catalyzed by F1F0 ATP synthase, a multisubunit enzyme
complex found exclusively in cytoplasmic membranes of bacteria (Senior
1988). It uses the chemiosmotic energy (DpH) generated from membrane
ET to synthesize ATP from ADP and Pi. The most investigated bacterial

4e 4H O 2H O2 2
- ++ + Æ
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ATP synthase is that from E. coli. Its F1 consists of five subunits (a, b, g, d,
and e), and its F0 has three subunits (a, b, and c) (Foster and Fillingame
1979). The ATP synthases found in most other bacteria have a similar com-
position (Deckers-Hebestreit and Altendorf 1996). The atp operon encod-
ing ATP synthase from most bacteria, including M. thermoacetica and
Clostridium pasteurianum consists of 9 genes arranged in the order atpI (i),
atpB (a), atpE (c), atpF (b), atpH (d), atpA (a), atpG (g), atpD (b), and atpC
(e) (Das and Ljungdahl 1997, 2000). The product of the first gene, the i-
subunit, has never been found in ATP synthase purified from any source,
and its function is not known. The atp operon of A. woodii contains 11 genes
(Rahlfs et al. 1999). Two additional genes of the A. woodii atp operon are
multiple copies of atpE encoding subunit c2 and c3 of the ATP synthase
(Aufurth et al. 2000). The composition of the atp operons from different
anaerobic and aerobic bacteria are compared in Figure 14.3. Northern blot
analysis of total RNA isolated from M. thermoacetica and C. pasteurianum
revealed transcription of all atp genes. From rather intensive studies in our
laboratory we found that the purified F0 moiety of the ATP synthase of the
two Moorella species lacked the a and b subunits. It was nevertheless func-
tional. How this is possible remains to be investigated.

The primary structure analysis of the ATP synthase subunits from 
M. thermoacetica and C. pasteurianum revealed unusual features. In the
Mtatp operon, the 5¢-end of the structural gene of the ATP synthase a-
subunit, atpB, overlapped by 50bp with the 3¢-end of the structural gene of
the i-subunit atpI. This could lead to tight co-regulation of atpI and atpB.
The transcriptional analysis of atpI in E. coli revealed specific cleavage and
shorter half-lives for atpI-transcripts. We reported similar findings for 
the transcripts of both atpI and atpB from M. thermoacetica (Das and
Ljungdahl 1997). This suggests that the transcripts of atpI and atpB in the
latter bacterium were subjected to posttranscriptional regulations, similar
to that of the E. coli atpI. In addition, rare codons were present in the a-
subunit gene of the M. thermoacetica atp operon. Rare codons reduce trans-
lational efficiency of genes. Thus they may have similar effect on atpB of
M. thermoacetica atp operon (Mtatp). Apparently, posttranscriptional reg-
ulation could play an important role in the regulation of atpB in the Mtatp
operon, resulting poor expression of the ATP synthase a subunit.

Conclusion

Acetogenic bacteria sustain nonfermentative autotrophic type of growth on
C-1 compounds using the chemiosmotic energy generated from the mem-
brane ET. The reducing equivalents generated from the metabolism of C-
1 compounds via the acetyl-CoA pathway serve as electron donors to the
ET chain. Two b-type cyochromes and a menaquinone are the major com-
ponents of the ET chain in M. thermoacetica and M. thermoautotrophica.
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Other electron carriers are ferredoxins, flavoproteins, and rubredoxins.
Acetogens use a variety of compounds as terminal electron acceptors, such
as CO2, DMSO, and nitrate. The use of DMSO or nitrate blocks acetogen-
esis from C-1 compounds via the acetyl-CoA pathway, and the function of
the latter pathway is then limited only to supply cell carbon. The acetogenic
bacteria exhibit aerotolerance in the absence of any reducing agent. Genes
for the oxidative stress protection proteins in M. thermoacetica were present
in a novel cluster of five genes encoding Rbr, Rbo, Rub, FprA, and Hrb.
Membrane and cytosolic fractions of M. thermoacetica exhibit both NADH-
oxidase and oxygen-uptake activities, which were inhibited by respiratory
inhibitors (e.g., rotenone and HQNO), suggesting the involvement of mem-
brane ET in the oxygen reduction. The purified recombinant Hrb and FprA
were found to have significant NADH oxidase and oxygen-uptake activity
when present together. The Hrb was found to be partially associated with
membranes, suggesting its link to the ET chain in oxygen reduction. The
atp-operon of M. thermoacetica, contains the genes for all subunits normally
found in bacterial F1F0 ATP synthases, and they are transcribed as a part of
the polycistronic operon. Analysis of the primary structure of the gene
encoding the a subunit of MtheATP synthase and that of the deduced
amino acid sequence of the protein revealed unusual features that could
have adverse effects either on the posttranscriptional regulation of the gene
or on the functions of the enzyme complex.
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15
Microbial Inorganic Sulfur
Oxidation: The APS Pathway

Donovan P. Kelly

Although this book is devoted primarily to anaerobic bacteria, the energy-
generating oxidation of inorganic sulfur compounds is included because the
work of Harry Peck in the 1960s showed that some biochemical features
were common to both sulfate-reducing bacteria and aerobic thiosulfate-
oxidizing thiobacilli. His work on thiosulfate metabolism by aerobic
thiobacilli subsequently proved to be of fundamental importance to our
understanding of bacterial sulfur compound oxidation. Some sulfur oxidiz-
ers are also facultative anaerobes, being able to couple inorganic sulfur
oxidation to the respiratory reduction of nitrate to dinitrogen. The bio-
chemistry, genetics, energetics, molecular biology, and taxonomy of the
aerobic and facultatively anaerobic sulfur-oxidizing bacteria were the sub-
jects of intense study for the whole of the twentieth century, and detailed
consideration is beyond the scope of this chapter (Nathansohn 1902; Kelly
1982,1988,1989;Kelly et al. 1997;Friedrich 1998;Kelly 1999;Kelly and Wood
2000a, 2000b). My purpose is to summarize and assess the contribution of
the work of Peck to the development of the understanding of inorganic
sulfur oxidation from the latter half of the twentieth century to the present.

The View of Sulfur Compound Oxidation Before 1960

Various rod-shaped Gram-negative bacteria can obtain all the energy
needed for their growth from inorganic sulfur compound oxidation and are
known as chemolithoautotrophs. Sulfide, sulfur, thiosulfate, and tetrathion-
ate are the favored substrates, and cell carbon is obtained by fixation of
carbon dioxide, using the Calvin cycle. During the 1900s, many of these bac-
teria were classified as members of the genus Thiobacillus, which inspired
an expectation of common oxidative pathways in the organisms studied.
This expectation was ill-founded, as later work showed Thiobacillus to be
a heterogeneous genus, and many of its species have now been reclassified
into a range of new genera or assigned to other genera, including Paracoc-
cus, Acidiphilium, and Starkeya (Kelly 1989; Moreira and Amils 1997;

205



Hiraishi et al. 1998; Rainey et al. 1999; Kelly and Wood 2000a, 2000b; Kelly
et al. 2000, 2001). A corollary of this phylogenetic diversity is the absence
of a single common biochemical pathway, as had already been suspected
(Schlegel, 1975; Kelly 1982) and was later established beyond doubt (Kelly,
1988, 1989, 1990; Kelly et al. 1997; Friedrich 1998; Kelly 1999).

Up to the 1960s, most hypothetical published pathways for sulfide and
thiosulfate oxidation involved polythionates (SnO6

2-) as intermediates 
and sulfite as the final intermediate before the production of sulfate
(Nathansohn 1902; Tamiya et al. 1941; Vishniac and Santer 1957; London
and Rittenberg 1964). Such schemes were supported by the common obser-
vation of polythionates, such as tetrathionate and trithionate, during thio-
sulfate oxidation, often arising sequentially as would be consistent with a
pathway in which they were intermediates (Vishniac 1952; Kelly and Syrett
1966b). None of the pathways postulated up to 1960 explained in bio-
chemical terms how the sulfane (S–) sulfur atom of thiosulfate was oxidized
to the level of sulfite (–SO3

2-) or how energy might be obtained from the
oxidation of sulfite. Early observations of Nathansohn (1902) and Starkey
(1935) led them to propose biochemical mechanisms whereby the thiosul-
fate ion was metabolized to produce sulfur and sulfate as approximately
equimolar oxidation products:

(15.1)

(15.2)

Although these equations held true for some strains of bacteria under
some growth conditions, they did not help explain the commonly observed
quantitative conversion of both sulfur atoms of thiosulfate to sulfate, rather
than the liberation of the sulfane-sulfur mainly as elemental sulfur. During
the 1960s, cyclic reactions of polythionates and other polysulfur compounds
continued to be postulated as mechanisms for thiosulfate and polythionate
metabolism (Trudinger 1967), but none of these was supported at the time
by strong biochemical evidence.The time was opportune for a new approach
to the problem of thiosulfate oxidation in thiobacilli.

1960: A Milestone Year in the Biochemistry of 
Sulfur Oxidation

In 1960, Peck published a paper in the Proceedings of the National Academy
of Sciences U.S.A. that changed forever the perceptions of inorganic sulfur
oxidation in bacteria. When Peck’s paper appeared, I was a final-year
undergraduate student being taught the biochemistry of autotrophic bac-
teria by Philip Syrett at University College London. Syrett perceived its
significance immediately and summarized it in a lecture. That lecture was a
prime stimulus to my desire to pursue a doctorate degree on the thiobacilli.

5 2
2 2

S O 4O H O 6SO 4S H2 3 2 2 4
0- - ++ + = + +

Na S O O Na SO S2 2 3 2 4= = +
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I would not have guessed then that I would still be fascinated by those bac-
teria, thanks to Peck and Syrett, more than 40 years later. So, what did that
paper say and do?

Peck’s first significant contribution was to look at Thiobacillus thioparus
(the type species of the genus Thiobacillus) through the eyes of one who
knew a lot about sulfate-reducing bacteria and about the enzymes involved
in sulfate metabolism in yeast and mammalian tissues. This led him to think
“maybe the same enzymes are involved in sulfur oxidation as in reduction.”
The seminal paper of 1960 showed that this was indeed the case.

Reductases and Sulfurylases as the Enzymes of
Thiosulfate Oxidation

Using the type strain of T. thioparus (ATCC 5158) Peck (1960) showed that
cell-free extracts of thiosulfate-grown bacteria oxidized thiosulfate when
supplemented with reduced glutathione. The rate of oxygen uptake by the
complete assay mixture in a Warburg flask was 92mL oxygen per 20min per
13mg protein. Omitting thiosulfate lowered the rate to 34mL, so thiosulfate
oxidation (postulated in the assay to represent oxidation of sulfite from the
sulfonate group of the thiosulfate) accounted for uptake of 58mL oxygen
per 20min per 13mg protein or 10nmol oxygen per minute per milligram
protein. Although this rate was low compared to the rate of oxidation by
suspensions of intact bacteria, the activity was sufficient to enable assay of
the enzymes responsible.

The extracts contained a reduced methylviologen-dependent thiosulfate
reductase:

(15.3)

and three enzymes known from sulfate reducing bacteria—adenylylsulfate
(adenosine phosphosulfate;APS) reductase (EC 1.8.99.2),ADP sulfurylase,
and ATP sulfurylase, as well as adenylate kinase. The specific activities of
these have been recalculated from Peck’s (1960) original data (Table 15.1),
which enables a scheme for thiosulfate scission and oxidation to be deduced

S O 4H 4e 2SO 2H S2 3 3 2
2 2- + - -+ + = +
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Table 15.1. Activities of enzymes involved in thiosulfate metabolism as assayed in
cell-free extracts of T. thioparusa.
Enzyme assayed Specific activity [nmolmin-1 (mg protein)-1]

ATP sulfurylase 305
ADP sulfurylase 485
APS reductase (methyl viologen) 10.7
Thiosulfate reductase (sulfide formation) 0.8
Adenylate kinase 28.2

a Recaculated from Peck’s (1960) data.



(Fig. 15.1). The extracts also contained a particulate sulfide oxidase (0.5mol
oxygen consumed per mole sulfide, indicating elemental sulfur to be the
product), at an activity of about 2nmol oxygen per minute per milligram
protein.

The scheme (Fig. 15.1) thus explained the production of both sulfate 
and sulfur in equimolar amounts from thiosulfate oxidation. In showing
adenylylsulfate as an intermediate, it also provided a feasible route for 
the conservation of energy from sulfite oxidation by a substrate-level 
phosphorylation mechanism, in which ADP sulfurylase and adenylate
kinase give rise to ATP:

(15.4)

(15.5)

(15.6)

(15.7)

Considering only the enzyme data, a weakness of the scheme could have
been in the mechanism and activity of the thiosulfate reductase. This reduc-
tase activity was demonstrable only with methylviologen as the reductant,
and no activity was seen with NADPH (Peck 1960). This showed that the
reductase required an extremely electronegative electron donor: the E0¢ for
methylviologen is -446mV, whereas that for NADPH is only -320mV. This
requirement for reduced methylviologen is consistent with the E0¢ value for

2SO AMP P 2SO ATP 4e overall process3 i 4
2 2- - -+ + = + + ( )

2ADP AMP ATP adenylate kinase= + ( )

2APS 2P 2ADP 2SO ADP sulfurylasei 4+ = + ( )-2

2SO 2AMP 2APS e APS reductase3
2

4
- -+ = + ( )
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Figure 15.1. Thiosulfate oxidation by the APS pathway in T. thioparus. Data from
Peck (1960).



the couple S2O3
2-/HS- + HSO3

- = -402mV (Thauer et al. 1977; Kelly 1999).
A physiologic reductant for this reaction was not known and would need
to be more electronegative than -402mV. The generation of such a reduc-
tant from the overall less electronegative process of sulfide and sulfite
oxidation would be energetically unfavorable. Although the SO4

2-/HSO3
-

couple is quite electronegative (E0¢ = -516mV; Kelly 1999), the physiologic
acceptor of electrons in sulfite oxidation is typically a c-type cytochrome,
and there is no evidence for a couple as electronegative as -402mV. Clearly,
electrons released by the APS reductase reaction (Eq. 15.4) could not
couple to thiosulfate reductase, because the E0¢ of the APS/AMP + HSO3

-

couple is only -60mV.
The activities of thiosulfate reductase originally reported were low 

(~0.8nmol sulfide per minute per milligram protein), when assayed at pH
7.0 by the Kaji and McElroy (1959) method. Possibly this method under-
estimated the thiosulfate reductase activity, measured as sulfide production
(Peck 1960), because sulfide oxidase in the extract (2nmol oxygen per
minute per milligram protein) could have removed some of the sulfide
product during the assay. Subsequently, thiosulfate reductase assays at pH
8.0 did demonstrate specific activities of 5–10nmol sulfide per minute per
milligram protein (Peck and Fisher 1962), which would be sufficient to
support the rates at which crude extracts oxidized thiosulfate and were
similar to the activities of APS reductase in the same extracts.

A Retrospective View of Thiosulfate Cleavage and the
Role of APS Reductase

It now seems probable that cleavage of thiosulfate in T. thioparus (and
Thiobacillus denitrificans) depends not on a reductase as originally per-
ceived by Peck (1960) but on a sulfur transferase of the rhodanese type
(Peck 1968). Rhodanese is usually detected by its ability to transfer the
sulfane-sulfur of thiosulfate to the nonphysiologic acceptor cyanide, pro-
ducing thiocyanate and liberating sulfite:

(15.8)

In the cell, the acceptor for the sulfane-sulfur is probably a dithiol, such
as lipoic acid thioredoxin (Nandi and Westley 1998), which can show con-
siderably higher affinities for the sulfane-sulfur than does cyanide (Prieto
et al. 1997). Such reactions were shown for the rhodanese of another
thiosulfate-oxidizing bacterium, Paracoccus versutus, which transferred the
sulfane-sulfur of thiosulfate to dihydrolipoate or dihydrolipoamide to form
the corresponding persulfide (Silver and Kelly 1976a, 1976b; Silver et al.
1976). Cleavage by rhodanese bypasses the requirement for a reductase
reaction with an E0¢ below -402mV and only requires a system whereby
the reduced lipoate acceptor is regenerated. In support of this interpreta-

- - - -- + = +S SO CN SCN SO3 3
2
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tion, the thiosulfate reductase and rhodanese activities of Chlamydomonas
were shown to be mediated by the same enzyme-protein (Prieto et al. 1997).
In work contemporaneous with Peck (1960), the mechanism of action of
thiosulfate reductase had already been postulated to be similar to that of
rhodanese (Kaji and McElroy 1959).

The original demonstration of APS reductase in T. thioparus used the
methylviologen-dependent assay of APS cleavage to AMP and sulfite (Peck
1960), but in the oxidation of thiosulfate the reaction proceeds in the oxida-
tive direction (Eq. 15.4), forming APS. This is the thermodynamically favor-
able direction of the reaction. Later work showed that APS formation 
by the reductase could be coupled to the reduction of ferricyanide or to
cytochrome c (Peck et al. 1965; Lyric and Suzuki 1970), thereby showing
the thermodynamic feasibility of APS as an intermediate in the oxidation
pathways for sulfite and thiosulfate.

APS reductase from different sources shows considerable differences 
in stability of activity. The enzyme from Desulfovibrio desulfuricans was
stable, but that from T. thioparus was labile and could not be purified (Peck
et al. 1965). In contrast, APS reductase from T. denitrificans was purified to
homogeneity and was remarkable heat-stable (Bowen et al. 1966; Taylor
1989).

Further Evidence for the APS Pathway of Thiosulfate
Oxidation in Thiobacillus thioparus

The requirement for phosphate for the complete oxidation of thiosulfate by
T. thioparus had already been shown, and arsenate had been shown 
to replace phosphate in catalyzing thiosulfate oxidation (Vishniac 1952;
Vishniac and Santer 1957; Santer et al. 1960). The first evidence for a phos-
phosulfur compound as an oxidation intermediate was obtained by Vishniac
and Santer (1957). They showed that T. thioparus incubated with 35S-labeled
sulfide and 32P-labeled orthophosphate produced at least one doubly 
labeled compound of a mixed anhydride type, –S–O–PO3

2-. Subsequently,
Santer (1959) demonstrated the transfer of 18O from orthophosphate to the
sulfate produced from thiosulfate oxidation by whole cells of T. thioparus
and showed that this transfer was insensitive to the uncoupling agent 2,4-
dinitrophenol. These results showed that oxidative phosphorylation was not
involved directly in the 18O transfer process but that a phosphate-sulfate
exchange occurred during the oxidation process. This led to Peck’s (1960)
search for the involvement of sulfur-containing nucleotides during thiosul-
fate oxidation, arguing that the 18O exchange was occurring because of the
formation of a –S–O–PO3

2- intermediate (Santer 1959; Kelly 1982).
Armed with the background study of Santer (1959) and the enzymatic

evidence for the APS pathway, Peck and Stulberg (1962) undertook to
demonstrate the 18O exchange reactions in cell-free extracts of T. thioparus
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during thiosulfate oxidation. This helped provide direct evidence that the
APS-reductase pathway was the mechanism by which sulfate was formed.
They demonstrated in two stages the reactions that together result in the
transfer of 18O from orthophosphate into sulfate during sulfite oxidation by
APS reductase (Fig. 15.2). Using APS produced from sulfite and AMP by
cell-free extracts (with ferricyanide as electron acceptor), they showed that
ADP-sulfurylase catalyzed the exchange of the sulfite group for an 18O-
labeled orthophosphate group to produce ADP in which the bridge oxygen
between the phosphate groups was 18O. Adenylate kinase catalyzed the con-
version of this ADP into AMP, in which the –PO3

2- group contained the
single 18O atom. Next Peck and Stulberg (1962) showed that incubating cell-
free extracts with reduced glutathione, thiosulfate, orthophosphate, and 
the 18O-labeled AMP resulted in the production of 18O-labeled sulfate. The
amount of 18O recovered in sulfate by these experiments was close to the
theoretical amount predicted by the scheme shown in Figure 15.2, thereby
supporting the APS pathway for thiosulfate cleavage and sulfite oxidation
in T. thioparus (Peck 1962; Peck and Stulberg 1962; Kelly 1982).
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Figure. 15.2. Mechanism for the introduction of 18O into sulfate formed during
sulfite oxidation by the activities of APS reductase and ADP sulfurylase. Modified
from Peck and Stulberg (1962).



Energy Conservation by Substrate-Level
Phosphorylation and Its Coupling to 
Carbon Dioxide Fixation

A further significant contribution from Peck’s work was the demonstration
of the importance of APS not only as an intermediate in the thiosulfate oxi-
dation pathway but as a high-energy compound from which ATP could be
formed (Eqs. 15.4–15.7). This showed for the first time that substrate-level
phosphorylation, analogous to that occurring during glycolysis, might be
coupled to inorganic sulfur compound oxidation. Direct evidence for the
coupling of this thiosulfate-dependent phosphorylation to autotrophic CO2-
fixation was provided by Peck and co-workers. When either thiosulfate or
sulfite was oxidized by cell-free extracts of T. thioparus, sulfate production
and phosphate esterification occurred at a ratio of about two, consistent
with Equation 15.7 (Peck and Fisher 1962). The cell-free system producing
ADP and ATP from sulfite and AMP could use the esterified phosphate 
to drive ribose 5-phosphate-dependent fixation of CO2 by means of the
enzymes phosphoribulokinase and ribulose 1,5-bisphosphate carboxylase
also present in the crude extracts (Johnson and Peck 1965).

The importance of substrate-level phosphorylation in energy conserva-
tion by thiobacilli was confirmed in intact organisms using Thiobacillus
(now Halothiobacillus) neapolitanus (Kelly and Syrett 1963, 1964a, 1964b,
1966a; Kelly and Wood 2000a). Suspensions of Halothiobacillus neapoli-
tanus oxidizing thiosulfate were shown to produce ATP by both substrate-
level and oxidative phosphorylation, with the former being insensitive to
uncouplers of oxidative phosphorylation such as dinitrophenol (Kelly and
Syrett 1964a, 1966a). The comparative effects of uncoupling agents on
14CO2-fixation and ATP during the oxidation of either thiosulfate or sulfide
led Kelly and Syrett (1963, 1966a; Kelly 1982) to the conclusion that 
substrate-level phosphorylation was less important during sulfide oxida-
tion. This suggested that more electron-transport-linked phosphorylation
occurred during the conversion of sulfide to sulfate, presumed to be coupled
to the initial oxidation of the sulfide to sulfite. The quantitative importance
of substrate-level phosphorylation by the APS pathway during the oxida-
tion of different sulfur substrates has still not been resolved, but it was sug-
gested that as much as 40% of the high-energy phosphate generated from
thiosulfate by H. neapolitanus was by this mechanism (Hempfling and 
Vishniac 1967; Peck 1968). It was suggested that this estimate may be too
high for most species in which the APS pathway occurs, in which oxidative
phosphorylation may be the predominant energy-conserving process (Kelly
1990). In some of those species, however, the oxidation of sulfur, either as
the element itself, or derived from sulfide or from the sulfane-atoms of
thionates, may be catalyzed by an oxygenase, the “sulfur-oxidizing enzyme”
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(EC 1.13.11.18) (Suzuki 1965a, 1965b; Charles and Suzuki 1966; Suzuki and
Silver 1966; Emmel et al. 1986; Kelly 1999):

(15.10)

This enzyme is commonly found in aerobic sulfur-oxidizing lithotrophs, but
its importance as an alternative to a hydration–dehydrogenation electron-
transport-linked energy-generating mechanism is still disputed (Kelly
1999):

(15.11)

(15.12)

Reaction 15.12 would be catalyzed by the electron-transport chain, with
coupled phosphorylation, and all the oxygen in the sulfite product would
be derived from water (in contrast to the oxygenase, in which two thirds of
the oxygen atoms in sulfite come from dioxygen). Overall, Equations 15.11
and 15.12 produce the same result as Equation 15.10.

If thiosulfate is oxidized by a combination of sulfur-oxygenase and APS
reductase pathways, 1 ATP is formed by the APS pathway (from the 2 SO3

2-

ions oxidized; Eq. 15.7). The oxidative step leading to 2 APS releases 4e-

(Eq. 15.4). If these are coupled to electron transport, via flavin (Kappler
and Dahl 2001), to oxygen with a P/O ratio of one, a maximum of 2 ATP
could be formed (Kelly 1982, 1990). One third of the ATP would then arise
from the substrate phosphorylation steps of the APS pathway. This sim-
plistic approximation ignores the metabolic requirement for NAD(P)H
generation (Kelly 1982), which would also have to be generated from the
e- released by the APS reductase. Meeting that need for NAD(P)H could
result in most of the metabolic ATP arising from substrate-level phospho-
rylation. In contrast, Equations 15.11 and 15.12 plus the APS pathway (Eq.
15.7) would provide an additional 4[H] to couple to electron transport. This
could meet the need for NAD(P) reduction or potentially produce an addi-
tional 2 ATP mol-1 thiosulfate oxidized, thereby reducing the contribution
of substrate-level phosphorylation to a minimum of 20% of the total ATP
produced.

Some chemolithotrophs cannot use the sulfur oxygenase during growth
because they grow under anoxic conditions. T. denitrificans completely oxi-
dizes thiosulfate during anaerobic growth, coupling oxidation to nitrate (or
N2O) reduction. It must, therefore, employ Equation 15.11 for the sulfane
oxidation and a modified Equation 15.12 with denitrification rather than
oxygen reduction for electron transport and phosphorylation (Kelly 1999).
Marked differences in growth yields among thiosulfate-oxidizing chemo-
lithotrophs can be ascribed to both the presence or absence of a functional
sulfur-oxygenase and the presence or absence of the APS pathway
(Timmer-ten Hoor 1981; Kelly 1982, 1990, 1999; Dopson et al., 2002). It is

32H 32e 8O 16H O+
2 2+ + =-

S 24H O 8H SO 32H 32e8 2 2 3+ = + ++ -

S 8O 8H O 8H SO8 2 2 2 3+ + =
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clear that the end of the path first trodden by Peck in 1960 has not yet been
followed to its final destination.

Oxidation of the Sulfane-Sulfur of Thiosulfate and the
Resynthesis of the Sulfonate Group of Thiosulfate from
Sulfane-Sulfur by Thiobacilli

A further significant observation made by Peck was to confirm the dis-
criminative metabolism of the two unequal sulfur atoms of thiosulfate,
resulting in the preferential conversion of the sulfonate (–SO3

-) group to
sulfate (Peck and Fisher 1962). The oxidation states of the two atoms of
sulfur in thiosulfate (-S–SO3

-) are -2 and +5, respectively (Varaivamurthy
et al. 1993), easily allowing the production of the elemental sulfur (oxida-
tion state 0) often seen in Thiobacillus cultures. When T. thioparus oxidized
thiosulfate labeled with 35S in the sulfane atom (-35S–32SO3

-) in the presence
of an unlabeled elemental sulfur trap, accumulation of the 35S in the sulfur
trap was observed (Skarzynski and Ostrowski 1958; Peck 1962; Peck and
Fisher 1962). Sulfate is, however, normally produced from both sulfur atoms
of thiosulfate (Santer et al. 1960; Peck 1962; Peck and Fisher 1962; Kelly
and Syrett 1966b). This was confirmed for H. neapolitanus, which can cat-
alyze the complete oxidation of thiosulfate to sulfate, without sulfur accu-
mulation, although initially sulfate formation from the sulfonate group
commenced before that from the sulfane-sulfur (Kelly and Syrett 1966a;
Kelly and Wood 1994).

The possible roles in sulfur (and sulfide or sulfane-) oxidation of a sulfur
dioxygenase or of electron-transport-linked hydration/dehydrogenation are
outlined above, but the fate of the sulfite product may be more complex
than previously considered. Vishniac and Santer (1957) showed that 35S-
labeled sulfide was rapidly oxidized first to thiosulfate (and polythionates)
and then to sulfate by T. thioparus. This observation was incorporated into
the original Peck scheme (Eqs. 15.13–15.17) by Peck and Fisher (1962), who
realized that the complete oxidation of thiosulfate (after reductive scission
to sulfite and sulfide; Eq. 15.3) could be explained if there was recycling of
sulfide to produce thiosulfate:

(15.13)

The implication of Equation 15.13, not explored by Peck and colleagues,
was that thiosulfate molecules arising in this way would derive both the
sulfane- and sulfonate-sulfur atoms from the sulfane-atom of the initial thio-
sulfate. This resynthesis from the sulfane atom was proved by showing that
when H. neapolitanus oxidized sulfane-labeled thiosulfate (-35S–32SO3

-),
thiosulfate labeled in both sulfur atoms (-35S–35SO3

-) was formed in pro-
gressively greater amounts as oxidation proceeded (Kelly and Syrett 1966b;

2SH 2O S O H O2 2 3 2
- -+ = +2
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Kelly and Wood 1994). Only thiosulfate labeled in both atoms was present
toward the end of the oxidation process and was derived exclusively 
from the sulfane-sulfur of the initial thiosulfate supplied (Kelly and Syrett
1966b; Kelly and Wood 1994). No label from sulfonate-labeled thiosulfate
(-32S–35SO3

-) appeared in the sulfane-group of thiosulfate in such experi-
ments, and no 35S-label was found in the chemically detectable thiosulfate
present in the final stages of -32S–35SO3

- oxidation (Kelly and Syrett 1966b).
The thiosulfate reductase/rhodanese/APS reductase system is thus sup-

ported by evidence from direct enzyme assay, whole-cell metabolism and
energetics, and 35S-labeling experiments and provides a robust hypothesis
to explain thionate oxidation and energy conservation in at least some
chemolithotrophs.

The APS Pathway of Sulfite Oxidation:
Into the Twenty-First Century

It is now accepted that sulfite oxidation by lithotrophic bacteria is catalyzed
either by direct oxidation to sulfate (using a sulfite: acceptor oxidoreduc-
tase) or by the indirect APS pathway, with both systems occurring in many
cases in the same organism (Kappler and Dahl 2001). The APS reductase
pathway can contribute to inorganic sulfur oxidation by a great diversity 
of organisms and has been detected in a-, b-, and g-Proteobacteria; green
sulfur bacteria; Gram-positive bacteria; and Archaea (Kappler and Dahl
2001; Borodina et al. 2002). We can conclude that in showing the APS reduc-
tase pathway to be a possibility in one obligate chemolithotroph, Peck
(1960) started a search that established the APS pathway as one of central
metabolic importance in many lithotrophic sulfur bacteria. Among the
sulfur-chemolithotrophs, the oxidative APS reductase pathway probably
provides enhanced energetic capabilities, as ATP can be conserved at the
substrate level as well as by electron-transport phosphorylation (Kelly 1982,
1999; Kappler and Dahl 2001). Given the relatively poor bioenergetics of
inorganic sulfur oxidations, this means of draining all available energy from
sulfite oxidation could have survival advantage. Moreover, APS reductase
itself is revealed as an ancestral enzyme, functioning in the central energy
metabolism not only of sulfur- and sulfate-reducing bacteria and Archaea
but also in sulfur dissimilation by photolithotrophs and in a huge diversity
of chemolithotrophic bacteria and Archaea (Kletzin 1994; Hipp et al. 1997).

Conclusion

In this retrospective analysis of our current understanding of chemo-
lithotrophic sulfur compound oxidation, I have sought to show how the five
research papers (and two reviews) on T. thioparus published by Peck and
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co-workers in the 1960s provided the basis of a unitary hypothesis apply-
ing to bacteria and Archaea of extremely diverse phylogeny. Before 1960,
virtually all hypotheses about sulfur oxidation involved polythionate path-
ways of greater or lesser complexity (Tamiya et al. 1941; Vishniac and
Santer 1957; Kelly 1968). Peck (1960) showed five enzymes in thiobacilli
that appeared to be directly involved in converting sulfide and thiosulfate
to sulfate; and by the end of the 1960s, several more enzymes had been
implicated in thionate metabolism: rhodanese, thiosulfate dehydrogenase
(tetrathionate synthesizing), sulfite dehydrogenase, and sulfur oxygenase.
Today we are beginning to assemble a molecular understanding of some 
of these enzymes, but even now the total number of enzymes unequivo-
cally established to function in inorganic sulfur oxidation (including the
thiosulfate-oxidizing complex of P. versutus and Paracoccus pantotrophus)
is small (Kelly and Wood 1994; Friedrich 1998; Kelly et al. 2001). Peck’s con-
tribution in providing a basic biochemical framework for inorganic sulfur
oxidation must be recognized as one of the milestones in twentieth-century
biochemistry.
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16
Reduction of Metals and
Nonessential Elements 
by Anaerobes

Larry L. Barton, Richard M. Plunkett, and Bruce M. Thomson

Microorganisms have an important role in geochemical cycles by facilitating
oxidation and reduction of many inorganic compounds. Of special interest
is microbial reduction of oxidized compounds, as these may be required by
microorganisms at trace levels or may have no known metabolic role other
than to serve as electron acceptors for bacteria. Reduction by anaerobic
bacteria has been demonstrated to transform toxic elements by various
processes, including volatilization and formation of insoluble precipitates.
Although there are various examples of organisms in the Archaea domain
that detoxify metals and metalloids, this review is restricted to anaerobic
members of the Bacteria domain. The organisms involved in the reduction
processes are characterized as anaerobes or facultative anaerobic bacteria
that use molecular hydrogen, lactate, pyruvate, or acetate as their electron
donor. Our focus is on the biochemical and physiologic processes associ-
ated with dissimilatory reduction of metals, metalloids, and nonessential
elements by bacteria growing under anaerobic conditions.

Diversity of Bacteria and Reactants

There is increasing recognition of the great diversity in bacterial types and
metabolism, and these organisms have considerable impact on geochemi-
cal cycles. Because sulfate-reducing bacteria use many different electron
donors and acceptors, scientists for some time have been attracted to these
anaerobes. Insight into the bioenergetic strategies used by the sulfate-
reducing bacteria in metabolism of inorganic compounds was provided 
by Peck (1993) and the sulfate reducers serve as useful models for many of
the inorganic reactions conducted by other anaerobes. At concentrations
needed to support bacterial growth, many of the metals, metalloids, and
nonessential compounds amenable to microbial reduction are toxic. There-
fore, anaerobic bacteria must have detoxifying systems to enable them to
exist in the environment as well as the appropriate respiratory-linked
enzymes to charge the plasma membrane for the life processes. It is envi-
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sioned that in most instances there are separate processes in bacteria for
metal resistance and reduction. There are many examples of anaerobic bac-
teria that reduce metal cations (Table 16.1) and oxyanions of metals, meta-
lloids, and nonessential elements (Table 16.2). For the most part, bacterial
cells from stationary phase have been used in these assays to follow the
various reduction activities.

The electrochemical activities of these reactions can be established 
by examining the single electron half cell reactions. The standard Gibbs
energy of formation (DG°) is given in Table 16.3 for some of the reactions.
The half reactions were calculated using data published by the National
Bureau of Standards (Wagman et al. 1982). The species used in calculat-
ing the redox couples are those predicted to be most stable in aqueous 
solutions near pH 7.0, based on thermodynamic stability diagrams (Eh-pH
or pe-pH diagrams) prepared by Brookins (1997) and Langmuir (1977).
The fourth column in Table 16.3 is the theoretical redox potential for each
redox couple under equilibrium conditions in aqueous solution at pH 
7.0. This approach is described by Stumm and Morgan (1996) and is used
to compare different redox couples. To calculate Eh(W) for reactions
involving solid or gas phases, a concentration of 1mM was used in these 
calculations.

In many instances, substrate phosphorylation is not coupled to oxida-
tion of the electron donor source by the bacteria; therefore, growth will
result from oxidative phosphorylation with electrons energizing the 
plasma membrane for ATP production according to the chemiosmotic
system. A list of bacteria displaying dissimilatory reduction where growth
is coupled to reduction of metal/metalloid electron acceptors is given in
Table 16.4.

In the pursuit of mechanisms for electron transfer, various cytochromes
and enzymes have been isolated and purified. A list of proteins implicated
in the electron transfer processes with reduction of electron acceptor is
given in Table 16.5. Although reductases have considerable specificity for
reduction, it is apparent that the low-potential multiheme cytochromes
interface with numerous different electron acceptors.

Reduction of Elements Required as Nutrients 
at Trace Levels

Selenium and molybdenum are required as trace elements by sulfate-
reducing bacteria for the synthesis of redox proteins and dehydrogenases
(Fauque et al. 1991). Molybdate at high concentrations inhibits the 
growth of sulfate-reducing bacteria by interfering with sulfate metabolism.
Sublethal concentrations of molybdate are reduced by Desulfovibrio
desulfuricans with the formation of black extracellular, amorphous 
MoS2 (Tucker et al. 1997). An electron diffraction analysis was used to 
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Table 16.1. Reduction of metal cations by nongrowing cells or cell-free extracts of
anaerobic microorganismsa.

Atomic
Metal number Organisms Reference

Mn(IV) 25 Acinetobacter calcoaceticus Nealson and Saffarini (1994)
Acinetobacter johnsonii Nealson and Saffarini (1994)
Bacillus sp. SG-1 Nealson and Saffarini (1994)
Bacillus strain 29 Nealson and Saffarini (1994)
Desulfobacterium autotrophicum Lovley (1995)
Desulfomicrobium baculatum Lovley (1995)
D. desulfuricans Lovley (1995)
D. acetoxidans Nealson and Saffarini (1994)
Pseudomonas fluorescens Nealson and Saffarini (1994)
G. metallireducens Lovley et al. (1993a)
Stain SES-3b Laverman et al. (1995)
Veillonella atypica Wolfolk and Whiteley (1962)

Fe(III) 26 Deinococcus radiodurans R1c Fredrickson et al. (2000)
Desulfobacter postgatei Lovley et al. (1993b)
Desulfobacterium autotrophicum Lovley et al. (1993b)
Desulfobulbus propionicus Lovley et al. (1993b)
Desulfovibrio baculatus Lovley et al. (1993b)
Desulfovibrio baarsii Lovley et al. (1993b)
D. desulfuricans Lovley et al. (1993b)
Desulfovibrio sulfodismutans Lovley et al. (1993b)
D. vulgaris Lovley et al. (1993b)
D. acetoxidans Lovley et al. (1993b)
Geothrix fermentans Coates et al. (1999)
G. metallireducens Lovley et al. (1993a)
Veillonella atypica Wolfolk and Whiteley (1962)

Co(III) 27 Geobacter ferrireducens Caccavo et al. (1996)
G. sulfurreducens Caccavo et al. (1994)
Shewanella alga Gorby et al. (1998)

Pd(II) 46 D. desulfuricans Lloyd et al. (1998)
Clostridium sp. Francis et al. (1994)

U(VI) 92 Deinococcus radiodurans R1c Fredrickson et al. (2000)
Desulfovibrio baculatus Lovley et al. (1993b)
Desulfovibrio baarsii Lovley et al. (1993b)
D. desulfuricans Tucker et al. (1998)
Desulfovibrio sulfodismutans Lovley et al. (1993b)
D. vulgaris Lovley et al. (1993b)
G. metallireducens Lovley et al. (1993a)
S. oneidensisd Lovley et al. (1991)
Veillonella atypica Wolfolk and Whiteley (1962)

Np(V) 93 S. oneidensisd Lloyd et al. (2000)

a Arrangement is according to the atomic number of the reacting element.
b Currently Sulfurospirillum barnesii strain SES-3 (Stolz et al. 1999).
c Requires anthraquinine-2,6-disulfonate.
d Formerly Shewanella putrefaciens (Venkateswaran et al. 1999).
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Table 16.2. Reduction of anions by nongrowing cells or cell-free extracts of anaerobic
microorganismsa.
Electron Atomic
acceptor number Organisms Reference

Vanadate 23 Saccharomyces cerevisiae Bisconti et al. (1997)
V. atypica Wolfolk and Whiteley (1962)
D. desulfuricans Wolfolk and Whiteley (1962)
Chemolithotroph isolate Yurkova and Lyalikova (1991)

Chromate 24 D. vulgaris Wang and Shen (1997)
Tucker et al. (1998)

D. radiodurans R1 Fredrickson et al. (2000)
G. metallireducens Lovley et al. (1993a)

Arsenate 33 Desulfotomaculum auripigmentum Newman et al. (1997b)
Desulfovibrio strain Ben-RA Macy et al. (2000)
V. atypica Wolfolk and Whiteley (1962)
Micrococcus aerogenesb Wolfolk and Whiteley (1962)

Selenium 34 V. atypica Wolfolk and Whiteley (1962)
Selenite Rhodospirillum rubrum Kessi et al. (1999)

V. atypica Wolfolk and Whiteley (1962)
D. desulfuricans Wolfolk and Whiteley (1962)
Clostridium pasteurianum Wolfolk and Whiteley (1962)

Selenite and Enterobacter cloacae Losi and Frankenberger (1997)
Selenate D. desulfuricans Tomei et al. (1995)

W. succinogenes Tomei et al. (1992)

Molybdate 42 D. desulfuricans Chen et al. (1998)
Tucker et al. (1997, 1998)

V. atypica Wolfolk and Whiteley (1962)

Tc(VI) 43 D. radiodurans R1c Fredrickson et al. (2000)
G. sulfurreducens Lloyd et al. (2000)
G. metallireducens Lloyd et al. (2000)
D. desulfuricans Lloyd et al. (1999)
Thiobacillus thiooxidans Lyalikova and Khizhnyak (1996)
Thiobacillus ferroxidans Lyalikova and Khizhnyak (1996)
Rhodobacter shpaeroides Lloyd et al. (2000)
Paracoccus denitrificans Lloyd et al. (2000)

Tellurate 52 V. atypica Wolfolk and Whiteley (1962)

Tellurite 52 V. atypica Wolfolk and Whiteley (1962)
D. desulfuricans Wolfolk and Whiteley (1962)
C. pasterianum Wolfolk and Whiteley (1962)
M. aerogenesb Wolfolk and Whiteley (1962)

Iodate 53 D. desulfuricans Councell et al. (1997)

Osmium 76 V. atypica Wolfolk and Whiteley (1962)

a Arrangement is according to the atomic number of the reacting element.
b Currently Peptococcus aerogenes.
c Requires anthraquinine-2,6-disulfonate.
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conclude that Mo(VI) was produced as a MoS2(s) precipitate. It is likely that
in the reduction of Mo(VI) in molybdate to Mo(IV) in molybdenum sulfide
that there is a Mo(V) intermediate. A brown extracellular soluble Mo(V)-
S complex was reported when Mo powder was added to a culture of D.
desulfuricans (Chen et al. 1998). Although the Mo(V)-S complex may be
the intermediate that is reduced to MoS2, this remains to be established. At
this time, the reduction of molybdate has not been coupled to bacterial cell
growth.

Selenium, in the form of selenate or selenite, is toxic to D. desulfuricans
(Tomei et al. 1995) and Wolinella succinogenes (Tomei et al. 1992) at ele-
vated levels. At sublethal levels of 0.1–1.0mM selenite or 10mM selenate,
minimal levels of growth is observed with both D. desulfuricans and
Wolinella succinogenes. With both selenate and selenite, colloidal elemen-
tal selenium (Se0) is produced inside the cell and released into the culture
fluid after cell death. This reduction of Se(VI) and Se(IV) by these anaer-
obes is not coupled to growth and proceeds by mechanisms that have not
yet been identified. Selenite and selenate reduction with formation of ele-
mental selenium by these nonrespiratory processes serve to detoxify the
environment for future bacteria and may be important for the geochemi-
cal cycle of selenium.

Table 16.3. Half reactions for important reduction by anaerobes.
DGob Eh(W)c

Redox couplea Reaction (kJ/mol) (mV)

Mo(V)/Mo(VI) 1/2 Mo308(s) + 2H2O = 3/2 HMoO4
- + 5/2 H+ + e- 133.7 -181

S(-II)/S(VI) 1/8 HS- + 1/2 H2O = 1/8 SO4
2- + 9/8 H+ + e- 27.70 -178

Fe(II)/Fe(III) Fe2+ + 3H2O = Fe(OH)3(s) + 3H+ + e- 93.79 85
Cu(O)/Cu(II) 1/2 Cu(s) + 1/2 H2O = 1/2 CuO(s) + H+ + e- 53.71 142
Se(O)/Se(IV) 1/4 Se(s) + 3/4 H2O = 1/4 SeO3

2- + 3/2 H+ + e- 85.40 175
Te(O)/Te(IV) 1/4 Te(s) + 3/4 H2O = 1/4 HTeO3

- + 5/4 H+ + e- 68.70 194
As(III)/As(V) 1/2 H3AsO3 + 1/2 H2O = 1/2 HAsO4

2- + 3/2 H+ + e- 81.16 220
U(UI)/U(VI) 1/2 UO2(s) = 1/2 UO2

2+ + e- 39.10 227
Te(IV)/Te(VI) 1/2 HTeO3

- + 1/2 H2O = 1/2 HTeO4
- + H+ + e- 78.96 404

Se(IV)/Se(IV) 1/2 SeO3
2- + 1/2 H2O = 1/2 SeO4

2- + H+ + e- 82.81 443
Pd(O)/Pd(II) 1/2 Pd(s) + 1/2 H2O = 1/2 PdO(s) + H+ + e- 86.51 481
Cr(III)/Cr(VI) 1/6 Cr2O3(s) + 5/6 H2O = 1/3 CrO4

2- + 5/3 H+ + e- 131.36 552
Mn(II)/Mn(IV) 1/2 Mn2+ + H2O = 1/2 MnO2(s) + 2H+ + e- 118.61 574
N(O)/N(V) 1/10 N2(g) + 3/5 H2O = 1/5 NO3

- + 6/5 H+ + e- 120.53 680
Cl(-1)/Cl(VII) 1/8 Cl- + 1/2 H2O = 1/8 ClO4

- + H+ + e- 133.90 972
Cl(-I)/Cl(V) 1/6 Cl- + 1/2 H2O = 1/6 ClO3

- + H+ + e- 139.11 1025

a Thermodynamic data for Mo and Te species are from Brookins (1997).
b Thermodynamic data are from Wagman et al. (1982).
c Eh(W) is calculated for aqueous solution at pH 7.0. All soluble species are 1mmol/L.
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Table 16.4. Growth coupled to reduction of metals and metalloids.
Electron
acceptor Organism Reference(s)

Chlorate Isolate Malmqvist and Welander (1992)

Perchlorate Strain perc lace Herman and Frankenberger (1999)
Strain GR-1 Rikken et al. (1996)

Chromate Desulfotomaculum reducens Tebo and Obraztsova (1998)

Mn(IV) Bacillus sp. Nealson and Saffarini (1994)
D. reducens Tebo and Obraztsova (1998)
D. acetoxidans Nealson and Saffarini (1994)
G. metallireducens Nealson and Saffarini (1994)
S. oneidensis Nealson and Saffarini (1994)

Fe(III) Aeromonas hydrophila, Bacillus infernus, Lovley (2000)
Deferribacter thermophilus, Desulfuromonas 
acetexigens, D. acetoxidans, Desulfuromonas  
chloroethenica, Desulfuromonas palmitatis,
Desulfuromusa bakii, Desulfuromusa kysingii,
Desulfuromusa succinoxidans, Ferribacterium 
limneticus, Ferrimonas balearica, Geobacter 
chapelli, Geobacter grbicium, Geobacter 
hydrogenophilus, G. metallireducens,
G. sulfurreducens, Geothrix fermentans,
Geovibrio ferrireducens, Peleobacter 
carbinolicus, Peleobacter venetianus, Pleobacter 
propionicus, S. alga, S. oneidensis, Shewanella 
saccharophila, S. barnesii, Thermoterrabacterium
ferrireducens, Thermotoga maritima, Thermus
sp. SA-01, and T. ferrooxidans
D. reducens Tebo and Obraztsova (1998)

Co(III) G. sulfurreducens Caccavo et al. (1994)

Arsenate Bacillus selenitireducens strain MLS10 Blum et al. (1998)
Bacillus arsenicoselenatis strain E1H Blum et al. (1998)
C. arsenatis Kraft and Macy (1998)
Desulfomicrobium strain Ben-RB Macy et al. (2000)
D. auripigmentum strain OREX-4 Newman et al. (1997)
Sulfospirillum arsenatis strain MIT-13 Newman et al. (1998)
S. barnesii strain SES-3 Laverman et al. (1995), Stolz 

et al. (1999)

Selenate B. arsenicoselenatis strain E1H Blum et al. (1998)
B. selenitireducens strain MLS-10 Blum et al. (1998)
Sulfurospirillum arsenophilum strain MIT-13 Stolz et al. (1999), Stolz and

Oremland (1999)
S. barnesii strain SES-3 Oremland et al. (1994)

Stolz et al. (1997)
Thauera selenatis Rech and Macy (1992)

Uranium Desulfovibrio strain UFZ B 490 Pietzsch et al. (1999)
D. reducens Tebo and Obraztsova (1998)
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Cytochromes as Oxidoreductases

Several proteins were reported to function as enzymes for the dissimilatory
reduction of metals and nonessential elements. As listed in Table 16.4,
the most frequently reported proteins involved in metal reduction are 
the cytochromes from sulfate-reducing bacteria. The focus on these
cytochromes supports the initial papers by Lovley and colleagues in which
they reported that reduced cytochrome c3 from Desulfovibrio vulgaris
Hildenborough reduces uranyl salts (Lovley et al. 1993a) and chromate
(Lovley and Phillips 1994).

As reviewed by Lojou et al. (1998a, 1998b), cytochrome (cyt) c3 and cyt
c7 from the sulfate-reducing bacteria are effective in reducing metals. The

Table 16.5. Reduction of metals and metalloids by proteins from anaerobic bacteria.
Chemical
reduced Protein Organism Reference(s)

Vanadate Cytochrome c7 D. acetoxidans Lojou et al. (1998b)

Chromate Cytochrome c3 D. vulgaris Hildenborough Lovley and Phillips (1994)
Cytochrome c7 D. acetoxidans Lojou et al. (1998b)

Mn (IV) Outer membrane S. oneidensisa Beliaev and Saffarini (1998)
protein

Cytochrome c7 D. acetoxidans Lojou et al. (1998b)

Fe(III) Outer membrane S. oneidensisa Beliaev and Saffarini (1998)
protein

Cytochrome c3 D. desulfuricans Norway Lojou et al. (1998a)
Cytochrome c3 D. desulfuricans Norway Lojou et al. (1998a)

(Mr 26,000)
Cytochrome c3 D. gigas Lojou et al. (1998a)
Cytochrome c3 D. vulgaris Hildenborough Lojou et al. (1998a, 1998b)
Cytochrome c553 D. vulgaris Hildenborough Lojou et al. (1998a)
Cytochrome c7 D. acetoxidans Lojou et al. (1998a, 1998b)

Arsenate Arsenate reductase C. arsenatis Kraft and Macy (1998)

Selenite Hydrogenase I C. pasteurianum Yanke et al. (1995)
Nitrite reductase T. selenatis DeMoll-Decker and Macy 

(1993)
Selenite reductase T. selenatis Rech and Macy (1992)

Schröder et al. (1997)

Selenate Cytochrome c3 D. vulgaris Hildenborough Abdelous et al. (2000)
Selenate reductase T. selenatis Schröder et al. (1997)
Selenate reductase S. barnesii Stolz et al. (1997)

Stolz et al. (1999), Stolz and
Oremland (1999)

Tellurite Hydrogenase I C. pasteurianum Yanke et al. (1995)

Uranyl Cytochrome c3 D. vulgaris Hildenborough Lovley et al. (1993c)

a Formerly S. putrefaciens (Venkateswaran et al. 1999).



cyt c3 from D. vulgaris and from Desulfovibrio gigas have a molecular mass
of about 13kDa, and each has four heme groups per molecule. The D. desul-
furicans strain Norway has two different proteins known as cyt c3: One is 
a tetraheme of approximately 13kDa and the other is a dimer with a mol-
ecular mass of 26kDa and eight hemes per molecule. Cyt c7 is a triheme
that has been purified from Desulfuromonas acetoxidans and has a molec-
ular mass of 9.8kDa. With cyt c3, cyt c3 (Mr 26kDa), and cyt c7 , the iron in
each heme is coordinated by two histidine residues. In addition the poten-
tials for the various hemes in each of these cytochromes is in the -100
to -400mV/NHE range. The second-order rate constants for electron 
transfer to Fe(III) ammonium citrate decreases in the following range:
cyt c7 (from D. acetoxidans) > cyt c3 (Mr 26kDa, from D. desulfuricans
Norway) > cyt c3 (from D. vulgaris) > cyt c3 (from D. desulfuricans Norway)
> cyt c3 (from D. gigas) (Lojou et al. 1998a). This is not simply a feature 
of the redox potential of each cytochrome, because the most positive 
heme reduction potential, as listed in decreasing order, is as follows: cyt 
c3 (Mr 26kDa, from D. desulfuricans Norway) > cyt c7 (from D. acetoxidans)
> cyt c3 (from D. desulfuricans Norway) > cyt c3 (from D. gigas) > cyt c3

(from D. vulgaris). As a consequence of three-dimensional structure analy-
sis of several cytochromes, the location of each of the hemes in the
cytochrome is known, and for identification purposes, they have been des-
ignated as heme I, II, III, or IV. For the reduction of Fe(III) by cyt c3, the
first to be reduced is heme IV, which is in an exposed edge of the
cytochrome molecule and is surrounded by various positively charged
amino acid residues. This feature of metal reduction may also be the case
for cyt c7, because it has a heme IV; and although cyt c7 is lacking a heme
II moiety, this is not essential for metal reduction. Another feature for 
metal reduction is the global charge on the cytochrome that can repel the
metal ion. The isoelectric point of Cyt c7 is pH 7.8, which facilitates reduc-
tion of chromate, in part, because the cytochrome molecule will not repel
chromate.

Not all cytochromes from sulfate-reducing bacteria reduce Fe(III) or
other metals. D. vulgaris produces a cyt c553, which has a molecular mass of
9kDa, midpoint redox potential of 0mV, and a single heme and the iron
atom is coordinated by histidine methionine. It is unclear at this time if the
inability of this cyt c553 to reduce metals is due to lack of a bishistidinyl iron
coordination or to some other factor, such as steric hinderance owing to
orientation of heme in the protein.

Since both Geobacter metallireducens and Geobacter sulfurreducens have
triheme cyt c7 proteins (Champine et al. 2000, Afkar and Fukumori 1999;
Seeliger et al. 1998), it is appropriate to consider that these electron carri-
ers function in metal reduction in a manner similar to that reported for the
cyt c7 of D. acetooxidans. The role of other cytochromes in Geobacter has
not been explored with respect to metal reduction.
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Models for Cellular Reduction

Fe(III) Reduction
For bacterial cells to use metals in dissimilatory reduction, there must be
an appropriate set of enzymes and electron carriers arranged in the sur-
face layers of bacteria. A model for Fe(III) reduction was proposed for G.
sulfurreducens (Lovley 2000), and it involves a 41kDa c-type cytochrome,
a 9kDa cytochrome, and an 89kDa c-type cytochrome, which are positioned
in the outer membrane, periplasm, and plasma membrane, respectively. The
oxidation of compounds in the cytoplasm reduce a membrane-bound
NADH dehydrogenase and electrons are passed along to the outer mem-
brane, where Fe(III) is reduced. In iron-reducing bacteria, Fe(II) accumu-
lates outside the cells. This is fortuitous, because if large quantities of Fe(III)
were reduced, as in the case with dissimilatory iron reduction by an intra-
cellular process, the cell would need to establish a procedure to handle 
accumulation of Fe(II), which could otherwise reach toxic levels. In 
addition, Beliaev and Saffarini (1998) showed that proteins in the outer
membrane of Shewanella oneidensis (formerly Shewanella putrefaciens,
Venkateswaran et al. 1999) are used for reduction of Fe(III) and Mn(IV).
This model for electron transfer through a cytochrome cascade is useful in
discussing iron and manganese reduction.

U(VI) Reduction
The reduction of U(VI) by sulfate-reducing bacteria appears to occur at the
cell surface of the anaerobes, since the reduced products of these elements
accumulates in the environment outside of the cell. The proteins of cyt c3

and cyt c7 have been demonstrated to function as nonspecific metal dehy-
drogenases; however, these cytochromes are found in the periplasm and not
in the outer membrane. Thus, if it were analogous to Fe(III) reduction,
uranyl ions would most appropriately be reduced by a cytochrome in the
outer membrane of the sulfate reducers. As demonstrated by Laishley and
Bryant (see Chapter 18) cytochromes are located in the outer membrane
of certain sulfate reducers; however, their role in reduction of U(VI)
remains to be demonstrated.

As(V) Reduction
Chrysiogenes arsenatis is the only known organism capable of using acetate
as the electron donor and arsenate as the terminal electron acceptor for
growth. This reduction of arsenate to arsenite is catalyzed by an inducible
respiratory arsenate reductase, which has been isolated and characterized
by Kraft and Macy (1998). Arsenate reductase (Arr) from C. arsenatis is a
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molybdenum-containing protein that contains acid-labile sulfur and zinc
cofactor constituents. It consists of an a1b1-heterodimer of 123kDa, and the
two subunits have molecular weights of 87 and 29kDa, respectively. The
enzyme is specific for arsenate and is unable to reduce nitrite, sulfate, or
selenate. Arr is able to couple the reduction of arsenate to oxidation of
benzyl viologen with an apparent Km of 0.3mM and a Vmax of 7nmoles per
minute per milligram protein. Experiments have determined that 86% of
the arsenate reductase activity is in the periplasm and 10% is bound to the
plasma membrane. A respiratory role for arsenate reductase has been pro-
posed for C. arsenatis; however, the composition of such a respiratory-
coupled chain has not been established.

A second example of a membrane-bound arsenate reductase was iso-
lated from Sulfurospirillum barnesii and was determined to be a a1b1g1-
heterotrimic enzyme complex (Newman et al. 1998). The enzyme has a
composite molecular mass of 100kDa, and a-, b-, and g-subunits have
masses of 65, 31, and 22, respectively. This enzyme couples the reduction 
of As(V) to As(III) by oxidation of methyl viologen, with an apparent 
Km of 0.2mM. Preliminary compositional analysis suggests that iron-sulfur
and molybdenum prosthetic groups are present. Associated with the mem-
brane of S. barnesii is a b-type cytochrome, and the arsenate reductase is
proposed to be linked to the electron-transport system of the plasma 
membrane.

The recently isolated Desulfotomaculum strain Ben-RB is able to grow
using lactate as a substrate and arsenate as the sole electron acceptor (Macy
et al. 2000). It has been proposed that arsenate reductase is associated with
the respiratory chain of this organism, because >98% of the arsenate reduc-
tase bound to the plasma membrane.

Se(VI) Reduction
Thauera selenatis is able to use selenate as a terminal electron acceptor 
for anaerobic respiration, and a selenate reductase enzyme was isolated
(Schröder et al. 1997). The enzyme complex exhibiting selenate reductase
activity is composed of an a1b1g1-trimer, and subunit masses were calculated
at a, 96 kDa; b, 40kDa; and g, 23kDa. This reductase is a metal-containing
protein that contains molybdenum, iron, and acid-labile sulfide. The sulfur-
iron molar values suggest the presence of at least two [Fe-S] centers. The
selenate reductase in T. selenatis has a high specificity for selenate and 
does not reduce sulfate, chlorate, nitrate, or nitrite. Enzyme kinetics were
calculated when reduced benzyl viologen is the electron donor, and the
apparent Km is 16mM selenate, with a Vmax of 40mmole of selenate reduced
per minute per milligram protein. The enzyme can also couple the oxida-
tion of methyl viologen to selenate reduction, although at a relatively low
specific activity. The enzyme is localized in the periplasm of the cell, but
apparently is a segment of the respiratory chain, because it has an 
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association with a b-type cytochrome. When selenate is the only available
electron acceptor, it is reduced to selenite without subsequent reduction to
elemental selenium. A role for components of the denitrification pathway
for metabolism of selenite is suggested, because when nitrate and selenate
are both present, selenite does not accumulate but is reduced to Se0. In
addition, it can be considered that the positioning of the selenate reductase
in the periplasm may assist in reducing the toxic of selenite to the cells.

Respiratory selenate reduction was studied in S. barnesii strain SES-3,
and preliminary information regarding a membrane-bound dissimilatory
selenate-reductase complex was reported (Stolz et al. 1997; Stolz and Orem-
land 1999). The selenate-reductase complex is a heterotetramer composed
of subunits with masses of 82, 53, 34, and 21kDa, respectively. The presence
of molybdenum as a prosthetic group was suggested from experiments
using inhibition by tungsten; however, chemical analysis of the enzyme has
not been conducted. The enzyme does not appear to be specific for sele-
nate but also reduces nitrate, fumarate, and thiosulfate. In addition, S. bar-
nesii SES-3 has distinct reductases for nitrate, fumarate, and arsenate. The
apparent Km for selanate is 12mM. Although the mechanism for selenate
reduction has not been resolved for S. barnesii strain SES-3, it appears 
that the mechanism of electron transfer is distinct from that found in
T. selenatis.

Selenium respiration was reported for two moderately halophilic and
alkaliphilic bacteria; however, the mechanism of respiration is unresolved.
The physiologic properties of Bacillus arsenicoselenatis strain E1H and
Bacillus selenitireducens growing on selenate and selenite were described
by Blum et al. (1998). Bacillus arsenicoselenatis is able to grow by dissimi-
latory reduction of selenate Se(VI), to selenite, Se(IV). Although B. arseni-
coselenatis is unable to grow using selenate as the electron acceptor, it will
grow with selenite reduced to elemental selenium, Se0. These two strains of
Bacillus grow in co-culture, with selenate being reduced to Se0. Enzymes
for these reactions have not been purified.

Conclusion

We are at the discovery stage for determining the ability of various bacteria
to reduce metals and nonessential compounds. Mechanisms for these reduc-
tions generally have not yet been established, and it is apparent that much
is unknown. A number of questions pertaining to reduction are raised:
Which elements and compounds are reduced at the cell surface? Why are
some of the compounds not reduced at the cell surface but become reduced
at the plasma membrane or in the cytoplasm? What is the nature of the
nonenergetic reactions in the cytoplasm of the bacterial cell? What are the
physiologic substrates for the cytochromes and which reactions occur
because of substitution of chemicals due to similar structural features? 
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Certainly, considerable flexibility and adaptability of electron flow is
expected in bacteria, and many new strains are expected to be found that
obtain energy from these chemical reductions. The natural gene flow 
over the years in the anaerobic ecosystems has produced microorgan-
isms of considerable physiologic diversity. These anaerobic organisms 
continue to provide numerous biochemical challenges in the areas of 
anaerobic reduction of metals, metalloids, and nonessential elements by
microorganisms.
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17
Chemolithoautotrophic
Thermophilic Iron(III)-Reducer

Juergen Wiegel, Justin Hanel, and Kaya Aygen

Importance of Fe(III) Reduction and Diversity of
Thermophilic Fe(III) Reducers

The anaerobic reduction of metal ions, including ferric iron (Fe(III)) to
ferrous iron (Fe(II)) by microorganisms, has been observed for >80 years
(Harders 1919) and was reviewed several times from various viewpoints
(Jones 1986; Lovley 1991, 1995; Nealson and Saffarini 1995). In general
terms the process can be described by:

(17.1)

and, if hydrogen is the electron donor, the reaction is exergonic:

(17.2)

The subsequent formation of magnetite from Fe2+ and Fe(OH)3 is also exer-
gonic with a DG°¢ of -60kJ/mol (Stum and Morgan 1981).

However, only recently has dissimilatory Fe(III) reduction by microor-
ganisms been recognized as a widespread and ecologically and biogeo-
chemically important reaction (for details on the history of recognized
nonmicrobial and microbial Fe(III) reduction see e.g., Lovley 1991).
Presently, there is no doubt about the ecological importance of microbial
Fe(III) reduction in the cycling of metals and mineralization of organic
material. Iron, the third most abundant element in the Earth’s crust
(McGeary and Plummer 1997), plays important roles in the cycling of
biomass (Ponnamperuma 1972). Furthermore, biotic dissimilatory iron
reduction has become of increasing interest in the development of biore-
mediation strategies for decontamination of subsurface sites from haz-
ardous waste material, including aromatic compounds (Lovley et al. 1989;
Lovley and Lonergan 1990) as well as in novel concepts on the evolution
of microbial life (Lovley 1991; Nealson and Saffarini 1995; Vargas et al.
1998; Slobodkin et al. 1999a). Important iron ores are the various ancient
Banded Iron Formation deposits, which include the two major types:
Algoma, thought to have been formed by submarine volcanic activities, and
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the Superior type from the Proterozoic Age. Although it is generally
believed that microorganisms were involved in the formation of some of
the later formations, it has not been unequivocally established whether
microbial or geochemical processes have been the major source of the iron
precipitation (Guilbert and Park 1986; Lovley 1991).

The extreme negative values for the carbon isotope shifts (up to around
d-60 in some of the banded iron(II)-formations), strongly indicate that
microbial processes were involved in the formation of these deposits 
(Canfield et al. 2000). One explanation of the low values is that the bacteria
involved could have used carbon sources that were already metabolized,
e.g., by methanogens, and thus already had undergone a significant isotope
shift (i.e., d 12/13C values for methane are already negative; however, the
values for the associated CO2/carbonates are positive, between +5 to +15‰)
(Coleman et al. 1993; Horita and Berndt 1999).

Bacteria capable of Fe(III) reduction belong to a wide range of 
groups in the phylogenetic tree (Lovley 1991, 1995; Lonergan et al. 1996;
Slobodkin 1999b). These include obligate anaerobes, aerobic bacteria under
oxygen limitation (Short and Blakemore 1986), facultative anaerobes,
sulfate and sulfur reducers (Coleman et al. 1993; Roden and Lovley 1993),
obligately autotrophic aerobic acidophiles such as Thiobacillus thiooxidans
and the heterotrophic Acidophilium cryptum (Küsel et al. 1999), halotol-
erant marine bacteria such as Shewanella alga (Rosello-Mora et al. 1994),
and nonhalotolerant freshwater bacteria such as Geobacter metalireducens
(Lovley 1995). The diversity also includes a wide range from cold tolerant
(formerly called “psychrotrophs”) iron reducers to iron-reducing hyper-
thermophiles such as Pyrobaculum islandicum (Vargas et al. 1998; Kashefi
and Lovley 2000). Some of the Fe(III) reducers are able to use Fe(III) as
the terminal electron acceptor for the complete mineralization of organic
compounds, including acetate (Küsel et al. 1999; Roden and Lovley 1993),
whereas others such as Desulfitobacterium dehalogenans only partially
oxidize the carbon sources forming, e.g., acetate, (Wiegel, unpublished
results). Fe(III)-reducing bacteria have been isolated or indicated in many
different ecological niches with various pH, temperatures, salt concentra-
tions, and contaminations of hazardous waste compounds. However, a
larger number of Fe(III) reducers has been isolated from oil and hydro-
carbon-contaminated or oil-associated sites (Greene et al. 1997; Tuccillo 
et al. 1999; Slobodkin et al. 1999a; Coates et al. 1999).

Many novel (facultative) anaerobic Fe(III)-reducing bacteria have been
described recently. Most of the mesophilic bacteria belong to the Gram-
type negative (Wiegel 1981) proteobacteria with Shewanella, Geobacter,
and Peleobacter or major representative. (Lovley 1995). Shewanella putre-
faciens and G. metalireducens are among the most studied Fe(III) reducers.
Much less, however, is known about the distribution and diversity of ther-
mophilic and hyperthermophilic Fe(III) reducers. In contrast to the
mesophilic iron reducers, the majority of the isolated thermophilic Fe(III)-
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reducing species belong to the Gram-type positive branch (Firmicutes).
These include the heterotrophic Bacillus infernus (Boone et al. 1995), which
was the first obligately anaerobic thermophilic Fe(III) reducer isolated;
Thermoterrabacterium ferrireducens (Slobodkin et al. 1997b); and Ther-
moanaerobacter siderophilus (Slobodkin et al. 1999a) which can grow
autotrophically. In contrast, Deferribacter thermophilus belongs to the
Gram-type negative, or Flexistipes, group (Greene et al. 1997).

Bacillus infernus (Boone et al. 1995), the first described thermophilic
Fe(III)-reducer, is despite its phylogenetic position within the generally
aerobic Bacillus species, an obligate anaerobe. This was the first instance in
which the simple division between aerobic spore formers, (Bacillus and
related bacteria) and the anaerobic spore formers, (clostridia and related
bacteria) were disrupted. Since that time an aerobic bacterium, Thermaer-
obacter marianensis was described that was isolated from the Japanese
Mariana Trench Chellenger Deep and clearly with the obligately anaerobic
clostridia, Moorella, Thermoanaerobacter/Thermoanaerobacterium species,
and the like from the Gram-type positive clostridial branch (Takai et al.
1999). Several strains of B. infernus isolated from deep (2700m) subsurface
samples grow in an estimated temperature range of 39–65°C (optimum
60°C) and a pH range of around 6.5 to <9.0 (optimum 7.3) and tolerate up
to 0.6M NaCl.

Thermoterrabacterium ferrireducens (Slobodkin et al. 1997a), the second
validly described thermophilic Fe(III) reducer, was isolated in our labora-
tory from a sample of a run off channel from a hot spring in the Calcite
Spring area of Yellowstone National Park. Interestingly, these hot springs
are below the Calcite Spring area, which contains oil seeps. The samples
from which this strain was obtained contained white streamer material that
was covered with black Fe(III)-sulfide. Furthermore, one of the novel
Fe(III)-reducing ‘Ferribacter thermautotrophicus’ strains and the previously
described glycerol utilizing acetogen Moorella glycerinum were isolated
from the same spring (Slobodkin et al. 1997a). From this site a CO-utilizing
Fe(III)-reducing thermophile was also isolated from a sample taken at 
the same time as our samples (Robb, personal communication 2001).
Thermoterrabacterium ferrireducens grows between 50 and 74°C (optimum
around 70°C) and in the pH65C range of 4.8–8.2 (optimum around 6.1).

Thermoanaerobacter siderophilus (Slobodkin et al. 1999b), a spore-
forming bacterium, was isolated from sediments of a newly formed
hydrothermal vent of the Karymsky volcano (Kamchatka peninsula). It
grows in a temperature range of 39–78°C (optimum around 70°C) and pH
range of 4.8–8.2 (optimum 6.3–6.5). Dissimilatory Fe(III) reduction of pre-
cipitated amorphous Fe(III) hydroxide/oxide occurs under chemolithoau-
totrophic and heterotrophic growth conditions. The fermentation products
from glucose are ethanol, lactate, hydrogen, and CO2; less hydrogen is 
produced when grown in the presence of Fe(III). Thermoanaerobacter
siderophilus can also reduce Mn(IV). In addition to this species, Slobodkin
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et al. (1999b) demonstrated that Thermoanaerobacter wiegelii (Cook et al.
1996) and Thermoanaerobacter sulfurophilus (Bonch-Osmolovskaya et al.
1997) were also dissimilatory Fe(III) reducers, while using peptone as
carbon source (other species were not tested).

Deferribacter thermophilus (Greene et al. 1997) is, in contrast to the
above obligate anaerobes, a facultative microaerophile that tolerates up to
3% oxygen and is the first thermophilic Fe(III)-reducing bacterium isolated
from a petroleum/oil related environment, specifically from production
water from an oil field in the North Sea (United Kingdom). Consistent with
this and with the observation of several thermophilic Fe(III) reducers in oil
deposits by Slobodkin et al. (1999a), magnetite was found to accumulate
near petroleum deposits (Lovley 1991). Deferribacter thermophilus grows
in a relative narrow temperature range of 50–60°C (optimum 60°C) and a
pH range of 4.8–8.2 (optimum 6.4). Beside Fe(III), this bacterium can use
other metal ions, including Mn(IV), as electron acceptors.

Various thermophilic bacteria and archaea able to reduce (Fe(III). The
capability for Fe(III)-reduction appears to be more wide spread among
anaerobic thermophilles then originally thought from the isolation of spe-
cific iron-reducers discussed above. Slobodkin and Wiegel (1997) showed
that in various samples from geothermally heated sites, different hydrogen-
oxidizing Fe(III)-reducing microorganisms exist that are able to grow at
temperatures up to 90°C. Subsequently, Slobodkin et al. (1999a) isolated
several thermophilic/hyperthermophilic bacteria and archaea from deep
subsurface petroleum reservoirs of western Siberia. Three of those strains
were assigned to the thermophilic Thermoanaerobacter acetoethylicus and
Thermoauerobacter brockii, one strain to the hyperthermophilic bacterium
Thermotoga maritima, and three strains to the archaeal genus Thermococ-
cus. Furthermore, the authors showed that like Thermotoga subterranae,
which was previously isolated from a French oil well (Jeanthon et al. 1995),
the strains were able to reduce Fe(III) heterotrophically, either with
peptone or with hydrogen. Between 8 and 20mmol Fe(III)/l were reduced.
This is significantly more than what was demonstrated for the hyperther-
mophilic bacterium Thermotoga and the archaeon Pyrobacculum (Vargas
et al. 1998). The Fe(III) reduction occurred only in the presence of added
peptone or hydrogen (i.e., the utilized medium contained 0.01% yeast
extract and 0.2% bicarbonate), indicating that the organisms are able to
grow chemolithoheterotrophically as well chemolithoautotrophically with
Fe(III) as the terminal electron acceptor. However, it has not conclusively
been proven that they truly grow chemolithoautotrophically, i.e., that >50%
of the cell carbon came from the inorganic carbon dioxide/carbonate pool.
The same is true for the enrichments from geothermal areas described by
Slobodkin and Wiegel (1997), which stoichiometrically reduced Fe(III)
using hydrogen in ratios of around 2 :1.

More recently, there is evidence that many hyperthermophilic anaerobic
archaea are able to use soluble, complexed Fe(III) ions and amorphous
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Fe(III) hydroxide/oxide as electron acceptors. This indicates that anaerobic
Fe(III) reduction was prevalent before the separation into Bacteria and
Archaea. This finding may support the hypothesis that Fe(III) respiration
is an ancient form of anaerobic respiration and might have been involved
in the early evolution of prokaryotic life. The thermophilic iron reducers
even include some aerobic bacteria. Bridge and Johnson (1998) demon-
strated that the aerobic acidophilic, moderately thermophilic Acidimi-
crobium ferrooxidans, Sulfobacillus acidophilus, and Sulfobacillus
thermosulfidooxidans are also able to reduce Fe(III) with glycerol as carbon
and electron donor under oxygen-limiting growth conditions.

In this chapter, we report on additional, recently isolated thermophilic
Fe(III) reducers that grow chemolithoautotrophically and reduce Fe(III)
stoichiometrically using hydrogen and forming magnetite at unusual 
high rates. These strains constitute a novel Fe(III)-reducing group, ‘F.
thermautotrophicus’, gen. nov., sp. nov. In addition, we describe several
chemolithoautotrophic Fe(III)-reducing strains that are closely related 
to well-known heterotrophic species, which neither grow chemolithoau-
totrophically nor reduce Fe(III) and other metal ions, as far as is 
known. These bacteria are compared with two previously isolated and 
well-known thermophiles that can reduce iron heterotrophically but can
neither grow autotrophically nor use Fe(III) reduction as a primary energy
source.

General Isolation and Growth Conditions for
Thermophilic Fe(III) Reducers

The chemolithoautotrophic strains were isolated and routinely grown in
anaerobic media under an 80 :20mix of hydrogen and carbon dioxide gases
or under nitrogen gas with formate as carbon source and electron donor.
The medium typically contained (per liter of deionized water) 0.33g
KH2PO4, 0.33g NH4Cl, 0.33g KCl, 0.33g MgCl2 2H2O, 0.33g CaCl2 2H2O,
2.0g NaHCO3, 1mL vitamin solution (Wolin et al. 1963) and 1.2mL trace
element solution (Slobodkin et al. 1997b). The pH values varied between
7 and 9.0. To this medium, Fe(III) (in the form of amorphous Fe(III)
oxide/hydroxide) and/or 9,10-anthraquinone 2,6-disulfonic acid (AQDS)
were added as electron acceptors. The Fe(III) concentration in the medium
was equal to 90mM, and the AQDS was at a final concentration of 20mM.
Medium was routinely sterilized by autoclaving at 121°C for 1h. All cul-
tures were grown in Hungate or Balch tubes at 60°C or at the indicated
temperatures, and all transfers were carried out with syringes and needles
under anaerobic conditions. For the isolation, usually 100mL of medium
was inoculated with 5–10g of the samples and incubated statically with
mixing only when checked for Fe(III) reduction and magnetite formation.
Magnetite formation was checked using magnets and confirmed by X-ray
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refractive analysis, and Fe(II) formation was determined by employing the
2,2-dipyridyl iron assay of Balashova and Zavarzin (1980).

‘Ferribacter thermautotrophicus’ gen. nov., sp. nov. (Hanel 2000). Based
on the report from Slobodkin and Wiegel (1997), three strains were iso-
lated: strain JW/JH-Fiji-2 from the hot spring runoff channel at the soccer
field in Savu Savu on Vanu Levu (Fiji) and strains JW/KA-1 and JW/KA-
2T from a runoff channel (Y6) close to the Yellowstone River in the Calcite
Springs area of Yellowstone National Park. From the latter, the non-iron-
reducing acetogen Moorella glycerini had previously been isolated 
(Slobodkin et al. 1997a). The iron-reducer Thermoterrabacterium ferrire-
ducens (Slobodkin et al. 1997b) was isolated from an adjacent hot spring
runoff channel (Y7) in the Calcite Spring area. Since the geothermal areas
on Fiji and in the Yellowstone National Park belong to different geothermal
systems and continental plates, the isolation of the same species indicates
that this bacterium is apparently widely distributed. Isolating another ther-
mophilic Fe(III) reducer from the hot springs of Calcite Spring indicates
that several thermophilic Fe(III) reducers exist in these systems (see
below).

The cells of ‘F. thermautotrophicus’ were Gram-type positive rods that
usually occurred singly but also in pairs and chains. Their growth tempera-
ture ranged from 50 to 75°C, with the optimum around 72°C. The pH60C

range for chemolithoautotrophic growth was between 6.5 and 8.5, with the
optimum at pH60C 7.3. However, resting cells converted the amorphous
Fe(III) hydroxide/oxide stoichiometrically to magnetite in a pH60C range
from 5.5 to nearly 11. In the presence of hydrogen and Fe(III), yeast extract,
casamino acids, fumarate, and crotonate were utilized in addition to CO2

and lead to the formation of magnetite. Fumarate, thiosulfate, and the arti-
ficial humic acid analog 9,1-anthraquinone 2,4-disulfonic acid were used as
electron acceptors beside Fe(III) hydroxide/oxide. Formate, frequently
regarded as a pseudoautotrophic substrate could serve as electron donor as
well as a carbon source for growth with Fe(III) as the terminal electron
acceptor. In fact, formate turned out to be a good substrate for enrichment
cultures for these chemolithoautotrophic iron-reducers. It was surprising
that, Fe(III) citrate did not serve as an electron acceptor for these strains.
This could be because the iron-sequestering system has less affinity for 
the iron ions than for citrate. Electron micrographs revealed that the 
strains of ‘F. thermautotrophicus’ were always in close proximity to the
Fe(III)-hydroxide/oxide precipitation, although less strongly adhered to 
the Fe(III) particles than T. ferrireducens (Slobodkin et al. 1997b). The 
iron-uptake system is apparently different from that of T. ferrireducens,
which requires a direct physical contact with the precipitated iron. Further
studies are necessary to elucidate the mechanisms of Fe(III) reduction in
these bacteria.

The maximal cell density observed under chemolithoautotrophic growth
conditions after refeeding twice with hydrogen was 108 cells mL-1 after
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1 week. Under extended incubation times without refeeding, the maximal
cell density reached only 2–4 ¥ 107 cells mL-1; however, this occurs within
24h owing to a doubling time of about 45min at 72°C and pH60C 7.3. This
density is much less than what can be reached under heterotrophical 
conditions with T. ferrireducens or B. infernus. However, the densities
reached by Slobodkin et al. (1999a) with the isolates from the deep oil 
well were also around 4 ¥ 107 cells mL-1 when grown autotrophically.
Furthermore, our other magnetite-producing isolates (described below)
also reached only low densities when grown chemolithoautotrophically
with Fe(III) as electron acceptor. The reason for this observed limita-
tion in reaching higher cell densities is not known, but appears to be char-
acteristic for the chemolithoautotrophic Fe(III)-reducing thermophiles.

The most exciting observation was the high reduction rate at neutral pH
of around 1.3mmol Fe(II) formed per hour and milliliter at a cell concen-
tration of 3 ¥ 107 mL-1. This rate is about 10 times higher than what has been
reported for the other species at comparable cell densities. Even at the alka-
line pH60C 10, rates of 0.1mmolh-1 mL-1 were observed. Based on these prop-
erties, we speculate that this bacterium or species with similar properties
could have been responsible for or could have been involved in processes
leading to the Banded Iron Formation. In comparison, the highest value
observed in coal mining-affected freshwater lake sediments supplemented
with carbon sources and e-donors (organic or hydrogen) were maximally
<1mmol ¥ mL-1 day-1 (Küsel and Dorsch 2000).

Chemolithoautotrophic Hydrogen-Oxidizing 
and Fe(III)-Reducing Strains Related 
to the Glucolytic Species

Beside the strains constituting F. thermautotrophicus’ two additional 
strains were isolated as chemolithoautotrophic Fe(III) reducers, namely
JW/JH-1 (from a runoff channel [Y7] close to the Yellowstone River 
in the Calcite Springs area of Yellowstone National Park) and strain 
JW/JH-Fiji-1 from a hot spring runoff channel at the soccer field in Savu
Savu on Vanu Levu (Fiji). Based on their 16s rRNA sequence analysis,
they are closely related to the glycolytic species Thermobrachium celere
(Engle et al. 1996) and Clostridium thermopalmarium as well as Clostrid-
ium thermobutyricum (Wiegel et al. 1989), respectively (Fig. 17.1).
However, neither of the type strains, T. celere JW/SL-NZ35T (DSM 8682,
ATCC 700318) as well as the five tested strains of T. celere P-6, P-7, P-21,
P-32, and P-48 (from our collection), nor C. thermobutyricum JW-171KT

(DSM 4928, ATCC 49875) and C. thermopalmarium (ATCC 51427) could
reduce either soluble Fe(III) citrate or amorphous Fe(III) hydroxide or
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Figure 17.1. Phylogenetic tree based on 16S rDNA sequence analysis showing the
placement of the novel chemolithoautotrophic Fe(III) reducers. Capital and bold
face letters, respiratory Fe(III) reducers; *, tested heterotrophic species that prob-
ably reduce Fe(III) predominantly in an assimilatory fashion.



Mn(IV). On the other hand, the Fe(III)-reducing strains JW/JH-1 and
JW/JH-Fiji-1, did not grow heterotrophically in the absence of the electron
acceptor Fe(III).

In the presence of atmospheric hydrogen, strain JW/JH-1 utilized CO2,
formate (20mM), glycerol (0.3%, vol/vol), yeast extract (1% wt/vol), tryp-
tone (1% wt/vol), and acetate (20mM) as carbon sources but not casamino
acids (1% wt/vol), glucose (20mM), cellobiose (20mM), or pyruvate 
(20mM). Strain JW/JH-Fiji-1 exhibited a similar substrate spectrum but did
not utilize glycerol or acetate (20mM). Beside amorphous Fe(III) hydrox-
ide (90mM), strain JW/JH-1 and strain JW/JH-Fiji-1 utilized AQDS (20
mM) and thiosulfate as electron acceptors in mineral medium, but not
Mn(IV) (15mM), Se(VI) (100mM), precipitated sulfur (0.1%), sublimated
sulfur (0.1%), nitrate, sulfate, crystalline Fe(III) hydroxide (Sigma), or
soluble Fe(III) citrate (25mM). Growing chemolithoautotrophically, i.e.,
using only H2/CO2 as carbon and electron sources, the cell densities were
low (3.0 ¥ 107 cells mL-1), similar to those observed for ‘F. thermautotroph-
icus’. But both chemolithoautotrophic strains grew to higher cell densities
on Fe(III) media (2.0 ¥ 108 cells mL-1) in the presence of 1% yeast extract
or 1% tryptone. The temperature and pH ranges and optima for growth of
the chemolithoautotrophic strains (Table 17.1) differed slightly but are still
within possible variations seen for different strains of a species. Strain
JW/JH-1 from the Calcite Spring is the first thermophilic Fe(III) reducer
for which the oxidation of acetate to CO2 is reported. Whether the oxida-
tion occurs via the citric acid cycle as shown for Geobacter sulfurreducens,
however, is not known (Galushko and Schink 2000).
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Table 17.1. Properties of the novel chemolithoautotrophic strains and the corresponding 
heterotrophic type strains.

Thermobrachium Clostridium
celere– Thermobrachium thermobutyricum– Clostridium

like strain celere– like strain thermobutyricum–
JW/JH-1 type strain JW-JH-Fiji-1 type strain

Motility - - - +
Spore formation - - - +
Fe(III) reduction + - + -
Fermentative (+) + + +

Growth
Temperature 45–67, optimum 43–75, optimum 47–70, optimum 65 26–61.5, optimum 55

ranges (°C) 65°C 66°C 5.5–9.0, optimum 7.5 5.8–9.0, optimum 7.0
pH ranges 6.0–9.5, 5.4–9.5,

optimum 8.0 optimum 8.2
Use of:

Glucose - + - +
Tryptone + - + -
Cellobiose - - - +
Acetate + - - -



The stoichiometric ratio for the dissimilatory Fe(III) reduction is 2mol
of Fe(II) formed per 1mol of hydrogen oxidized. The obtained values for
the novel strains were 0.9–1.1 ± 0.2 and 0.8–0.9 ± 0.1 moles of Fe(II) pro-
duced for each mole of hydrogen oxidized, depending on the strains tested.
These values suggest that for every mole of hydrogen that was used for the
reduction of Fe(III), 1 mole of hydrogen was used for anabolic reactions.
Similar values have been obtained for T. siderophilus (Slobodkin et al.
1999b).

The Overall pH Range for Thermophilic
Chemolithoautotrophic Fe(III) Reduction
The observed pH range for thermophilic Fe(III) reduction with the con-
comitant formation of magnetite is between 5.5 and 11. Although mesobi-
otic Fe(III) reduction occurs at acidic pH values (e.g., pH 2.5) (Küsel et al.
1999; Küsel and Dorsch 2000), the characteristic formation of magnetite 
has been observed only in the neutral and alkaline pH range. Magnetite
desolves at acidic pH of 5.5 and below (Bell et al. 1987). Nor is the other
frequently observed product, the iron carbonate, siderite, stable at these
acidic pH values.

Fe(III) Reduction by Known Glycolytic Thermophiles
Slobodkin et al. (1999b) reported that T. wiegelii and T. sulfurophilus were
able to carry out dissimilatory Fe(III) reduction. We tested Thermoanaer-
obacterium strains for dissimilatory Fe(III) reduction during heterotrophic
growth. Some limited Fe(III) reduction was observed with T. brockii sub-
species finii and Thermoanaerobacterium saccharolyticum strain JW/SL-
YS485 but results with Thermoanaeobacter ethanolicus JW200T were
equivocal. To understand why only a limited reduction of Fe(III) was
observed, strain JW/SL485 was studied in more detail. When this strain was
grown in the presence of the soluble Fe(III) citrate, Fe(III)-was reduced to
Fe(II), as evidenced by the color change from black to clear. The amount
of Fe(III) reduction was quantified by measuring the Fe(II) accumulation
(Balashova and Zavarzin 1980). No magnetite, however, was produced
under these conditions. Fe(II) accumulated as cell numbers increased. No
significant Fe(III) reduction was observed in a control inoculated with
killed cells (Fig. 17.2), nor were Fe(III) oxide/hydroxide and or 9,10-
anthraquinone-2,6-disulfonic acid (AQDS) reduced (data not shown). A
fermentation analysis (Fig. 17.3) indicated that cultures grown in media
containing Fe(III) used all of the provided 0.5% glucose in a shorter period
of time while producing less ethanol and slightly more lactate than cells
grown in the absence of Fe(III). However, no significant increases in the
more oxidized product acetate were observed, as one would expect if
Fe(III) served as a respiratory electron acceptor. Furthermore, in the 
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Figure 17.2. Fe(III) reduction by T. saccharolyticum strain JW/SL-YS48. �, growth
(increase of cells per milliliter); �, reduction of Fe(III), i.e., increase in Fe(II); �,
control, i.e., Fe(II) concentration in the presence of killed cells.

Figure 17.3. Fermentation products of T. saccharolyticum growing in the presence
A and the absence B of Fe(III) hydroxide/oxide. Medium contained 0.4% yeast
extract.



presence of 0.4% or 0.05% yeast extract, an increased Yglucose was observed
compared to a control grown in an identical media lacking the Fe(III)
(Table 17.2). Citrate alone, added in the concentrations equal to that of the
ferric citrate in previous experiments (25mM) inhibited growth, suggesting
that the citrate was not metabolized as an additional carbon source. Addi-
tion of citrate between 1 and 10mM caused an increase in doubling time;
15, 25, and 35mM completely inhibited cell growth. When Fe(III) citrate
was replaced with Fe(II) citrate, Yglucose yields were also higher than in 
cultures grown without a supplemental iron species, although still not as
high as when grown with Fe(III) citrate (Fig. 17.4).

Based on the following observations, we currently assume that in the 
heterotrophic strain JW/SL-YS4 85 (and probably in the other tested 
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Table 17.2. Cell yields and calculated yATP when grown in the presence and absence
of Fe(III) or Fe(II)-supplementsa.
Supplementation No Fe Plus Fe(III) Plus Fe(II)

Biomass (mg/mL) glucose used 0.171 0.254 0.333
(mmol/mL) 14.2 8 18
yglucose (mg/mmoL) yATP 12.0 31.8 18.5
(g biomass/mol ATP)a 5.0 12.0 7.5

a The yATP value was calculated using the theoretical ATP production via the Embden May-
erhoff Parnass pathway, yielding 2 ATP per mole of glucose converted to pyruvate, and 1 ATP
per acetate formed from pyruvate: yATP = micrograms dry weight biomass mmole-1 ATP formed;
media contained 0.05% (wt/vol) yeast extract.

Figure 17.4. Growth stimulation of T. saccharolyticum by the addition of iron(II)
to the growth medium. �, with Fe(II) supplementation; �, without additon of
Fe(II).



heterotrophic strains with limited Fe(III) reduction) Fe(III) reduction
occurred primarily assimilatory: (1) The addition (and use) of the potential
electron acceptor Fe(III) to the growth medium did not lead to an increase
in oxidized fermentation products (such as acetate or CO2), as one would
expect if Fe(III) were used as dissimilatory electron acceptor. (2) A mod-
erately increased Yglucose was observed when the reduced iron species,
Fe(II) citrate, alone was added. (3) The increased growth yields in the 
presence of Fe(III) citrate were also observed when nutrient concentra-
tions such as yeast extract were low (<0.1% wt/vol). These observations
suggest both a stimulatory effect of Fe(II/III) ions on the overall metabo-
lism as well as that the T. saccharolyticum strain JW/SL-YS485 grows pref-
erentially glycolytically but is capable of maximizing its growth yield,
especially at low substrate concentrations. Whether the strain gains energy
at all via reduction of Fe(III) or that the cells became just more efficient at
elevated iron concentrations cannot be decided based on the present exper-
imental results. A similar metabolism was observed in mesophilic fermen-
tative bacteria, such as certain Vibrio species (Jones et al. 1984; Lovley
1991). It was calculate that the Vibrio use Fe(III) only as a minor electron
acceptor and were not observed to conserve energy to support growth
(Jones et al. 1984).

The Use of Amorphous Fe(III) Hydroxide/Oxide Versus
Soluble Fe(III) Ions Among the Thermophiles

As one may expect from the diversity of microorganisms that can reduce
iron, the spectrum ranges from bacteria that can use only amorphous Fe(III)
hydroxide/oxide (e.g.,T. ferrireducens) and apparently require direct contact
with the Fe(III) precipitate, as shown by electron micrographs (Slobodkin
et al. 1997b), to bacteria that can utilize various forms of Fe(III) ion as pre-
cipitated hydroxide or as complexed soluble ions, such as Fe(III) citrate, to
bacteria such as T. saccharolyticum that can use only soluble Fe(III) citrate
but are stimulated by the addition of increased Fe(III) ions. Further studies
must to be done to elucidate the nature and which of the bacteria excrete
electron mediators (so no direct contact would be required) and which
contain cell-wall-bound reductases (which require a direct contact with the
Fe(III) precipitate).

Specificity of Reduced Metal Ions Varies Among the
Thermophilic Fe(III) Reducers

Whereas the novel “F. thermautotrophicus” strains can reduce only Fe(III)
among the tested ions, others such as B. infernus, T. siderophilus, and D.
thermophilus can use Mn(IV) as terminal electron acceptor, and, similar to
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the mesophilic Fe(III) reducers, many other metal ions, including uranium.
However, the use of various metal ions as electron acceptors has not been
investigated in detail among the thermophilic Fe(III) reducers and remains
to be done when other strains from diverse locations have been isolated
and studied.

Conclusion

Several strains of different chemolithoautotrophic iron-reducing ther-
mophilic bacteria were isolated and partly characterized. They belong to
two known species (in different genera) that previously contained only 
fermentative strains and one novel genus of the Fermicutes. Other ther-
mophilic, glycolytic anaerobic thermophiles tested reduced Fe(III) to an
limited degree, apparently primarily in an assimilatory fashion, although
Yglucose was increased. The description of novel isolates and the hetero-
trophic reduction by known glycolytic thermophiles extend the recog-
nized diversity of thermophilic Fe(III) reducers. The isolation of the
chemolithoautotrophic strains reported here from distant locations and
those by Slobodkin et al. (1999a) from oil reservoirs suggest that among
the glycolytic thermophilic anaerobes, the capability of carrying out anaer-
obic respiratory growth with Fe(III) as an electron acceptor is more wide-
spread than previously assumed. It can be expected that many more diverse
thermophilic Fe(III) (and other metal ion) reducers will be isolated.
Whether they are indeed prevalent at sites with oil deposits and oil seeps
remains to be determined. Furthermore, it is as yet unclear to what extent
they can utilize components of crude oil or metabolites originating from oil
degradation by other microorganisms.

Although under chemolithoautotrophic growth conditions, cell densities
of only 3–5 ¥ 107 cells per milliliter were observed, the specific rate of
Fe(III) reduced per cell unit was about 10 times faster than what had been
published for any other Fe(III) reducer. This strengthens the hypothesis
that microbially mediated Fe(III) reduction by obligately anaerobic ther-
mophiles could have been an important process on early Earth, when ele-
vated temperatures were predominant (Baross 1998; Kashefi and Lovley
2000), which includes the involvement in the formation of specific Banded
Iron Formations. In light of the properties of the above Fe(III) reducers,
the theories on the origin and biogeochemistry of Banded Iron Formations
should be revisited.
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18
Electron Flow in Ferrous
Biocorrosion

E.J. Laishley and R.D. Bryant

In 1934, von Wolzogen Kuhr and van der Vlugt reported the involvement
of the sulfate-reducing bacteria (SRB) in anaerobic corrosion on metal sur-
faces. They proposed the classical depolarization theory to explain their
observations, which assumes that an initial galvanic cell on the metal surface
in an aqueous environment forms a protective film of molecular or atomic
hydrogen on the metal surface, essentially neutralizing any further electro-
chemical reaction. It was surmised that the SRB disrupted this delicate
balance by using this hydrogen as an energy source, causing further metal
oxidation to maintain the initial electrochemical state. Since their initial
report, considerable research has been conducted to determine how the
SRB promote corrosion. The experimental data show that the products of
SRB metabolism may singly, or in combination, accelerate corrosion (i.e.,
iron sulfides, H2S, elemental sulfur, phosphorous compounds, and organic
acids) (Pankhania 1988).

Evidence has accumulated that suggests that the activity of the SRB
hydrogenase may be directly involved in depolarizing cathodic hydrogen
from the metal surfaces and, therefore, they may play an important role in
anaerobic corrosion (Cord-Ruwisch and Widdel 1986; Pankhania 1988;
Belay and Daniels 1990; Bryant et al. 1991; van Ommen Kloeke et al. 1995).
There are other nonSRB genera, such as clostridia and Shewanella spp.
(Semple and Westlake 1987) found in the corrosion pits on oil pipelines,
that possess hydrogenases and have the ability to produce sulfide from
partially reduced inorganic sulfur compounds. Studies on the hydrogenase
involvement in microbial-induced corrosion have centered on the use of
wild and (or) mutant SRB cells (Hardy 1983; Cord-Ruwisch and Widdel
1986; Daumas et al. 1988; Pankhania 1988), but no one has examined the
action of cell free hydrogenase on metal surfaces.

This review describes our unique assay system to investigate the role of
cell-free hydrogenases in anaerobic biocorrosion, which resulted in propos-
ing a new biocorrosion model.
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Phosphate/Mild Steel Cathodic 
Hydrogen-Generating System

To study the effect of cell-free hydrogenase enzymes on mild steel surfaces,
an appropriate assay system was needed. In this regard, we used a Warburg
respirometer apparatus to develop an assay in which three mild steel rods
(6 ¥ 12mm) were immersed in 100mM KH2PO4 buffer (pH 7) in the center
compartment of a double sidearm Warburg flask. The flasks were incubated
at 37°C under an atmosphere of nitrogen, and gas evolution was monitored
by standard manometric techniques. The gas evolved from the interaction
between the phosphate buffer and mild steel rods was determined to be
hydrogen, and a white precipitate in the assay solution was identified as
vivianite, Fe3(PO4)2 (Bryant and Laishley 1990) (Fig. 18.1). The stoichiom-
etry of this reaction resulted in an Fe:H2 ratio close to the predicted
electrochemical reaction ratio of 1 : 1. Apparently, the phosphate reacted
with the mild steel surface to produce hydrogen gas and vivianite chemi-
cally. In this neutral environment, the phosphate buffer also acted as a
source of protons in the cathodic depolarization reaction, resulting in
hydrogen evolution as outlined in the following equation: 3Fe + 4H2PO4

-

Æ Fe3(PO4)2 + 2HPO4
2- + 3H2 (Bryant and Laishley 1993). Thus the rate of

hydrogen gas evolution was an indirect measurement of the corrosion rate
of the mild steel rods. In the control flask containing mild steel rods and
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Figure 18.1. The effect of phosphate and methyl viologen (MV) on hydrogen
evolution from a mild steel surface.



water, no soluble iron or gas was detected over the time course of the
experiment.

The Effect of Artificial and Natural Electron Carriers on
Cathodic Hydrogen Evolution from Metal

The phosphate/mild steel hydrogen–generating assay system was employed
to assess the effect of the low-potential electron carrier methyl viologen, a
substitute for hydrogenase’s physiologic carriers, on hydrogen evolution.
Figure 18.1 shows that the addition of the methyl viologen at different
concentrations immediately stopped the evolution of hydrogen for varying
periods of time. The oxidized methyl viologen (colorless) became reduced
(blue color) by preferentially siphoning cathodic-generated electrons from
the mild steel instead of allowing the electrons to form hydrogen gas 
(2e- + 2H+ Æ H2). The reduction of methyl viologen continued until a reduc-
tive equilibrium was reached; then the flow of cathodic electrons combined
with the protons generated by ongoing chemical reaction between the phos-
phate and the metal to form hydrogen. Thereafter, the rate of hydrogen
evolution eventually approached that of the control rate containing no
methyl viologen.

Physiologic electron acceptors flavin mononucleotide (FMN) and flavin
adenine dinucleotide (FAD) produced similar effects on cathodic hydrogen
evolution from mild steel as achieved with methyl viologen (Bryant and
Laishley 1990). These experimental results showed that the mild steel rods
reacting with phosphate can preferential act as electron donors for the
reduction of low-potential electron carriers. All hydrogenases catalyze a
reversible reaction for the formation and oxidation of hydrogen, which
requires low-potential electron carriers for the enzyme activity (Church 
et al. 1988; Fauque et al. 1988).

Effect of Hydrogenases on Cathodic Hydrogen
Evolution from Mild Steel Metals

Desulfovibrio vulgaris Hildenborough periplasmic [Fe] hydrogenase was
isolated by the procedure described by Badziog and Thauer (1980) to study
the effect of this enzyme on mild steel, employing our Warburg corrosion
assay system. The flask’s main compartment contained the phosphate
buffer, mild steel rods, and 10mM methyl viologen (MV), and one of the
side arms contained the periplasmic [Fe] hydrogenase (4mg protein). The
reactions were carried out under an atmosphere of nitrogen at 37°C. In 
the main compartment, the methyl viologen became reduced (blue) owing
to the cathodically generated electrons from the phosphate/mild steel
chemical reaction; concurrently, no hydrogen evolution was observed.
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When the methyl viologen reached its reductive equilibrium, noted by the
start of hydrogen evolution, the enzyme in the side arm was tipped into the
main compartment, and the reaction stopped after 10min. The solution in
the main compartment of the flasks were analyzed for ferrous ion concen-
tration, which is a measurement for metal corrosion.

Table 18.1 shows that the interaction of phosphate with mild steel pro-
moted cathodic electron reduction of methyl viologen as another 0.2mmol
of Fe2+ was detected after 10min (reaction 2), being corrected for the
amount of Fe2+ before this time period. In a comparable control flask, (reac-
tion 1), where distilled water replaced the phosphate buffer, no color
change occurred in the solution and no Fe2+ was detected. When the
periplasmic [Fe] hydrogenase was added to the reduced methyl viologen
plus mild steel rods/phosphate (reaction 3), significant enzymatic biocorro-
sion took place over the next 10min, as 15.5-fold more Fe2+ was determined
compared to reaction 2. The tremendous increase in Fe2+ was attributed to
the preferential reduction of methyl viologen by the chemically generated
cathodic electrons from the metal and subsequent linking of this reduced
electron carrier with the periplasmic [Fe] hydrogenase to activate its
enzymatic activity to form copious amounts of hydrogen (2MV + 2H+ Æ
2MV+ + H2).

The importance of the hydrogenase enzyme was also demonstrated in
experiments in which mixed cultures of SRB recently isolated from the pro-
duction water of two pipeline systems in Alberta were circulated through
two Robbins Devices (McCoy et al. 1981) at a flow rate of 4Lmin-1. Both
loops showed detectable SRB attached to corrosion coupons. One popula-
tion of the SRB had a high level of hydrogenase activity, which correlated
well with the subsequent high corrosion of the metal coupons; the other
population of SRB had low levels of hydrogenase and low levels of iron
loss detected (Bryant et al. 1991).

We were also able to clearly demonstrate the Clostridium pasteurianum
[Fe] hydrogenase 1 was a corrosive enzyme, accelerating the dessolution 
of iron and hydrogen production from mild steel surfaces (Bryant and
Laishley 1990). We believe hydrogenases are intimately involved in the
metal biocorrosion process.
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Table 18.1. The effect of D. vulgaris Hildenborough periplasmic [Fe] hydrogenase
on mild steel corrosion.
Reactionsa Fe2+ (mmol) Corrosion fold increaseb

1: Plus MV (minus phosphate buffer) 0.0 —
2: Plus MV 0.2 —
3: Plus MV Plus [Fe] hydrogenase (4mg protein) 3.1 15.5

a All reactions contained mild steel rods; reactions 2 and 3 contained 100mM phosphate buffer
(pH 7), and in reaction 1 distilled water replaced the buffer. MV = 20mmol.
b Compared to reaction 2 [Fe2+].



The Role of Iron Regulation in Metal Biocorrosion

We observed in many instances, newly isolated SRB cultures from corroded
areas in oil pipelines originally tested positive for hydrogenase activity by
a commercial test kit but lost this enzyme activity after being maintained
in the laboratory by subculturing into enriched SRB culture medium
(Bryant et al. 1991). This observation suggested the hydrogenase(s) of SRB
may be subject to induction/repression control mechanism. We found 
the periplasmic [Fe] hydrogenase from D. vulgaris Hildenborough was 
regulated by ferrous iron availability. The synthesis of this enzyme during
growth was regulated by ferrous ion concentration; low iron (<5.0ppm Fe2+)
caused a significant derepression of the periplasmic [Fe] hydrogenase,
whereas the presence of Fe2+ at >5.0ppm repressed the enzyme’s expres-
sion (Bryant et al. 1993). The significance of this finding may explain the
lack of correlation in some instances between SRB cell counts and oil
pipeline corrosion in field tests (i.e., high cell counts, low corrosion; low cell
counts, high corrosion) (Bryant et al. 1991).

Other iron-containing proteins were found to be regulated by [Fe2+] in
D. vulgaris Hildenborough. We were able to determine that two high
molecular weight cytochromes (62.5 and 77.5kDa) as demonstrated by
sodium dodecyl sulfate–polyacrylamide gel electrophoresis (SDS-PAGE)
and heme-specific staining were derepressed and located in the outer mem-
brane (OM) under low iron growth conditions (<5ppm Fe2+) (van Ommen
Kloeke et al. 1995). The isolated OM containing these cytochromes and a
small amount of contaminating periplasmic [Fe] hydrogenase accelerated
hydrogen evolution from the mild steel rods/phosphate assay system
compared to the control reaction minus the OM fraction (Fig. 18.2) (van
Ommen Kloeke et al. 1995). This increased hydrogen production reflected
the enhanced cathodic flow of electrons from the metal surface via the
cytochromes/[Fe] hydrogenase system present in the OM fraction com-
pared to the control phosphate/mild steel reaction evolving hydrogen at
constant rate over the same time period. This suggested the cytochromes(s)
were preferentially syphoning the generated cathodic electrons and inter-
acting with the periplasmic [Fe] hydrogenase, resulting in an enhanced
acceleration of hydrogen in a similar manner previously reported for the
electron carrier methyl viologen. In another experiment, where the phos-
phate buffer was replaced with distilled water, the OM fraction addition
showed no hydrogen evolution, even though it contained the cytochromes
and periplasmic [Fe] hydrogenase. Again, phosphate was shown to initiate
this anodic/cathodic reaction on mild steel, which could be significantly
amplified by the OM fraction containing the heavy molecular weight
cytochromes and [Fe] hydrogenase.

This discussion has centered on the importance of iron in regulating the
cellular protein components that play crucial roles in the microorganisms’
ability to affect biocorrosion of metals. However, it should also be noted
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that iron has a chemotactic function in facilitating the physical attachment
of D. vulgaris to the metal. The experiment in Figure 18.3 shows that under
low iron concentration growing conditions (<5ppm Fe2+) there was a linear
attachment of cells to the iron coupons >60min after coupons were sus-
pended (and subsequently removed in staggered time intervals) in freshly
inoculated cultures that were 24h old. There was an exponential rise in
cellular attachment between 1 and 18h. This linear attachment of cells to
metal coupons in the first 60min was not observed when a comparable
experiment was run under high iron concentration conditions (>5ppm
Fe2+). However, there was an increase, albeit small relative to the low iron
condition, in cellular attachment to the coupons between 1 and 18h.

This small increase in attachment to the cells after 1 day was likely
because the iron level in culture decreased with time as a result of the meta-
bolic production of sulfide, which complexed with the iron to produce the
iron sulfide precipitate, effectively lowering the dissolved iron concentra-
tion toward that of the low iron condition. It would seem that when organ-
isms are placed in low-iron environments, they will use their chemotactic
response/biologic inductions mechanisms to ensure that the iron require-
ments of the cells’ high iron requiring proteins (i.e., cytochromes, ferre-
doxin, hydrogenases) are satisfied.
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Figure 18.2. The effect on the phosphate buffer/mild steel hydrogen evolution
system by the isolated OM fraction (100mg protein), from D. vulgaris Hilden-
borough grown on 5ppm Fe2+. �, control: mild steel rods and phosphate buffer 
(pH 7); �, mild steel rods, phosphate buffer (pH 7) and OM added at 50min; •,
mild steel rods, water and OM added at 50min (minus phosphate buffer).



Conclusion

The present biocorrosion model (Odom 1993) implies that the SRB hydro-
genase would have to be located on the exterior surface of the OM to use
the surface hydrogen film on the metal. However, hydrogenases have been
found only in the periplasm, cytoplasmic membrane, and cytoplasm of 
SRB (Badziog and Thauer 1980; van Ommen Kloeke et al. 1995), which
raises questions about the current cathodic depolarization theory. Our
present findings showed that Fe2+ concentration regulated D. vulgaris
Hildenborough periplasmic [Fe] hydrogenase, OM high molecular weight
cytochromes, chemotactic response to metal surfaces, and preferential elec-
tron siphoning from mild steel via electron carriers needed for [Fe] hydro-
genase reductive activity, resulting in accelerated biocorrosion of the metal
surface.

Thus we propose a novel biocorrosion model (Fig. 18.4) (van Ommen
Kloeke et al. 1995) whereby the derepressed OM cytochrome(s) remove
electrons from the cathodic site on the mild steel surface and couple with
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Figure 18.3. Desulfovibrio vulgaris Hildenborough attachment kinetics to mild steel
coupons under various Fe2+. Metal coupons (1.5 ¥ 6.0cm) were suspended into 24-h
growing cultures under various Fe2+ concentrations and removed at the times indi-
cated. Coupons were washed with distilled water, dried, fixed with 5% gluteralde-
hyde, and analyzed by scanning electron microscopy. The bacterial count at each
datum point represents an average of 10 random sites on the coupon, counted from
scanning micrographs and equated to a number (104 cells) per unit area (mm2) metal.



the inducible periplasmic [Fe] hydrogenase to produce hydrogen gas with
simultaneous release of Fe2+ from the anodic site. We visualize that this
hydrogen gas is produced in the periplasmic space to diffuse into the cyto-
plasmic membrane, where it is oxidized by the constitutive [NiFe] hydro-
genase; the electrons are passed though an electron-transport system to the
terminal acceptor SO4

2-, which is reduced to H2S and evolved from the cell.
To determine if this biocorrosion is universal among SRB, more work of a
similar nature will be required on other species of SRB.
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