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Abstract 

Online reviews are often the primary factor in a customer’s decision to purchase a product or 

service, and are a valuable source of information that can be used to determine public opinion 

on these products or services. Reviews provide feedback to the companies about their product 

for any kind of improvement. The huge impact of reviews on customer’s decision making 

motivates wrongdoers to create fake reviews to deliberately promote or demote a product. 

This is known as Opinion (Review) Spam, where spammers manipulate and poison reviews 

(i.e., making fake, untruthful, or deceptive reviews) for their profit. In order to provide right 

information to the customer detection of fake reviews is important. Manual detection of fake 

reviews is a time consuming task therefore we need an automated technique to detect the fake 

reviews. Natural Languages Processing(NLP) can be used to extract meaningful features 

from text content of reviews therefore it is possible to detect fake reviews using various 

machine learning techniques. In order to influence people fake review writers try to use 

words or topics that create an impact on readers mind. This difference in word choice pattern 

in fake and truthful review can be used as a method to identify fake reviews. Our work is 

based on this topic type differentiator to evaluate individual reviews. It is seen that fake 

review writers use words that are different from the truthful ones based on this an automated 

method is created using various machine learning techniques to segregate fake and truthful 

reviews. The method improves the efficiency and performance of fake review detection. 
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INTRODUCTION 

1.1 INTRODUCTION 

As the world is changing with the advancement in technology, so do the methods by 

which the customers are likely to buy things online. The growing trend of online 

shopping has made many people to read reviews before buying online products and 

provide their opinion for the same. Online shopping has a huge impact on the growing 

economy and so the companies are largely affected. Therefore, the chances of opinion 

spamming increases, as nowadays most of the customers rely on online reviews.  The 

impact of such information on the organisation and the customer motivates people to 

promote or demote a product.  Positive reviews have a huge impact on an organisations 

reputation and fame. Whereas, negative opinions can result into huge social and economic 

losses. Some organisation hires people to write positive reviews for their products or 

negative reviews for their competitors. Detection of these fake reviews has become an 

important issue in order to provide right and useful information. 

Natural Language Processing is an area concerned with how computers help to 

understand human language, text and speech. This can be used to understand useful 

things. Detection of fake reviews can be done with natural language processing by using 

many Machine Learning Techniques. This helps to extract information and patterns from 

the text content of the reviews. The information is useful to compare various reviews and 

spot the fake ones. Users writing fake reviews choose different words or pattern in order 

to create impact on others. This can be used as a way to detect fake and truthful reviews. 

So far three categories of fake reviews have been detected,1)Untruthful opinions 

2)reviews on different brands 3) non-reviews which includes various advertisements and 

links. The untruthful reviews are of most concern as they undermine the integrity of the 

online review system. It is difficult to distinguish between fake and real reviews by 

manually reading them therefore detection of these review spam is a challenging task. 

Consumer reviews play an important in understanding the direct market scenario of the 

products and the company .It facilitates the idea of decision making for which we call for 

a Decision support Systems. Decision support systems decode and find solutions to 
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various rapidly changing and advanced problems. The existing machine learning methods 

can be split into supervised and unsupervised approaches. Second, they can be split into 

three categories by their features: behavioural, linguistic or those using a combination of 

these two.   

 1.2 PROBLEM STATEMENT  

As the use of online products and application has been increasing at a rapid rate, the 

competition in the market is increasing day by day. Business officials in order to fame 

their products and defame other competitor products may get people from other 

marketplace or hire them to post and give fake judgements on the products .So to 

safeguard the authenticity of the online products and opinions various steps and methods 

are needed to be applied.  

Financially if we look at the situation, the opinions and reviews on various products may 

cost a lot to one company if people are actually relying on those reviews. If the reviews 

are original and authentic then the results are more obvious and fair, But if we ponder 

over the other side then the situation reverses. More and more fake reviews will cause a 

huge loss for the company which has got good and better products to sale which causes a 

huge financial loss to the growing company. 

Fake Review Detection will help us to identify whether the opinion given to the product 

is a true or fake review. Various methods can be used to detect it but we our focusing on 

finding the results using Machine learning Techniques.  

Our method focuses on the text content of the costumer reviews. People who tend to write 

fake reviews choose topics or words to influence online customers thus their word choice 

is different than others. This word choice pattern can be used for segregation of fake and 

truthful reviews. If these reviews are detected properly, then fake reviews may be 

automatically removed after detection, which may help to generate only the genuine 

information and serve as a boon to the companies and market especially the customers. 
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1.3 OBJECTIVE 

To propose a method that has the potential to improve the performance and automate the 

task of fake review detection by identifying unique aspects of fake and truthful reviews. 

The purposed method focuses on the text content of the reviews. We expect that the 

unnatural words used by fake review writers, to influence people, would be grouped into 

topics that are different from that of truthful reviews.  The method focuses to model the 

process by means of the generative process of Latent Dirichlet Allocation(LDA)  and use 

the resulting “topics” as differentiator between truthful and fake reviews. 
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1.4 METHODOLOGY 

The method applied focus on the words of the review which different users use to write 

their reviews. Both the review are written for different purposes therefore their choice of 

words are also different. In order to create impact on others fake review writers writes 

review with a lot of information (hence their reviews are large in size).Also the chose 

words that will attract most of the customers to read them before buying a product. Words 

will include adjectives, adverbs and also words for comparison On the other hand a 

genuine review writer will write reviews based on its personal experience thus include 

more nouns, verbs and less of comparisons. This choice of words can be used to 

distinguish between these two kinds of reviews and help in review spam detection. 

The dataset contains large number of reviews from seven different business domains. 

Hundred topics are extracted from theses reviews corresponding to each domain by using 

Latent Dirichlet Allocation. These hundred topics are then used as train models to classify 

individual review by calculating the score of each individual review. 

We have two sub collection of reviews true type(DT and fake type DF)  

Based on the formula:- 

                                       𝐬= Σ 𝑑∈𝑫𝑇∪𝑫𝐹 𝜽𝑑 
𝚯𝑋 =( Σ𝑑∈𝑫𝑋 𝜽𝑑 )/𝐬 

𝜽  is topic distribution of test review 

𝚯T is the global topic distribution of true review w.r.t LDA topics. 

𝚯F is the global topic distribution of true review w.r.t LDA topics 

X={T,F} and / is element wise division. 

The factors 𝑤𝑇𝑖 and 𝑤𝐹𝑖 are weights of the i-th topics in 𝑫𝑇 and 𝑫𝐹, respectively.  

The weights reflect how widely a topic is spread across the reviews in either sub-

collection(True and fake) 

w𝑋
i
=log(|{d∈𝑫𝑋:θd

i
>𝜏}|+1/|{d∈𝑫𝑌:θd

i
>𝜏}|+1)  

where {𝑋,𝑌} ={ 𝑇,𝐹} or{ 𝐹,𝑇} and 𝜏=1/K  

K is the number of topics. 

Finally, we combine the two factors for the final score:  
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ScoreX( r) =Σθr
i
×(ΘX

i
+σ×wX

i
) where 𝑋={𝑇,𝐹}.  

 

𝛉𝑟 is topic distribution of test review r, which is the result of the inference in LDA. We 

consider that the global trend of topics would be more important and therefore 𝑤𝑇𝑖 and 

𝑤𝐹𝑖 is multiplied by σ (0.2) in the current implementation.  

The decision of whether or not r belongs to the fake review category is determined by 

comparing its scores for fake and truthful reviews: 𝑠𝑐𝑜𝑟𝑒𝐹 𝑟 > 𝑠𝑐𝑜𝑟𝑒𝑇 𝑟 

 

Apart from calculating the score the word choice pattern can also be used to distinguish 

between the reviews. All the reviews mails use five kinds of word type. These five 

categories are:- 

 Concrete Experience (CE): Topics in this class mainly contain verbs.  

  Detailed Information (DI): Topics usually composed of specific nouns. 

  General Comments (GC): Topics contains describing abstract evaluations and 

adjectives. 

  Comparative Assessment (CA): Topics in this class include comparative words 

like better, easier etc.  

  Reference and Recommendation (RR): Includes words like refer, advice etc. 

 

 

Many previous studies have found that true reviews mainly contain nouns and verbs 

therefore fall into first two categories. Last three categories belong to fake reviews. 

Whenever a fake review writer is writing a review he will try to compare the products to 

influence people to buy his product. Comparison will include words like better superior, 

lighter etc. Comparison can also be used to demote a particular kind of product. Fake 

reviews can also be used to false praise a product. 

This is done so that most costumers buy the product therefore to praise the product 

writers will include a lot of adjectives in their reviews. To influence people to buy or not 
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to by a product fake review writers will include words like “I advise you”, refer or 

recommend. Therefore fake reviews mostly contain last three categories. 

For this hundred topics have been extracted from all domains and then classified into 

these categories 

The classified topics are then train based on the probability of each word type in the topic 

using Support vector machines (SVM).This is then used to classy individual review for 

spam detection. 
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LITERATURE SURVEY 

 Nitin Jindal et al[1] identified 3 types of spam Type1- Untruthful reviews(fake reviews) 

Type2-Review on brands (targeting on different brands and are not product specific) 

Type3- Non-reviews(contains advertisements and irrelevant links ). Amazon reviews 

were detected as duplicate and non-duplicate reviews Spam reviews of type2 and type3 

are detected based on traditional classification learning as these two can be detected 

manually. Their research found that there are a large number of duplicate reviews on 

same product or same review on different products. These are written by group of users to 

create impact thus must contain Type1 reviews. These were detected by identifying (i) 

Duplicates from different userids on the same product.(ii) Duplicates from the same 

userid on different products (iii) Duplicates from different userids on different products 

by calculating similarity score of two reviews. They used logistic regression to find the 

probability of each review to be a spam. Three features that are content of the review, 

reviewer who wrote the review and the product being reviewed are used for training data 

for regression model. 

Spammers groups influence a majority of costumers because of their size thus detection 

of these groups is equally important. Focusing on the issue Arjun et al[6] worked on 

detection of Spammers Groups instead of spotting fake reviews alone. A group of 

reviewers who work collaboratively to write fake reviews take control of the sentiment of 

a particular product influencing costumers because of their size. The purposed method 

focuses on detection of these groups along with fake reviews. Candidate groups are 

identifies using frequent itemset mining. These candidate groups are ranked based on 

their likelihoods for being spam called as GS Rank.GS Rank is based on Group content 

similarity, Group member content similarity, Group early time frame and labelling given 

to each group. Spamming behaviour indicator is based on both group and individual 

behaviour indicators. For each feature belonging to group or individual Statistical 

validation is done. Behavioural distribution of each group is used to identify the 

spammers groups. The proposed technique does not use from the traditional supervised 

learning approach for spam detection because of the inherent nature of  problem which 
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makes the classic supervised learning approach less effective. Experimental results show 

that the proposed method outperforms various detection techniques like supervised 

classification, regression, and learning to rank algorithms but it is a very time consuming 

task. 

 

Yuging Lu et al.[7] proposed a method for the simultaneous detection of fake reviews and 

fakers .Factor Graph method incorporates features of reviews and reviewers which were 

divided into categories (i) review related (ii) reviewer related (iii) features between 

reviewers and reviews (iv) review group features based on the classification the local 

factor(probability of fakeness).Based on the these features three factors are defined 

namely local feature factor(find the probability of a reviewer or review to be fake) , group 

domain factor(using review group rating to measure the reliability of all the rating given 

to a particular product) and cross domain factor(relationship between reviewer and his 

product). All the review information is transformed into Review graph method. This 

Review Graph model containing all he features is used to create a Model. Model learning 

and inference of the model help to detect the fake reviews and reviewers in united 

framework. Experimental results show that method outperforms all of the other baseline 

methods significantly with respect to both efficiency and accuracy. 

 

In the same year Kuldeep et al.[4] proposed a method for automatic review spam 

detection of fake reviews. In addition to some previous criteria like link in the reviews, all 

capital reviews, product and companies comparison one new criteria was introduced by 

taking in account the rating given to the product by the user. The sentiment of text is 

compared against the rating provided by the customers. The numerical value of sentiment 

of text is produced by using existing sentiment analysis tools like PhpInsight and 

Alchemy and is compared with the rating provided by the customer for consistency. 

PhpInsight is a Bayesian classifier that classifies the words of dictionary as positive, 

negative and neutral. Alchemy provides natural processing tools like tagging, topic 

categorisation, and language detection. In short it uses machine learning techniques to 

analyse the content of the review. The numerical value produced by sentiment analysis 
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tool was compared with ratings of the review provided by the user and inconsistency 

between the two indicates a possibility of review spam.  

 

Dewang et al. [3] addressed the issue by focussing on the lexical and the syntactic 

features. Lexical features are used to analyse each word in the review. POS is used as a 

lexical feature. Type-Token ratio is calculated which is the ratio of number of words of 

type adjective, noun, verb and adverb to the total number of words in the review. This is 

used to calculate lexical diversity. The purpose of this is to calculate the review 

complexity.   Syntactic development for language learners is provided by syntactic 

features. Syntactic complexity is calculated by the number of clause and one main clause 

with some subservient clause joined together known as T-unit. Researchers used 16 new 

lexical and 25 new syntactic features. Features value is calculated one by one using 

koRpus (R package) and used as a training data for classification of further reviews. 

  

Apart from all the reviews posted Negative reviews have a huge impact on the costumers 

thus it is important to detect authentic and manipulative negative reviews. Analyses of 

authentic and manipulative reviews by Sneshasish Banerjee et al.[3] showed review 

readability review genre and review writing style can be used to distinguish between the 

two kinds of reviews. These types of reviews are written with different purposes which 

can be reflected in their content. Manipulative review writers use sophisticated language 

for the review so that most of the costumers can follow them. Too simplistic reviews 

attract less people. Readability can be used to differentiate between the fake and true 

reviews. Authentic reviews are based on real events while the manipulative therefore are 

considered to be imaginative and authentic are considered to be informative out of 

therefore genre of text (conversational, text-oriented, informative and imaginative). Four 

genre of text are conversational, text-oriented Manipulative reviews contain different 

distribution of adjectives, nouns, verbs and adverbs than authentic reviews. Third, the 

writing style of both types of review writers is different. Manipulative reviews contain 

more affective cues (mainly negative affective cues), perceptual words and they also use 

more future tense to recommend to other customer. 
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Table1: Different Techniques for Fake Review detection 

 

 

 

 

S No Authors Topic Year  Website 

covered 

Tools & 

Technology 

Type detected 

1. Nitin Jindal 

& Bing liu 

Opinion 

Spamming & 

Analysis 

2008 Amazon i)Natural 

Language 

Processing 

(Logistic 

Regression) 

ii)Data mining 

Techniques 

i)Untruthful 

Opinions 

ii)Review on 

brands 

iii)Non 

reviews 

2. Arjun 

Mukherjee, 

Bing Liu, 

Natalic 

Glance  

 

Identification 

fake reviews  

groups in 

customer 

reviews  

 

2012 Amazon  

 

Behavioural and 

relation models  

 

Spammer 

Groups.  

 

3. Andrej 

,Gregoe 

,Karosak  

 

Enhancing 

detection of 

opinion spam 

groups 

2013 Facebook & 

Twitter 

Quantitative 

Psycho-linguistic 

text analytics tool 

Spam Groups 

4. Yuqing Lu, 

Zhang, 

Yudong 

Xiao, 

Yangguang  

 

Detection of 

fake reviews and 

fake reviewers 

group 

simultaneously 

2013 Amazon Factor Graph 

Model 

Fake reviews 

& spammers  
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S.No. Authors Topics Year Website 

Covered 

Tools & 

Technologies 

Type Detected 

5. Kuldeep 

Sharma, 

King-Ip Lin 

Using Rating 

Consistency 

check for 

detection of fake 

reviews 

2013 Amazon i)Php Insight 

ii)Alchemy 

Fake reviews 

6.. Snehashish 

Banerjee & 

Alton Y..K. 

Chua  

 

Analysis of 

authentic & 

manipulative 

reviews 

2014 Amazon Binomial 

Logistic 

regression for 

data analysis  

 

Authentic & 

manipulative.  

 

7. Aakas 

Zhiyuli, Xun 

Liang, Yige 

Wang  

 

Recognizing 

Deceptive 

Reviews 

2015 Amazon Sentiment 

analysis on 

attributes of 

products  

 

Fake Reviews   

 

8. Rupesh 

Kumar 

Dewang  

A.K Singh  

 

Using new set of 

lexical and 

syntactic features 

to    identify fake 

reviews 

 

2015 Amazon Naive Bayes, 

Decision  

Tree. 

WEKA  

Toolkit for 

classification 

 

Fake Reviews 

9. Kyungyup 

Daniel Lee,  
Kyungah 

Han, Sung-

Hyon 

Myaeng 

Capturing Word 

choice patterns of 

fake and truthful 

reviews 

2016 Yelp i)MALLET 

for topic 

modelling 

ii)LIBSVM 

for 

classification 

Fake Reviews 
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SYSTEM DEVELOPMENT 

 

3.1 DATASET 

Dataset contains reviews from Yelp, a commercial review site. It contains reviews from 

seven business domains. The Reviews are already labelled as fake and true by yelp’s own 

filtering method. Large-scale data is classified using behavioural-meta features including 

profile of each reviewer. There is no guarantee that this method is completely error free 

but accuracy is obtained by using several sets of tests.  

Dataset contain positive looking reviews as their stars score is high. These include fake 

and truthful reviews. For the detection purpose reviews having less than 150 characters 

were eliminated to filter out insignificant reviews. Reviews without 5 stars were also 

filtered out as fake review writers rarely give low score for a positive fake review. 

Domain containing less than 15 reviews is not included as it is not sufficient for statistical 

analysis. 

Table2: List of reviews in the dataset. 

Category  #of reviews  #of truthful  

reviews 

# of fake  

Reviews 

Electronics  440 220 220 

Fashion  2690 1345 1345 

Hospital  200 100  100  

Hotel  1100 550 550 

Insurance  26 13 13 

Restaurant  37980 18990 37980 
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  Input :  A text document containing reviews         

  Total no of text documents: 35(5 for each 7 domain 

Output : Individual review identified as fake or true 

3.2 ALGORITHM 

1. Input the five documents of each category. 

2. Extraction of 100 topics (cluster of words) using LDA implement in MALLET 

3. Topic models are used as training set to calculate global topic distribution of two 

sub categories.  

4. Probability of each topic is calculated in the review to be tested. 

5. Weighted topic distribution is use as a differentiator by calculating the score of the 

review 

6. Review identified as fake or true. 

Based on type of word used:- 

1. Input the five documents of each category 

2. Extract hundred topics from the input documents. 

3. Counting number of nouns, adjective, adverbs and comparative words in each 

topic using POS tagging.  

4. Identify the category of topic based on word count of each type (categories 

mentioned above) 

5. Divide the topics into two classes truthful and fake. 

          For each topic 

                           if CE+DI words >  GC+CA+RR words then class 1 

else  

                   class2 

6. Train the SVM classifier using this data. 

7. Convert each review to be tested into vector  

8. Test the review to be fake or true. 

                                       

 

 



14 | P a g e  
 
 

3.3 SYSTEM MODEL 

The following system model shows the flow of how the data will be transmitted and 

processed. Figure1 System Model 

 

 

 

                                                                                                                                                        

 

 

 

 

Wor 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Tokenization using 

LDA 

Counting no. of   

reference words 

Counting no. of nouns, 

adjectives, adjectives and 

comparative words. 

Classify the topics based the 

word count for each type 

Train the LIBSVM using above 

data 

Input

tt 

       Review document 

Vector of review to be tested 

output 

Dataset  

wordnet 

Using topics 

generated by LDA to 

test individual review 

Calculating score of 

each review 
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3.4 LATENT DIRICHLET ALLOCATION 

Topic modeling is an important part of natural language processing. It is used to analyse    

large scale data in an unsupervised manner. It defines the topics from which the document 

is created by defining the patterns among the words in the document. Latent Dieichlet 

Allocation (LDA) is the most popular model for topic modeling and also the simplest one.  

There is wide range of applications of LDA like document classification, sentiment 

analysis, and bioinformatics. The only observable feature the model sees in a document 

are the words and the hidden random variables are the topic distribution per document 

.LDA is a probabilistic generative model which defines the various topics in the 

document. In our method a topic is a collection of words which usually over together A 

topic can be defined as a probability distribution over a cluster of words.  

WORKING OF LDA ALGORITHM 

Various parameters are:- 

i) N-number of words in the documents. 

ii) M-number of documents. 

Parameters to be defined 

i) K-Number of topics 

ii) Alpha- concentration parameter defining per document topic distribution. 

iii) Beta-concentration parameter defining per topic word distribution 

Analysing the documents hit and trial method can be used to define the number of topics. 

For each topic t LDA algorithm computes two things 

i) p(topic|document)- proportion of words in the document d that are currently 

assigned to topic t(let say value is a) 

p(word|topic)-proportion of assignment to topic t over all documents that come from the 

word w. 
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LDA Model 

 

 

 

 

 

 

 

 

 

 

 

Figure 2 : LDA Model 

Steps: 

1. Randomly assign a topic out of K topics to every word in the document. 

This will give topic distribution for the document and word distribution for each 

topic. 

2. For each word w in the document d go through each word and compute 

p(topic|document) and p(word|topic) 

3. Reassign a new topic to  the word w based on the probability  

p(topic t|document d) and p(word w|topic t) 

it is done based on the assumption that every assignment of the words to the topic 

is correct except for the current word w. 

4. Repeat step 3 several times to get accurate results. 

M 

N 
M -documents 

 N -words 

w z Θ 

W -observed 

word in the 

document 

Z -the topic for 

the word (w)in 

the document 

Θ- topic 

distribution for the 

document 

α 

β 

 β- Concentration 

parameter for per 

topic word 

distribution  

 α- Concentration 

parameter for 

per document 

word distribution 
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3.5 POS TAGGING 

Part-Of-Speech tagging s the process of assigning tags to each word in a sentence.       

Tagger is software that reads the text and automatically assign to tags to each word based 

on the definition of word and its relationship with other words. Various type of 

information is used by the taggers to assign tags which include dictionaries, rules and 

lexicons. There are various application of POS tagging like indexing of text, speech 

processing. POS tagging is mainly use to identify verbs, nouns, adjectives and adverbs in 

the text. 

A POS tagger uses the following steps for POS tagging: 

1. Tokenization of text-The text is first divided into tokens for assigning tags by 

analysis. These tokens are mainly words but also contain punctuations. 

2. Ambiguity detection-Use lexicon for unknown words as it provides list of word 

forms. Also there may be ambiguity as some words can be used as nouns as well 

as verbs. 

3. Ambiguity resolution- It is important to resolve ambiguity to have appropriate 

tags. It is based on the information of the word and the tag sequence in the 

particular sentence.  
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Tagset 

Table 3: List of Tags 

The most common tags used are:- 

Tags used Description 

NN Singular noun 

NNS Plural noun 

NNP Singular Proper noun 

NNPS Plural Proper noun 

VB Verb Base Form 

VBD Verb past tense 

VBG Verb present participle 

VBN Verb past participle 

VBP Verb non-3
rd

 person singular present 

VBZ Verb 3
rd

 person singular present 

RB Adverb 

RBR Adverb comparative 

RBS Adverb superlative 

JJ Adjective 

JJS Adjective comparative 

JJS Adjective superlative 

MD Modal 

FW Foreign word 

RP Particle 
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3.6 Support Vector Machine 

 

Support vector machine is a supervised algorithm, uses train data to test the 

incoming data for classification and regression to test the incoming data. 

Supervised Vector classification is based on deciding the hyper plane that will 

classify the training vectors. SVM can also be used to classify data into 

multiple classes. 

 

Let say we have to train the data by classifying the vectors into two classes 

(+1 & -1) .There are number of hyperplanes that can be defined to classify the 

two sets. We have to identify the optimum hyperplane that will separate the 

two kinds of vectors. The optimum hyperplane will be that define the 

maximum margin between the two sets of vectors ( i.e. the supporting 

vectors).  

 

Supporting vectors are the one are nearest to the hyperplane separating the two 

classes. Between this margin there are no training vectors. The testing data is 

classified based on these training vectors hence this is called supervised 

method. 
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Figure 3: Optimum Hyperplane For SVM 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Hyperplane H (wxi+c)  is used to classify the test vectors with maximum width and 

satisfy the following inequality of each training vector in the sets. 

                                             wxi+c > +1  if  yi = +1 

                                             wxi+c < -1 if yi = -1 

can be written as 

                                            yi(wxi+c) >= +1  

 

class of each training data is  

                                           

+1 

+1 

+1 

+1

1 

+1 

-1 

-1 

-1 

-1 

H 

2/||w|| 

w 

H+1 

H-1 

Supporting vectors 



21 | P a g e  
 
 

                                      If (wxi+c>0) then +1 

                                      If (wxi+c<0)then  -1 

w is the vector from origin perpendicular to the hyperplane H. 

 

 

 

The distance of hyperplane H from the origin is |c|/||w||.Hyperplane of the class +1(H+1) 

satisfy the equation wxi+c=+1 therefore its distance from origin is |+1-c|/||w||. 

Similarly hyperplane of class -1(H-1) satisfy the equation wxi+c= -1.its distance from the 

origin is |-1-c|/||w||. The distance of the two hyperplanes H+1 and H-1 is 2/||w||. 

In order to find the optimum hyperplane we need to maximize 2/||w|| or minimising 

||w||
2
/2. 

SVM determines this hyperplane for accurate classification of the data. 
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3.7 Implementation  

Extraction of topics using LDA implemented in MALLET. 

There are various implementation of Latent Dirichlet Allocation(LDA)  like in mat lab, 

MALLET(Java based). For our project we have used MALLET. It is a Java-based 

package for natural language processing. Mallet can be used in various applications 

related to text analysis. 

The Topic models are used to analyze large amount of unlabelled text. LDA provide topic 

models. MALLET provides efficient implementation of LDA which is based on 

sampling. 

 

The following process include reviews of electronics category tokenize into 100 topics. 

Each topic includes 10-15 words. 

Step1:- 

 Data collection 

             Each domain contains 5 text files containing reviews.  
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Data is in the form of text file containing reviews. 

  

Step 2:- 

Importing the folder and converting the input file into Mallet format. Stopwords 

(including if,the,and) are also eliminated because they occur in large number and obstruct 

analysis of the text. 
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Step 3:- 

Extracting 100 topics from the folder 

 

 

It will give the following output:- 

 Output every word in every document and the topic it belongs to into a compressed file. 

 outputs a text document containing topics which in turn contains cluster of 

words(e_keys.txt) 

  outputs a text file indicating the  percentage of each topic within each text file imported 

(e_composition.txt).  
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Topics are extracted in the following manner 
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Step4:-  

Open e_keys it contains series of paragraph .Each paragraph is a topic. There will be 100 

(0 to 99) paragraphs in the text document. Paragraph 0  is topic 1,paragraph 1 is topic 2 

and so on. 

 

 

 

e_keys.txt 
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Step4:-  open e_compostion.txt 

This provides the percentage of each topic in different documents. 

 

 

e_compostion.txt 
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Calculating global to topic distribution for sub collections(True and fake reviews) 

Input is given as the LDA topic models(100) and file containing true reviews. 

For all the reviews the weight of each topic is calculated and stored in an array. 

 

Similarly we get an array for fake reviews. 

Global topic distribution for each review is calculated as 

                                       𝐬= Σ 𝑑∈𝑫𝑇∪𝑫𝐹 𝜽𝑑 
𝚯𝑋 =( Σ𝑑∈𝑫𝑋 𝜽𝑑 )/𝐬 

𝜽  is topic distribution of test review 

𝚯T is the global topic distribution of true review w.r.t LDA topics. 

𝚯F is the global topic distribution of true review w.r.t LDA topics 

X={T,F} and / is element wise division. 
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Calculating weight for each topic (1 to 100) 

This is calculated using the formula 

 

w𝑋
i
=log(|{d∈𝑫𝑋:θd

i
>𝜏}|+1/|{d∈𝑫𝑌:θd

i
>𝜏}|+1) 

where {𝑋,𝑌} ={ 𝑇,𝐹} or{ 𝐹,𝑇} and 𝜏=1/K  

K is the number of topics. 

K=100, 𝜏=0.01 

 

Testing individual review 

In the same program input is given a review to be tested and the its score is calculated 

Test review:- I am excited to report that I had an incredible experience at Verizon 

yesterday!!!  Let's just say I was not having a good moment when Rhoda, one of the floor 

managers noticed my dismay and demonstrated impeccable customer service!!  She 

listened to my concern and went above & beyond my expectations to resolve my issue.  

Rhoda Yuen is truly an asset to the Verizon team and bravo to Verizon for employing 

someone with outstanding customer service skills!!  I am a happy Verizon customer!!! 

Review taken from the dataset(fake review) 

 

 

ScoreX( r) =Σθr
i
×(ΘX

i
+σ×wX

i
) where 𝑋={𝑇,𝐹}.  

 

𝛉𝑟 is topic distribution of test review r, which is the result of the inference in LDA 

ScoreT(r)=0.867440338 

ScoreF(r)=0.8944 

Fake score is more than true score hence fake review. 

The method provides the correct result. 
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Type of words used in the review 

Categorizing words of each topic into five categories. 

Each topic contains approximately 20 words. These words are of different kinds. We are 

mainly interested in five categories of words: 

i) Nouns 

ii) Verbs 

iii) Adjectives 

iv) Comparative words 

v) Reference words 

For first four categories we have used Stanford POS tagger. There is no standard 

dataset for the fifth category which includes words like reference, recommend. So we 

have created our own dataset using their synonyms from wordnet. For each topic 

word count of each type is calculated. 
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Dataset for fifth category 

 

Steps for counting word of different category in a topic 

Step1:- 

Counting word of category five (RR) 

We have created a java program for this purpose. All the words in the data set 

mentioned above are stored in an array. 

For class Class_5.java 

     Input: - Document containing topics (e_keys) 

     Output:-Count the number of words of this type and store the result in an array. 

Eliminate these type of words from each topic and store the results in another                          

text file(topic_list.txt) 
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Class_5.java 
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Output file topic_list.txt 

 

 

The word count for each topic is stored in the array  arr. 
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Step2:- 

Counting words of types 1 to 4 using POS tagger 

Stanford Pos tagger jar file is included in the java program 

 

Input of this class TagText.java :- output from class Class_5 (topic_list.txt) 

Output:-Text file containing tags for each word 
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Output file of class TagText.java 
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Step3:- 

The output file from class TagText.java is send as an input for class Classifier which will 

count the number of words of different category for every topic. 

   For class Classifier.java 

      Input:-Output from class TagTxt.java (e_tags) 

     Output:-Text file containing two type of classes for training (result.txt) 

Class Classifier.java 

 

 

Output of class Classifier.java- Topics for which wordcoount of first two categories 

Is more are included in +1 class and rest are included in -1. 
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Creating Training data for LIBSVM 

 A library of Support Vector machine is used to train the data.  

Training vector is  

<label>  <index1><value1>      <index2><value2> .        . 

. 

. 

Label is a class label in our case + and -1 

<index><value> forms the attribute where index is integer starting from1 and value is a 

real number. 

For our training data set  

Index ranges from 1to 5 

Value is a real number indicating the probability of   each category of words in each 

topic. 

For example:- 

+1 1:0.4 2:0.2 3:0.3 4:0.1 5:0.0 (considered to be true) 

-1 1:0.1 2:0.3 3:0.1 4:0.45 5:0.0 (considered to be fake) 
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To train the data in LIBSVM 

Step1:- 

Include the result.train file in the windows folder of LIBSVM. 

 

Step2:- 

In command prompt give the path of windows directory and write the command for 

training. 
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4.1 PERFORMANCE ANALYSIS 

Method using weighted average score prove to be more efficient. 

We have taken 10 true and 10 fake reviews for testing.  

Score of each review is calculated and the method gives correct results for 17 reviews  

tested. For rest of the three score came out to be little different from expected. 

For all the domains we have used the above steps to creating the training data. Training 

data is used for individual review testing for that each review is converted into factor 

form and then tested. 

Table 4: Results of review testing 

S.NO. Review Type Score Result 

1. RobotCity Workshop is such a 

cool small………. 

True t-0.543 

f-0.467 

correct 

2. Moved into an apartment with 

lots of equipment…… 

True t-0.456 

f-0.49 

wrong 

3. I found these guys on Yelp and 

used……… 

True t-0.752 

f-0.678 

correct 

4. Just called these guys on the 

phone…….. 

True t-0.654 

f-0.562 

correct 

5. Joseph Payumo offered some of 

the best…….. 

False t-0.273 

f-0.432 

correct 
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Testing reviews 

 

   Result is in this form 

 

Result comes out to be correct for 6 reviews out of 10. 
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CONCLUSION 

5.1) Challenges 

Global topic distribution serves a good method for detecting fake reviews. It involves 

large number of calculation. 

Even though the proposed method of word type provide automated and simple 

classification of reviews there is a lot of improvement to be taken in account. 

The five categories included may not always be true for the entire fake and true reviews 

.A fake review writer can also use more nouns and verbs in the sentence. In such a case 

our method will not be able to produce correct results.  

There is no proper criterion to choose number of topics from each domain. The choice of 

100 topics can be correct for a domain but may not be for other. 

All these problems are challenges which are required to be resolved for more accuracy of 

results. 

 

5.2)Result 

The topic choice and word choice pattern provides efficient method for detection of fake 

review. These reviews are written for different purposes the type of word and the topic 

can be used to different between two kind 

The approach helps to identified various features of true and fake reviews which can be 

used as a differentiator between the two. The Model also automates the process of fake 

review detection. Even though there is a lot room for improvement the method proved to 

be simple, less time consuming and involving various machine learning techniques 
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5.3) Conclusion 

Review spam detection is an area of research from the last few years because of its huge 

impact on the costumer’s decision making and companies’ name and structure. There are 

different methods for detection of fake reviews including manual methods, supervised 

learning or both. There is no proper standard technique for review spam detection as all 

the methods includes assumption that can be proved wrong at one point or another. 

This motivates for further improvement in the area to provide useful and correct 

information to the customer.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



44 | P a g e  
 
 

6) REFERENCES: 

1. Jindal, N., & Liu, B. (2008, February). Opinion spam and analysis. InProceedings 

of the 2008 International Conference on Web Search and Data Mining (pp. 219-

230). ACM. 

2. Duh, A., Štiglic, G., & Korošak, D. (2013, October). Enhancing identification of 

opinion spammer groups. In Proceedings of International Conference on Making 

Sense of Converging Media (p. 326). ACM. 

3. Dewang, R. K., & Singh, A. K. (2015, September). Identification of Fake Reviews 

Using New Set of Lexical and Syntactic Features. In Proceedings of the Sixth 

International Conference on Computer and Communication Technology 2015 (pp. 

115-119). ACM. 

4. Sharma, K., & Lin, K. I. (2013, April). Review spam detector with rating 

consistency check. In Proceedings of the 51st ACM Southeast Conference(p. 34). 

ACM. 

5. Banerjee, S., & Chua, A. Y. (2014, January). A study of manipulative and 

authentic negative reviews. In Proceedings of the 8th International Conference on 

Ubiquitous Information Management and Communication (p. 76). ACM. 

6. Mukherjee, A., Liu, B., & Glance, N. (2012, April). Spotting fake reviewer groups 

in consumer reviews. In Proceedings of the 21st international conference on 

World Wide Web (pp. 191-200). ACM. 

7. Lu, Y., Zhang, L., Xiao, Y., & Li, Y. (2013, May). Simultaneously detecting fake 

reviews and review spammers using factor graph model. In Proceedings of the 5th 

Annual ACM Web Science Conference (pp. 225-233). ACM 

8. Zhiyuli, A., Liang, X., & Wang, Y. (2015, October). Discerning the Trend: 

Concealing Deceptive Reviews. In Systems, Man, and Cybernetics (SMC), 2015 

IEEE International Conference on (pp. 1833-1838). IEEE. 



45 | P a g e  
 
 

9.  Lee, K. D., Han, K. A., & Myaeng, S. H. (2016). Capturing Word Choice 

Patterns with LDA for Fake Review Detection in Sentiment Analysis. InWIMS (p. 

9). 

10. Web, As. "Suspicious Behavior Detection: Current Trends and Future Directions. 

11. Crawford, M., Khoshgoftaar, T. M., Prusa, J. D., Richter, A. N., & Al Najada, H. 

(2015). Survey of review spam detection using machine learning 

techniques. Journal of Big Data, 2(1). 

12. MALLET learning : http://mallet.cs.umass.edu/   

13. https://www.cs.princeton.edu/~blei/papers/BleiNgJordan2003 

14. SVM learning: http://www.support –vector-machine.org/SVM_osh.html 

15. LIBSVM: https: //www.csie.ntu.edu.tw/~cjlin/libsvm/  

16. Machine Learning: https://www.analyticsvidhya.com/blog/2017/01/ultimate-

guide-to-understand-implement-natural-language-processing-codes-in-python/ 

17. POS Tagging: https://nlp.stanford.edu/software/tagger.shtml 

 

 

 

http://mallet.cs.umass.edu/
https://www.cs.princeton.edu/~blei/papers/BleiNgJordan2003

