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1. INTRODUCTION

1.1 Data Stream Mining

1.1.1About Data Stream Mining

Data  Stream  Mining is  the  process  of  extracting  knowledge  structures  from

continuous, rapid data records. A data stream is an ordered sequence of instances that

in many applications of data stream mining can be read only once or a small number

of times using limited computing and storage capabilities. Examples of data streams

include  computer  network  traffic,  phone  conversations,  ATM  transactions,  web

searches, and sensor data. Data stream mining can be considered a subfield of data

mining, machine learning, and knowledge discovery.

In many data stream mining applications, the goal is to predict the class or value of

new instances in the data stream given some knowledge about the class membership

or values of previous instances in the data stream. Machine learning techniques can be

used to learn this prediction task from labeled examples in an automated fashion. 

Often, concepts from the field of incremental learning, a generalization of Incremental

heuristic search are applied to cope with structural changes, on-line learning and real-

time  demands.  In  many  applications,  especially  operating  within  non-stationary

environments, the distribution underlying the instances or the rules underlying their

labeling may change over time, i.e. the goal of the prediction, the class to be predicted

or the target value to be predicted, may change over time. This problem is referred to

as concept drift.
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1.2 Problem Statement

Every day, huge volumes of sensory, transactional, and web data are continuously

generated as streams, which need to be analyzed online as they arrive. Streaming

data can be considered as one of the main sources of what is called big data. While

predictive modeling for data streams and big data have received a lot of attention

over  the  last  decade,  many research  approaches  are  typically  designed for  well-

behaved controlled problem settings, overlooking important challenges imposed by

real-world applications. Our goal is to identify gaps between current research and

meaningful  applications,  highlight  open  problems,  and  define  new  application-

relevant research directions for data stream mining.

1.3 Aims And Objectives

Our goal is to identify gaps between current research and meaningful applications,

highlight open problems, and define new application-relevant research directions for

data stream mining.

1.4 Methodology
In this project we simulate different methods of data stream mining using MOA a free

open-source software specific for mining data streams. It has several machine learning

algorithms (classification, regression, clustering, outlier detection and recommender

systems). 

1.5 Organisation

In Chapter 1 we have discussed about Data Stream Mining basics, the current growth

in this field, the common challenges being faced in implementing the Stream mining

algorithms. 

In Chapter 2 we would be providing with the basic terminology about the different

research  paper  read  by  us.  We  would  be  providing  with  facts  and  figures  about

different concepts we studied in those research papers.
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In Chapter 3 we are going to provide a model of how the project is done on the basis

of developments:-

• Analytical 

• Experimental 

• Statistical  

In Chapter 4 we have given a proper analysis on Stream Mining algorithms on basis

of which we will be implementing this project
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2. LITERATURE SURVEY

     2.1. Volatile Data

     The volumes of automatically generated data are constantly increasing. According to the

Digital  Universe  Study,over2.8ZB  of  data  were  created  and  processed  in  2012,  with  a

projected increase of 15 times by 2020. This growth in the production of digital data results

from our  surrounding  environment  being  equipped  with  more  and  more  sensors.  People

carrying  smartphones  produce  data,  database  transactions  are  being  counted  and stored ,

streams of data are extracted from virtual environments in the form of logs or user generated

content. A significant part of such data is volatile, which means it needs to be analyzed in real

time as it arrives. Data stream mining is a research field that studies methods and algorithms

for extracting knowledge from volatile streaming data.

Although data streams, online learning, big data, and adaptation to concept drift have become

important research topics during

the last decade, truly autonomous, self-maintaining, adaptive data mining systems are rarely

reported.  This  paper  identifies  real-world  challenges  for  data  stream  research  that  are

important but yet unsolved. Our objective is to present to the community a position paper that

could inspire and guide future research in data streams. This article builds upon discussions at

the  International  Workshop  on  Real-World  Challenges  for  Data  Stream  Mining  (Real

Stream)1 in September 2013, in Prague, Czech Republic. Several related position papers are

available. Dietterich[10]presents a discussion focused on predictive modeling techniques, that

are  applicable  to  streaming  and  non-streaming  data.  Fan  and  Bifet[12]  concentrate  on

challenges presented by large volumes of data. Zlio baite et al. [48] focus on concept drift and

adaptation  of  systems  during  online  operation.  Gaber  et  al.  [13]  discuss  ubiquitous  data

mining with attention to collaborative data stream mining. In this paper, we focus on research

challenges for streaming data inspired and required by real-world applications. In contrast to

existing position papers, we raise issues connected not only with large volumes of data and

concept  drift,  but  also  such  practical  problems  as  privacy  constraints,  availability  of

information, and dealing with legacy systems.
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2.1.1 Categorisation

• Smoothness of concept transition: 

Transitions  between  concepts  can  be  sudden  or  gradual.  The  former  is  sometimes  also

denoted in literature as shift or abrupt drift.

• Singular or recurring contexts: 

In the former case, a model becomes obsolete once and for all when its context is replaced by

a novel context.  In the latter case, a model’s context might reoccur at  a later moment in

time ,for example due to a business cycle or seasonality, therefore, obsolete models might

still regain value. 

• Systematic or unsystematic: 

In the former case, there are patterns in the way the distributions change that can be exploited

to predict change and perform faster model adaptation. Examples are subpopulations that can

be identified and show distinct, trackable evolutionary patterns. In the latter case ,no such

patterns  exist  and  drift  occurs  seemingly  at  random.  An example  for  the  latter  is  fickle

concept drift. 

• Real or virtual: 

While the former requires model adaptation, the latter corresponds to observing outliers or

noise, which should not be incorporated into a model. Stream mining approaches in general

address the challenges posed by volume, velocity and volatility of data. However, in real-

world  applications  these three  challenges  often  coincide with  other,  to  date  insufficiently

considered ones. 

The  next  sections  discuss  eight  identified  challenges  for  data  stream  mining,  providing

illustrations  with  real  world  application  examples,  and  formulating  suggestions  for

forthcoming research.
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2.1.2 Privacy Control

Data streams present new challenges and opportunities with respect to protecting privacy and

confidentiality in data mining. Privacy preserving data mining has been studied for over a

decade (see.  e.g. [3]). The main objective is to develop such data mining techniques that

would not uncover information or patterns which compromise confidentiality and privacy

obligations. Modeling can be done on original or anonymized data, but when the model is

released, it should not contain information that may violate privacy or confidentiality. This is

typically  achieved  by  controlled  distortion  of  sensitive  data  by  modifying  the  values  or

adding noise. Ensuring privacy and confidentiality is important for gaining trust of the users

and the society in autonomous, stream data mining systems. While in offline data mining a

human analyst working with the data can do a sanity check before releasing the model, in

data  stream mining privacy preservation needs  to be done online.  Several existing works

relate  to  privacy preservation  in  publishing  streaming data  (e.g.  [46]),  but  no  systematic

research in relation to broader data stream challenges exists. We identify two main challenges

for privacy preservation in  mining data  streams.  The first  challenge is  incompleteness of

information. Data arrives in portions and the model is updated online. Therefore, the model is

never final and it is difficult to judge privacy preservation before seeing all the data. For

example, suppose GPS traces of individuals are being collected for modeling traffic situation.

Suppose person A at current time travels from the campus to the airport. The privacy of a

person will be compromised, if there are no similar trips by other persons in the very near

future. However, near future trips are unknown at the current time, when the model needs to

be  updated.  On the  other  hand,  data  stream mining  algorithms may have some inherent

privacy preservation properties due to the fact that they do not need to see all the modeling

data at once, and can be incrementally updated with portions of data. Investigating privacy

preservation properties of existing data stream algorithms makes another interesting direction

for future research.

2.2 Timing and Availability of Information
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Most algorithms developed for evolving data streams make simplifying assumptions on the

timing  and  availability  of  information.  In  particular,  they  assume  that  information  is

complete,  immediately  available,  and received passively  and for  free.  These  assumptions

often  do  not  hold  in  real-world  applications,  e.g.,  patient  monitoring  ,robot  vision  ,or

marketing[43].  This  section  is  dedicated  to  the  discussion  of  these  assumptions  and  the

challenges  resulting  from  their  absence.  For  some  of  these  challenges,  corresponding

situations in offline, static data mining have already been addressed in literature. We will

briefly point out where a mapping of such known solutions to the online ,evolving stream

setting is easily feasible, for example by applying windowing techniques. However, we will

focus on problems for which no such simple mapping exists and which are therefore open

challenges instream mining.

2.2.1 Dealing with Incomplete Information

Completeness of information assumes that the true values of all variables, that is of features

and of the target, are revealed eventually to the mining algorithm. The problem of missing

values, which corresponds to incompleteness of features, has been discussed extensively for

the offline, static settings. A recent survey is given in [45]. However, only few works address

data streams ,and in particular evolving data streams. Thus several open challenges remain,

some are pointed out in the review by [29]: how to address the problem that the frequency in

which missing values occur is unpredictable, but largely affects the quality of imputations?

How to (automatically) select the best imputation technique? How to proceed in the trade-off

between speed and statistical  accuracy? Another problem is that of missing values of the

target  variable.  It  has  been  studied  extensively  in  the  static  setting  as  semi-supervised

learning  (SSL,  see  [11]).  A requirement  for  applying  SSL techniques  to  streams  is  the

availability  of  at  least  some  labeled  data  from  the  most  recent  distribution.  While  first

attempts to this problem have been made, e.g. the online manifold regularization approach in

[19] and the ensembles-based approach suggested by [11],improvements in speed and the

provision of performance guarantees remain open challenges. A special case of incomplete

information is “censored data” in Event History Analysis(EHA),which is described in section

5.2. A related problem discussed below is active learning (AL, see [38]).

2.2.2 Handling Delayed Information
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Latency means information becomes available with significant delay.  For example,  in the

case of so-called verification latency, the value of the preceding instance’s target variable is

not available before the subsequent instance has to be predicted. On evolving data streams,

this is more than a mere problem of streaming data integration between feature and target

streams, as due to concept drift patterns show temporal locality [2]. It means that feedback on

the  current  prediction  is  not  available  to  improve  the  subsequent  predictions,  but  only

eventually will become available for much later predictions. Thus, there is no recent sample

of  labeled  data  at  all  that  would  correspond to he  most-recent  unlabeled  data,  and semi

supervised learning approaches are not directly applicable. A related problem in static, offline

data mining is that addressed by unsupervised rans ductive transfer learning(or un supervised

domain adaptation): given labeled data from a source domain, a predictive model is sought

for a related target domain in which no labeled data is available. In principle, ideas from

transfer learning could be used to address latency in evolving data streams, for example by

employing the minac hunk-based approach, as suggested in [43]. However, adapting them for

use in evolving data streams has not been tried yet and constitutes a non-trivial, open task, as

adaptation  in  streams must  be fast  and fully  automated  and thus  cannot  rely  on iterated

careful  tuning  by  human  experts.  Furthermore,  consecutive  chunks  constitute  several

domains, thus the transitions between several subsequent chunks might provide exploitable

patterns of systematic drift. This idea has been introduced in [27], and a few so-called drift-

mining algorithms that  identify and exploit  such patterns have been proposed since then.

However, the existing approaches cover only a very limited set of possible drift patterns and

scenarios.

2.3 Entity Stream Mining

Let T be a stream of entities,  e.g.  customers of a company or patients of a hospital.  We

observe entities over time, e.g. on a company’s website or at a hospital admission vicinity: an

entity appears and re-appears at discrete time points, new entities show up. At a time point t,

an entity e  ∈ T is linked with different pieces of information- the purchases and ratings

performed by a customer, the anamnesis, the medical tests and the diagnosis recorded for the

patient. Each of these information pieces ij(t) is a structured record or an unstructured text

from a stream Tj, linked toe via the foreign key relation. 
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Thus, the entities in T are in 1-to-1 or 1-to-n relation withentitiesfromfurtherstreamsT1,...,Tm

(stream of purchases, stream of ratings, stream of complaints etc). The schema describing the

streams T,T1,...,Tm can  be  perceived  as  a  conventional  relational  schema,  except  that  it

describes streams instead of static sets. In this relational setting, the entity stream mining task

corresponds  to  learning  a  model  ζT over  T,  thereby  incorporating  information  from the

adjoint streams T1,...,Tm that ”feed” the entities in T. Albeit the members of each stream are

entities, we use the term ”entity” only for stream T –the target of learning, while we denote

the entities in the other streams as ”instances”.  In the unsupervised setting ,entity stream

clustering  encompasses  learning  and  adapting  clusters  over  T,  taking  account  the  other

streams that arrive at different speeds. In the supervised setting, entity stream classification

involves learning and adapting a classifier ,not withstanding the fact that an entity’s label may

change from one time point to the next, as new instances referencing it arrive.

2.4 Evaluating Data Stream mining Algorithms

All of the aforementioned challenges are milestones on the road to better algorithms for real-

world data stream mining systems. To verify if these challenges are met, practitioners need

tools  capable  of  evaluating  newly  proposed  solutions.  Although  in  the  field  of  static

classification such tools exist, they are insufficient in data stream environments due to such

problems  as:  concept  drift,  limited  processing  time,  verification  latency,  multiple  stream

structures, evolving class skew, censored data, and changing misclassification costs. In fact,

the myriad of additional complexities posed by data streams makes algorithm evaluation a

highly  multi-criterial  task,  in  which  optimal  trade-offs  may  change  over  time.  Recent

developments in applied machine learning [6] emphasize the importance of understanding the

data  one  is  working  with  and  using  evaluation  metrics  which  reflect  its  difficulties.  As

mentioned before, data streams set new requirements compared to traditional data mining and

researchers are beginning to acknowledge the shortcomings of existing evaluation metrics.

For example, Gama et al. [16] proposed a way of calculating classification accuracy using

only the most recent stream examples, therefore allowing for time-oriented evaluation and

aiding concept drift detection. Methods which test  the classifier’s robustness to drifts and

noise on a practical, experimental level are also starting to arise [34; 47]. However, all these

evaluation techniques focus on single criteria such as prediction accuracy or robustness to

drifts, even though data streams make evaluation a constant trade-off between several criteria

[7].  Moreover,  in  data  stream environments  there is  a  need for  more  advanced tools  for
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visualizing changes in algorithm predictions with time. The problem of creating complex

evaluation methods for stream mining algorithms lies mainly in the size and evolving nature

of data streams. It is much more difficult to estimate and visualize, for example, prediction

accuracy if evaluation must be done online, using limited resources, and the classification

task changes with time. In fact, the algorithm’s ability to adapt is another aspect which needs

to  be  evaluated,  although  information  needed  to  perform such  evaluation  is  not  always

available. Concept drifts are known in advance mainly when using synthetic or benchmark

data, while in more practical scenarios occurrences and types of concepts are not directly

known and only the label of each arriving instance is known. Moreover ,in many cases the

task is more complicated ,as labeling information is not instantly available. Other difficulties

in evaluation include processing complex relational streams and coping with class imbalance

when  class  distributions  evolve  with  time.  Finally  ,not  only  dowe  need  measures  for

evaluating single aspects of stream mining algorithms, but also ways of combining several of

these aspects into global evaluation models, which would take into account expert knowledge

and user preferences. Clearly, evaluation of data stream algorithms is a fertile ground for

novel  theoretical  and algorithmic  solutions.  In  terms of  prediction  measures,  data  stream

mining still requires evaluation tools that would be immune to class imbalance and robust to

noise. In our opinion, solutions to this problem should involve not only metrics based on

relative performance to baseline (chance) classifiers, but also graphical measures similar to

PR-curves  or  cost  curves.  Furthermore,  there is  a  need for  integrating information  about

concept drifts in the evaluation process. As mentioned earlier ,possible ways of considering

concept drifts will depend on the information that is available. If true concepts are known,

algorithms could be evaluated based on: how often they detect drift, how early they detect it,

how they react  to  it,  and  how quickly  they  recover  from it.  Moreover,  in  this  scenario,

evaluation of an algorithm should be dependent on whether it  takes place during drift  or

during  times  of  concept  stability.  A possible  way of  tackling  this  problem would  be  the

proposal  of  graphical  methods,  similar  to  ROC analysis,  which  would  work  online  and

visualize concept drift measures alongside prediction measures. Additionally, these graphical

measures could take into account the state of the stream, for example, its speed, number of

missing values, or class distribution. Similar methods could be proposed for scenarios where

concepts are not known in advance, however, in these cases measures should be based on

drift detectors or label-independent stream statistics. Above all, due to the number of aspects

which need to be measured, we believe that the evaluation of data stream algorithms requires

a multi-criterial view. This could be done by using inspirations from multiple criteria decision

10



analysis ,where trade-offs between criteria are achieved using user-feedback. In particular, a

user could showcase his/her criteria preferences (for example, between memory consumption,

accuracy, reactivity, self-tuning, and adaptability) by deciding between alternative algorithms

for a given data stream. It is worth noticing that such a multi-criterial view on evaluation is

difficult to encapsulate in a single number, as it is usually done in traditional offline learning.

This might  suggest that researchers  in this  area should turn towards semi-qualitative and

semi-quantitative  evaluation,  for  which  systematic  methodologies  should  be  developed.

Finally, a separate research direction involves rethinking the way we test data stream mining

algorithms.  The  traditional  train,  cross  validate  ,test  work  flow  in  classification  is  not

applicable  for  sequential  data,  which  makes,  for  instance,  parameter  tuning  much  more

difficult. Similarly ground truth verification in unsupervised learning is practically impossible

in data stream environments. With these problems in mind, it is worth stating that there is still

a shortage of real and synthetic benchmark datasets. Such a situation might be a result of non-

uniform standards for testing algorithms on streaming data. As community, we should decide

on such matters as: What characteristics should benchmark datasets have? Should they have

prediction  tasks  attached?  Should  we  move  towards  online  evaluation  tools  rather  than

datasets? These questions should be answered in order to solve evaluation issues in controlled

environments before we create measures for real-world scenarios.

3. SYSTEM DEVELOPMENT
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There exists a plethora of work in the area of distributed data stream mining. The existing

literature provides an excellent starting point for our main topic of discussion in this chapter.

Not  only  have  the  distributed  data  mining  and  databases  community  contributed  to  the

literature, a bulk of the work also comes from the wireless and sensor networks community.

In  this  section  we  discuss  some  of  the  related  papers  with  pointers  for  further  reading.

Computation of complex functions over the union of multiple of streams has been studied

widely in the stream mining literature .

Our objective scope is to provide a working mechanism, which will take as an argument a

phrase or a sub-sentence and it will return a sentiment score to this particular part of speech.

A prerequisite for this to happen is the development of another mechanism that will take a

piece of text  (a tweet  for example),  and will  break it  into as many sub sentences as the

different ontologies that are contained in it. This is something that is already the subject of

research of  another  dissertation that  is  conducted at  our  university  alongside  this  current

dissertation. 

3.1 Algorithms

3.1.1  C 4.5 Data Stream Mining Algorithm

C4.5 is an algorithm used to generate a decision tree developed by Ross Quinlan.C4.5

is an extension of Quinlan's earlier ID3 algorithm. The decision trees generated by C4.5 can

be  used  for  classification,  and  for  this  reason,  C4.5  is  often  referred  to  as  a  statistical

classifier.

It  became quite  popular  after  ranking #1 in  the  Top 10 Algorithms in Data Mining pre-

eminent paper published by Springer LNCS in 2008.

3.1.2  The Algorithm

C4.5 builds decision trees from a set of training data in the same way as ID3, using
the concept of information entropy. The training data is a set  of already classified samples.
Each  sample  consists  of  a  p-dimensional  vector,  where  the  represent  attribute  values  or
features of the sample, as well as the class in which falls.

At each node of the tree, C4.5 chooses the attribute of the data that most effectively splits its

set of samples into subsets enriched in one class or the other. The splitting criterion is the

normalized  information  gain  (difference  in  entropy).  The  attribute  with  the  highest

normalized information gain is chosen to make the decision. The C4.5 algorithm then recurs

on the smaller sublists.

12



This algorithm has a few base cases.

 All the samples in the list belong to the same class. When this happens, it simply

creates a leaf node for the decision tree saying to choose that class.

 None  of  the  features  provide  any  information  gain.  In  this  case,  C4.5  creates  a

decision node higher up the tree using the expected value of the class.

 Instance of previously-unseen class encountered. Again, C4.5 creates a decision node

higher up the tree using the expected value.

3.1.3 Pseudocode

In pseudocode, the general algorithm for building decision trees is:

1. Check for the above base cases.

2. For each attribute a, find the normalized information gain ratio from splitting on a.

3. Let a_best be the attribute with the highest normalized information gain.

4. Create a decision node that splits on a_best.

5. Recur on the sublists obtained by splitting on a_best, and add those nodes as children

of node.

13



C 4.5 Algorithm Decision Tree example

3.1.4  Improvements in C5.0 algorithm

Quinlan went on to create C5.0 and See5 (C5.0 for Unix/Linux, See5 for Windows) which he

markets commercially. C5.0 offers a number of improvements on C4.5. Some of these are: 

 Speed - C5.0 is significantly faster than C4.5 (several orders of magnitude)

 Memory usage - C5.0 is more memory efficient than C4.5

 Smaller decision trees - C5.0 gets similar results to C4.5 with considerably smaller

decision trees.

 Support for boosting - Boosting improves the trees and gives them more accuracy.

 Weighting - C5.0 allows you to weight different cases and misclassification types.

 Winnowing - a C5.0 option automatically winnows the attributes to remove those that

may be unhelpful.
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3.2 K-means Data mining clustering Algorithm

K-Means  is  a  simple  learning  algorithm  for  clustering  analysis.  The  goal  of  K-Means

algorithm is  to  find the best division of  n entities  in  k groups,  so that  the total  distance

between the group's members and its corresponding centroid, representative of the group, is

minimized. Formally, the goal is to partition the n entities into k sets Si, i=1, 2, ..., k in order

to minimize the within-cluster sum of squares (WCSS), defined as:

where term   provides the distance between an entity point and the cluster's centroid.

The  most  common  algorithm,  described  below,  uses  an  iterative  refinement  approach,

following these steps:

1. Define the initial groups' centroids. This step can be done using different strategies. A

very common one is to assign random values for the centroids of all groups. Another

approach is to use the values of K different entities as being the centroids.

2. Assign each entity to the cluster that has the closest centroid. In order to find the

cluster  with  the  most  similar  centroid,  the  algorithm  must  calculate  the  distance

between all the entities and each centroid.

3. Recalculate the values of the centroids. The values of the centroid's fields are updated,

taken as the average of the values of the entities' attributes that are part of the cluster.

4. Repeat steps 2 and 3 iteratively until entities can no longer change groups.

The  K-Means  is  a  greedy,  computationally  efficient  technique,  being  the  most  popular

representative-based clustering algorithm.
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3.2.1 Pseudocode

Note that the last line of the pseudocode should be either:

while c h a n g e d = t r u e  and  i t e r ≤ M a x I t e r s
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; or

until c h a n g e d = f a l s e  or  i t e r > M a x I t e r s.

3.2.2  Why Use k means algorithm

The key selling point of k-means is its simplicity. Its simplicity means it’s generally faster

and more efficient than other algorithms, especially over large datasets.

It gets better:

k-means can be used to pre-cluster a massive dataset followed by a more expensive cluster

analysis on the sub-clusters. k-means can also be used to rapidly “play” with k and explore

whether there are overlooked patterns or relationships in the dataset.

It’s not all smooth sailing:

Two key weaknesses of k-means are its sensitivity to outliers, and its sensitivity to the initial

choice of centroids. One final thing to keep in mind is k-means is designed to operate on

continuous data — you’ll need to do some tricks to get it to work on discrete data.

3.2.3 K-means example illustration 

As a simple illustration of a k-means algorithm, consider the following data set consisting of

the scores of two variables on each of seven individuals:

Subject A B

1 1.0 1.0

2 1.5 2.0

3 3.0 4.0

4 5.0 7.0

5 3.5 5.0

6 4.5 5.0

7 3.5 4.5
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This data set is to be grouped into two clusters.  As a first step in finding a sensible initial

partition, let  the A & B values of the two individuals furthest  apart (using the Euclidean

distance measure), define the initial cluster means, giving:

 Individual

Mean

Vector

(centroid)

Group 1 1 (1.0, 1.0)

Group 2 4 (5.0, 7.0)

 

The remaining individuals  are  now examined in sequence and allocated to  the cluster  to

which they are closest, in terms of Euclidean distance to the cluster mean. The mean vector is

recalculated each time a new member is added. This leads to the following series of steps:

 Cluster 1 Cluster 2

Step Individual

Mean

Vector

(centroid)

Individual

Mean

Vector

(centroid)

1 1 (1.0, 1.0) 4 (5.0, 7.0)

2 1, 2 (1.2, 1.5) 4 (5.0, 7.0)

3 1, 2, 3 (1.8, 2.3) 4 (5.0, 7.0)

4 1, 2, 3 (1.8, 2.3) 4, 5 (4.2, 6.0)

5 1, 2, 3 (1.8, 2.3) 4, 5, 6 (4.3, 5.7)

6 1, 2, 3 (1.8, 2.3) 4, 5, 6, 7 (4.1, 5.4)

 

Now the initial partition has changed, and the two clusters at this stage having the following

characteristics:

 Individual

Mean

Vector

(centroid)

Cluster 1 1, 2, 3 (1.8, 2.3)

Cluster 2 4, 5, 6, 7 (4.1, 5.4)
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But we cannot yet be sure that each individual has been assigned to the right cluster.  So, we

compare  each  individual’s  distance  to  its  own  cluster  mean  and  to

that of the opposite cluster. And we find:

Individual

Distance to

mean

(centroid)

of  Cluster

1

Distance to

mean

(centroid)

of  Cluster

2

1 1.5 5.4

2 0.4 4.3

3 2.1 1.8

4 5.7 1.8

5 3.2 0.7

6 3.8 0.6

7 2.8 1.1

 

Only individual  3  is  nearer  to the mean of the opposite  cluster  (Cluster  2) than its  own

(Cluster 1).  In other words, each individual's distance to its  own cluster mean should be

smaller that the distance to the other cluster's mean (which is not the case with individual 3).  

Thus, individual 3 is relocated to Cluster 2 resulting in the new partition:

 Individual

Mean

Vector

(centroid)

Cluster 1 1, 2 (1.3, 1.5)

Cluster 2 3, 4, 5, 6, 7 (3.9, 5.1)
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The iterative relocation would now continue from this new partition until no more relocations

occur.  However, in this example each individual is now nearer its own cluster mean than that

of the other cluster and the iteration stops, choosing the latest partitioning as the final cluster

solution.

Also, it  is possible that the k-means algorithm won't find a final solution.  In this case it

would be a good idea to consider stopping the algorithm after a pre-chosen maximum of

iterations.
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4. PERFORMANCE ANALYSIS

K-means is  one of  the simplest  unsupervised  learning  algorithms  that  solve  the well 

known clustering problem. The procedure follows a simple and  easy  way  to classify a given

data set  through a certain number of  clusters (assume k clusters) fixed apriori. The  main 

idea  is to define k centers, one for each cluster. These centers  should  be placed in a cunning 

way  because of  different  location  causes different  result. So, the better  choice  is  to place

them  as  much as possible  far away from each other. The  next  step is to take each point

belonging   to  a  given data  set  and associate  it  to  the  nearest  center. When no point  is 

pending,  the first step is completed and an early group age  is done. At this point we need to

re-calculate k new centroids as barycenter of  the clusters resulting from the previous step.

After we have these k new centroids, a new binding has to be done  between  the same data

set points  and  the nearest new center. A loop has been generated. As a result of  this loop we 

may  notice that the k centers change their location step by step until no more changes  are

done or  in  other words centers do not move any more. Finally, this  algorithm  aims at 

minimizing  an objective function know as squared error function.

4.1 Advantages (k-means algorithm)

1) Fast, robust and easier to understand.

2) Relatively efficient: O(tknd), where n is # objects, k is # clusters, d is # dimension of each

object, and t  is # iterations. Normally, k, t, d << n.

3) Gives best result when data set are distinct or well separated from each other.

4.1.2 Disadvantages (k-means algorithm)
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1) The learning algorithm requires apriori specification of the number of  cluster centers. 

2) The use of  Exclusive Assignment - If  there are two highly overlapping data then k-means

will not be able to resolve       that there are two clusters.

3) The learning algorithm is not invariant to non-linear transformations i.e. with different

representation of data we get

    different results (data represented in form of cartesian co-ordinates and polar co-ordinates

will give different results).

4) Euclidean distance measures can unequally weight underlying factors. 

5) The learning algorithm provides the local optima of the squared error function. 

6) Randomly choosing of the cluster center cannot lead us to the fruitful result.

7) Applicable only when mean is defined i.e. fails for categorical data.

8) Unable to handle noisy data and outliers. 

9) Algorithm fails for non-linear data set.

4.2 Advantages ( C4.5 algorithm)

The advantages of the C4.5 are:

•  Builds models that can be easily interpreted

•  Easy to implement

•  Can use both categorical and continuous values

•  Deals with noise

4.2.1 Disadvantages ( C4.5 Algorithm)
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The disadvantages are:

•   Small variation in data can lead to different decision trees (especially when the variables

are close to each other in value)

•  Does not work very well on a small training set
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5. CONCLUSIONS AND FUTURE WORK

C4.5 is used in classification problems and it is the most used algorithm for builing

DT.

It is suitable for real world problems as it deals with numeric attributes and missing

values.  The  algorithm can  be  used  for  building  smaller  or  larger,  more  accurate

decision trees    and the algorithm is quite time efficient.

Compared to ID3, C4.5 performs by default a tree pruning process, which leads to

smaller trees, more simple rules and more intutive interpretations.

K-means algorithm is also used in classification problems as it is Fast, robust and

easier to understand.

Relatively efficient: O(tknd), where n is # objects, k is # clusters, d is # dimension of

each object, and t  is # iterations. Normally, k, t, d << n.

 Gives best result when data set are distinct or well separated from each other.
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7. APPENDIX

 7.1 Code Snippets:-

#include <iostream>
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#include <conio.h>

#include <stdlib.h>

using namespace std;

int main()

{

 int numbers, k, kvals[25], prevKvals[25], steps = 1, addition[25][100], count = 0, groups[25]

[100], min, groupnum, value, sum, ok = 1, nums[100];

 cout << "How many numbers you want to enter: ";

 cin >> numbers;

 cout << "Enter value of k: ";

 cin >> k;

 //get numbers

 for(int i = 0; i < numbers; i++)

 {

  cout << "Enter Number " << i+1 << ": ";

  cin >> nums[i];

 }

 // set values of C's

 for(int i = 0; i < 3; i++)

 {

  kvals[i] = nums[i];

 }

 //show values of user

 cout << "You have entered: ";

 for(int i = 0; i < numbers; i++)

 {

  cout << nums[i] << ", ";

 }
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 //while(steps < 10)

 while(ok == 1)

 {

  cout << endl << "Itration Number: " << steps;

  //make calculations (C - bla bla bla)

  for(int i = 0; i < k; i++)

  {

            for(int j = 0; j < numbers; j++)

            {

    addition[i][j] = abs(kvals[i] - nums[j]);

   }

  }

  //make groups of number(C)

  for(int i = 0; i < numbers; i++)

  {

   min = 100000;

            for(int j = 0; j < k; j++)

            {

    if(addition[j][i] < min)

    {

        min = addition[j][i];

        value = nums[i];

        groupnum = j;

    }

   }

   groups[groupnum][i] = value;

  }

  //show results of calculations (C - bla bla bla)

     cout << endl << "Calculations" << endl;

  for(int i = 0; i < numbers; i++)

  {

            for(int j = 0; j < k; j++)
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            {

    cout << addition[j][i] << "\t";

   }

   cout << endl;

  }

  // show groups and get new C's

  cout << endl << "Gruops" << endl;

     for(int i = 0; i < k; i++)

  {

   sum = 0;

   count = 0;

   cout << "Group " << i+1 << ": ";

            for(int j = 0; j < numbers; j++)

            {

    if(groups[i][j] != NULL)

    {

     cout << groups[i][j] << "\t";

     sum += groups[i][j];

     count++;

    }

   }

   prevKvals[i] = kvals[i];

   kvals[i] = sum/count;

   cout << "\t=\t" << kvals[i] << endl;

  }

  //make empty array of groups

  for(int i = 0; i < 25; i++)

  {

   for(int j = 0; j < 100; j++)

   {

    groups[i][j] = NULL;

   }

  }
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  //check condition of termination

  ok = 0;

  for(int i = 0; i < k; i++)

  {

   if(prevKvals[i] != kvals[i])

   {

       ok = 1;

   }

  }

  

   if(ok != 1)

   {

        getch();

 }

     steps++;

 } // end while loop

 getch();

 return 0;

}
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